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In general , embodiments of the present invention provide 
systems , methods and computer readable media configured 
to receive configuration data describing a desired data set 
distribution , and , in response to receiving new data 
instances , use the configuration data and the new data 
instances to dynamically optimize the distribution of data 
already stored in a data reservoir that has been discretized 
into bins representing the desired data distribution . 
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DYNAMICALLY OPTIMIZING A DATA SET 
DISTRIBUTION 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

data already stored in a data reservoir that has been dis 
cretized into bins representing the desired data distribution . 
[ 0007 ] The details of one or more embodiments of the 
subject matter described in this specification are set forth in 
the accompanying drawings and the description below . 
Other features , aspects , and advantages of the subject matter 
will become apparent from the description , the drawings , 
and the claims . 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWING ( S ) 

[ 0001 ] This application is a continuation of and claims 
priority to U.S. patent application Ser . No. 14 / 817,005 , titled 
“ DYNAMICALLY OPTIMIZING A DATA SET DISTRI 
BUTION , ” and filed Aug. 3 , 2015 , which claims the benefit 
of U.S. Provisional Application No. 62 / 055,958 , entitled 
“ DYNAMICALLY OPTIMIZING A DATA SET DISTRI 
BUTION , ” and filed Sep. 26 , 2014 , and of U.S. Provisional 
Application No. 62 / 039,314 , entitled “ DYNAMICALLY 
OPTIMIZING A DATA SET DISTRIBUTION , ” and filed 
Aug. 19 , 2014 , the contents of which are hereby incorpo 
rated herein by reference in their entirety . 

FIELD 

[ 0002 ] Embodiments of the invention relate , generally , to 
dynamic optimization of a data set distribution . 

BACKGROUND 

[ 0008 ] Having thus described the invention in general 
terms , reference will now be made to the accompanying 
drawings , which are not necessarily drawn to scale , and 
wherein : 
[ 0009 ] FIG . 1 illustrates an exemplary dynamic data dis 
tribution optimization scenario according to various 
embodiments of the invention in accordance with some 
embodiments discussed herein ; 
[ 0010 ] FIG . 2 illustrates an example system that can be 
configured to implement dynamic optimization of a data set 
distribution in accordance with some embodiments dis 
cussed herein ; 
[ 0011 ] FIG . 3 is a flow diagram of an example method for 
optimizing a data set distribution in accordance with some 
embodiments discussed herein ; 
[ 0012 ] FIG . 4 illustrates an example adaptive data analysis 
system that is configured to include dynamic data set dis 
tribution optimization in accordance with some embodi 
ments discussed herein ; and 
[ 0013 ] FIG . 5 illustrates a schematic block diagram of 
circuitry that can be included in a computing device , such as 
a dynamic data set distribution optimization system , in 
accordance with some embodiments discussed herein . 

DETAILED DESCRIPTION 

[ 0003 ] A classifier is an example of an algorithm that may 
be derived using supervised machine learning . In order to 
make accurate predictions , supervised machine learning 
classifiers are derived through training using a set of labeled 
data examples . In modeling a classification problem in 
which the classifier must make a categorical prediction , the 
training data set should contain many labeled examples of 
each possible category to ensure that the classifier will make 
accurate predictions for new input examples that might fall 
into one of the categories . 
[ 0004 ] A common way to improve a classifier's prediction 
performance is to sample a labeling data set from the general 
population , obtain true labels for the labeling set , and add 
these labels to the training set used to derive the classifier . 
For some classification problems in which instances of one 
or more of the classification categories are relatively rare 
( e.g. , predicting gene mutations , earthquakes , or ad click 
throughs ) , the distribution in the general population of the 
true labels is skewed in favor of the most commonly 
occurring instances . If naïve ( random ) sampling from a 
general population were used to generate a labeling set , it is 
likely that the labeling set , after being labeled , also will have 
a skewed distribution of labels . A skewed distribution of 
labels may not add much support to the model to make 
predictions for rare events . 
[ 0005 ] Current methods for dynamic optimization of a 
data set distribution exhibit a plurality of problems that 
make current systems insufficient , ineffective and / or the like . 
Through applied effort , ingenuity , and innovation , solutions 
to improve such methods have been realized and are 
described in connection with embodiments of the present 
invention . 

[ 0014 ] The present invention now will be described more 
fully hereinafter with reference to the accompanying draw 
ings , in which some , but not all embodiments of the inven 
tion are shown . Indeed , this invention may be embodied in 
many different forms and should not be construed as being 
limited to the embodiments set forth herein ; rather , these 
embodiments are provided so that this disclosure will satisfy 
applicable legal requirements . Like numbers refer to like 
elements throughout . 
[ 0015 ] As described herein , system components can be 
communicatively coupled to one or more of each other . 
Though the components are described as being separate or 
distinct , two or more of the components may be combined 
into a single process or routine . The component functional 
descriptions provided herein including separation of respon 
sibility for distinct functions is by way of example . Other 
groupings or other divisions of functional responsibilities 
can be made as necessary or in accordance with design 
preferences . 
[ 0016 ] As used herein , the terms " data , " " content , ” “ infor 
mation ” and similar terms may be used interchangeably to 
refer to data capable of being captured , transmitted , 
received , displayed and / or stored in accordance with various 
example embodiments . Thus , use of any such terms should 
not be taken to limit the spirit and scope of the disclosure . 
Further , where a computing device is described herein to 
receive data from another computing device , the data may be 

SUMMARY 

[ 0006 ] In general , embodiments of the present invention 
provide herein systems , methods and computer readable 
media configured to receive configuration data describing a 
desired data set distribution , and , in response to receiving 
new data instances , use the configuration data and the new 
data instances to dynamically optimize the distribution of 
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received directly from the another computing device or may 
be received indirectly via one or more intermediary com 
puting devices , such as , for example , one or more servers , 
relays , routers , network access points , base stations , and / or 
the like . Similarly , where a computing device is described 
herein to send data to another computing device , the data 
may be sent directly to the another computing device or may 
be sent indirectly via one or more intermediary computing 
devices , such as , for example , one or more servers , relays , 
routers , network access points , base stations , and / or the like . 
[ 0017 ] Entity resolution is an example of a categorical 
classification problem for which the accuracy of the predic 
tions made by a classifier derived using supervised machine 
learning requires a training data set having a balanced class 
distribution . In entity resolution , a classifier is trained to 
return “ match ” or “ no match ” in response to receiving a pair 
of input examples . In entity resolution , a reference is a 
description of an entity , which is a real - world object . A 
reference may be a listing in a database or a list ( which may 
contain some duplicate entries ) . Multiple references may 
describe the same entity . A labeling set example is a pair of 
references , and a label is either “ match ” or “ no match . " 
[ 0018 ] Given a list of references of size n , potentially 
comparing every reference to every other reference would 
result in making nº2 comparisons . Of those comparisons , the 
expectation is to see O ( n ̂  2 ) non - matches and O ( n ) matches 
( assuming the list has some duplicate references , but is not 
all duplicate references ) . Therefore , the set of possible 
labeling examples from which to draw a training data set for 
an entity resolution classifier is heavily skewed towards 
non - matches . As previously described , if a labeling set were 
generated from a general population using naïve ( random ) 
sampling , it is likely that the labeling set , after being labeled , 
would have a distribution of labels skewed towards " no 
match . ” A labeling set containing such a skewed distribution 
of labels may not add much support to the entity resolution 
model for making accurate predictions for the rare “ match ” 
events . 

[ 0019 ] In embodiments , a declarative system for dynamic 
data distribution optimization ( i.e. , the system receives a 
configuration for collecting data samples , the configuration 
specifying a particular data sample distribution to be satis 
fied over time ) enables selection of a labeling set that , added 
to a training data set , will optimally improve the perfor 
mance of a machine learning algorithm derived from that 
training data set . In embodiments , dynamic data distribution 
optimization may improve classifier performance for the 
specific entity resolution case where non - matches are much 
more frequent than matches , as well as for any categorical 
classification model based on a general population with rare 
target variables . 
[ 0020 ] FIG . 1 illustrates an exemplary dynamic data dis 
tribution optimization scenario according to various 
embodiments of the invention . The scenario is described for 
clarification and without limitation . 
[ 0021 ] In embodiments , the output of a classifier predic 
tive model in response to a new input example may include 
the prediction ( e.g. , " match ” or “ no match ” for an entity 
resolution classification problem ) as well as a prediction 
confidence value . In some embodiments , the prediction 
confidence value is a probability score between 0 and 1 that 
represents the distance between the value on which the 
prediction is based and the distance between that value and 

the decision boundary in decision space . The closer a 
prediction value is to the decision boundary , the lower the 
prediction confidence score . 
[ 0022 ] In some embodiments , an active learning compo 
nent may facilitate adaptation of a predictive model . Active 
learning , as described , for example , in Settles , Burr ( 2009 ) , 
“ Active Learning Literature Survey ” , Computer Sciences 
Technical Report 1648. University of Wisconsin - Madison , 
is semi - supervised learning , in which the distribution of 
samples composing a training data set can be adjusted to 
optimally represent a machine learning problem by interac 
tively querying a source of truth ( e.g. , an oracle ) to assign 
labels to new data samples that are to be added to the training 
data set . 
[ 0023 ] In reference to the example , a desired prediction 
accuracy of a classifier , represented by a distribution 110 of 
prediction confidence scores ( in this case , a normal distri 
bution ) , is discretized into a set of data bins 120. Each of the 
data bins is a reservoir for storing input data instances that 
each generates a prediction associated with a confidence 
score that falls within a respective range of confidence 
scores . Each bin also has a reservoir size capacity , repre 
sented on the bar graph as a maximum number of input 
instances to be stored within the bin . In embodiments , the 
choice of the number of data bins and their relative capaci 
ties may be expressed as a configuration parameter repre 
senting a training data set distribution that is desired for a 
particular classification problem . For example , if the 
machine learning model is a binary classifier , a configuration 
parameter may specify a distribution of 50 % predicted 
matches , 50 % predicted non - matches . If the machine learn 
ing model is a probabilistic estimator , a configuration 
parameter may specify a Gaussian distribution of predicted 
probabilities that are centered around the confidence score of 
0.5 . 
[ 0024 ] In embodiments , the set of reservoir bins may be 
used as a data reservoir 130 for maintaining a random sample of a population representing a particular classifica 
tion problem . In some embodiments , the data reservoir 130 
may be a “ hopper ” of interesting data points . In embodi 
ments , the reservoir data sample may be selected from a data 
stream . In some embodiments , the data stream may be 
received from an online data processing system . In some 
alternative embodiments , the data stream may be generated 
from a very large data store . 
[ 0025 ] In embodiments in which the sample in the data 
reservoir is selected from a data stream , the sample may be 
a temporally unbiased sample , in which the first data point 
that flows through the stream is equally likely to end up in 
the sample as the last ( or any points in between ) . In some 
embodiments , a temporally unbiased sample may be 
selected from a data stream using a well - known technique 
called reservoir sampling . In embodiments , the sample in the 
data reservoir is selected such that the distribution of the 
target variable as predicted by the existing machine learning 
algorithm satisfies the desired distribution for the classifi 
cation problem . Referring to the exemplary scenario , a 
model 114 generates an output prediction 116 with a con 
fidence score of 0.7 for a particular input instance 112. The 
input instance 112 and its output 116 are offered to reservoir 
bin 4 , which stores data instances for which the model 114 
has generated predictions with confidence scores within the 
range of 0.6 to 0.8 . In some embodiments , each data 
reservoir bin may be associated with a reservoir sampler that 
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determines whether to update the reservoir bin using an 
offered input instance 112. Reservoir samplers will be 
described in more detail with reference to FIG . 2 . 
[ 0026 ] As such , and according to some example embodi 
ments , the systems and methods described herein are there 
fore configured to receive configuration data describing a 
desired data set distribution , and , in response to receiving 
new data instances , use the configuration data and the new 
data instances to dynamically optimize the distribution of 
data already stored in a data reservoir that has been dis 
cretized into bins representing the desired data distribution . 
[ 0027 ] FIG . 2 illustrates an example system 200 that can 
be configured to implement dynamic optimization of a data 
set distribution . In embodiments , system 200 may include a 
data reservoir 230 that has been discretized into multiple 
data bins ( 234A , 234B , . , 234X ) based on a desired 
overall statistical distribution of data in the reservoir 230 ; 
and a data set optimizer 220 that automatically maintains a 
fresh , up - to - date data reservoir 230 with the desired distri 
bution by receiving newly collected data and then determin 
ing whether to update the data reservoir 230 using the newly 
collected data . 
[ 0028 ] In embodiments , the system 200 receives a data set 
optimization job 205 that includes input data 202 and 
configuration data 204. In some embodiments , the input data 
set 202 may be a data stream , as previously described . In 
some embodiments , the configuration data 204 may include 
a description of the discretized data reservoir 230 ( e.g. , the 
configuration of the set of bins and , additionally and / or 
alternatively , a desired distribution of data across the set of 
bins ) . In some embodiments , the data set optimization job 
205 also may include an input data evaluator 214 while , in 
some alternative embodiments , the input data evaluator 214 
may be a component of system 200. In embodiments , the 
input data evaluator 214 may be a supervised machine 
learning algorithm ( e.g. , a classifier ) . In some embodiments , 
evaluating an input data instance may include assigning the 
instance an evaluation value ( e.g. , a classification prediction 
confidence value as previously described with reference to 
FIG . 1 ) . 
[ 0029 ] In some embodiments , each of the input data 
instances 212 from the input data set 202 is processed by the 
data set optimizer 220 using the input data evaluator 214 , 
and then the system determines whether the evaluated data 
instance 222 is to be offered to any of the data bins 234 in 
the data reservoir 230. In some embodiments , the evaluated 
data instance 222 includes a prediction and / or prediction 
confidence value , and the determination is based at least in 
part on matching the prediction and / or prediction confidence 
value to attributes of the data that are respectively stored 
within each data bin 234 . 
[ 0030 ] In some embodiments , each of the data bins 234 is 
respectively associated with a reservoir sampler 232 that 
maintains summary statistics of the distribution of data 
within the bin and determines whether to update the data bin 
234 based in part on those summary statistics . For example , 
in some embodiments , the summary statistics may include a 
size capacity for the data bin 234 ( i.e. , the maximum number 
of data instances that can be stored in the data bin ) since the 
set of data bins is selected to represent a discretized overall 
distribution of the data reservoir 230. Additionally , each of 
the data bins 234 may be associated with a particular range 
of evaluation values . Thus , in some embodiments , a reser 
voir sampler 232 may determine that an evaluated data 

instance 222 is to be added to a data bin 234 if the evaluation 
value associated with the data instance is within the range of 
evaluation values associated with the bin and if the current 
bin size is below the bin size capacity . Additionally and / or 
alternatively , a reservoir sampler 232 may determine that 
adding an evaluated data instance 222 to a data bin 232 will 
replace a data instance that currently is stored in the data bin 
232 . 
[ 0031 ] FIG . 3 is a flow diagram of an example method 300 
for optimizing a data set distribution . Specifically , the 
method 300 is described with respect to processing of a data 
set optimization job 205 by system 200 . 
[ 0032 ] In embodiments , the system receives 305 a data set 
optimization job that may include a set of input data , 
configuration data describing a data set distribution that has 
been discretized into a set of data bins , and an input data 
evaluator . In some embodiments , the set of input data may 
be a data stream that is received from an online data 
processing system . In some alternative embodiments , the set 
of input data may be a data stream that is generated from a 
very large data store that contains more data than can be 
analyzed at once . In some embodiments , the input data 
evaluator may be a supervised machine learning algorithm 
( e.g. , a classifier ) . 
[ 0033 ] In embodiments , the system selects 310 an input 
data instance from the set of input data , and then determines 
315 whether to offer the data instance to at least one of the 
set of data bins . In some embodiments , as described with 
reference to FIG . 2 , the system uses the received input data 
evaluator to evaluate the input data instance . In some 
embodiments , the input data evaluator may be a supervised 
machine learning algorithm ( e.g. , a classifier ) . In some 
embodiments , the evaluated data instance includes a predic 
tion and / or prediction confidence value , and the determina 
tion 315 whether to offer the data instance to at least one of 
the set of data bins is based at least in part on matching the 
prediction and / or prediction confidence value to attributes of 
the data that are respectively stored within each data bin . 
[ 0034 ] In an instance 320 in which the data instance is 
offered to a data bin , the system determines 325 whether to 
update the data bin using the data instance . In some embodi 
ments , as described with reference to FIG . 2 , determining 
whether to update a data bin is implemented by a reservoir 
sampler respectively associated with that data bin . In some 
embodiments , the reservoir sampler maintains summary 
statistics of the distribution of data within the data bin and 
determines whether to update the data bin based in part on 
those summary statistics . In an instance in which the data bin 
is updated 325 , in some embodiments , the system may add 
the evaluated data instance to the data bin and / or replace a 
data instance currently stored in the data bin with the 
evaluated data instance . 
[ 0035 ] The system processes each input data instance 
received in the data set optimization job . The process ends 
340 in an instance in which the system determines 330 that 
all the input data instances have been processed . In an 
instance 330 in which all the input data instances have not 
been processed , the system selects 335 another input data 
instance to process from the set of input data . 
[ 0036 ] In some embodiments in which the system is an 
entity resolution sampling system , the received set of input 
data are entity references ( some of which may refer to the 
same entity , as previously described ) , and the input data 
evaluator is a machine learning algorithm that evaluates 
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each possible pair of references as either being a match or 
not being a match . Thus , prior to evaluation , a received set 
of input data explodes into a large data space of possible 
reference pairs for the system to process ( e.g. , an input list 
of N = 100,000 references explodes to N2 = 10 billion possible 
pairs ) . 
[ 0037 ] Searching through 10 billion pairs for less than 
100,000 matching references may be computationally 
expensive . In some embodiments , selection of reference 
pairs to input to a predictive model for entity resolution may 
be optimized by first converting a list of references into a 
data stream of pairs of references . Thus , entity resolution 
sampling is converted from list processing to a stream 
sampling problem . There are a variety of different 
approaches to schedule the addition of pairs of references to 
a data stream . Table 1 illustrates , for clarity and without 
limitation , a pseudocode implementation of one example 
approach in which pairs of references are added to the data 
stream according to a random schedule . 

TABLE 1 

Exemplary random selection of input data 
instances for entity resolution sampling 

while ( true ) : 
referencel choose_randomly_from_input_list ( input_list ) 
reference2 choose_randomly_from_input_list ( input_list ) 
if referencel ! = reference2 : 

emit ( new Pair ( referencel , reference2 ) ) 

[ 0038 ] In some embodiments , selecting a set of input data 
instances may be further optimized to increase search effi 
ciency . For example , in some embodiments , selecting a set 
of input data instances may include partitioning the input 
references by a grouping function to create pre - defined 
groupings of references that are more likely to match , and 
then calculating the proportion of references that exist in 
each group ( in entity resolution , this approach is called 
“ blocking . " ) . In an example embodiment , geospatial data 
may be grouped into latitude / longitude “ squares . ” Inside 
each square , the geospatial data will be in close geographical 
proximity , and thus may have a higher likelihood of match 
ing together . Other exemplary grouping fields for geographi 
cal data may include city and / or postal code . 
[ 0039 ] An exemplary pseudocode implementation of opti 
mized selection of input data for entity resolution sampling 
by using a grouping function is described in Table 2 . 

complement an active learning component by facilitating 
selection of a labeling set of samples that will optimally 
improve the performance of the predictive model . 
[ 0041 ] FIG . 4 illustrates an example adaptive online data 
analysis system 400 that is configured to include dynamic 
data set distribution optimization according to various 
embodiments of the invention . In embodiments , system 400 
may comprise an input data analysis module 420 for creating 
an optimal feature representation ( e.g. , a feature vector 404 ) 
of a received input data sample 402 selected from a data 
stream 401 ; a predictive model 430 that has been generated 
using machine learning based on a set of training data 440 , 
and that is configured to generate a judgment 406 about the 
input data sample 402 in response to receiving a feature 
vector 404 representing the input data sample 402 ; a data set 
optimizer 220 for evaluating the input data sample 402 and 
its associated judgment 406 ; and a data reservoir 230 that 
includes a set of data bins 234 maintained by data set 
optimizer 220. The data reservoir 230 thus is ensured to store 
fresh , up - to - date data that , in embodiments , may be selected 
from at least one of the bins 234 to update the training data 
440 , thus enabling the model to be improved incrementally 
by being re - trained with a currently optimal set of examples . 
[ 0042 ] In embodiments , the configuration of the reservoir 
data bins 234 may be used to ensure that the data reservoir 
stores up - to - date samples in a distribution that , if samples 
were selected from the bins and used to update the training 
data 440 , those samples potentially would create training 
data that would improve the performance of the predictive 
model 430. In a first example , a set of bins 234 may be used 
to generate labeling sets that don't match the distribution of 
the general population . Each of the bins may be used to store 
data representing one of the possible labels , and a labeling 
set with equal frequencies of samples of each label may be 
generated even though at least one of the labels may be rare 
in the general population distribution . In a second example , 
each of the bins may represent one of the sources that have 
contributed to the data stream , and training data may be 
selected from the bins to match a distribution that represents 
a particular machine learning problem . Thus , if each of the 
data sources is a particular location ( e.g. , the US , Europe , 
and Asia ) , each of the bins stores data samples selected from 
one of the sources , and the desired training data 440 distri 
bution should represent 10 % US sources , 10 % of a labeling 
sample may be selected from the data bin storing data 
selected from US sources . 
[ 0043 ] In some embodiments , dynamic data set distribu 
tion optimization may be used as an anomaly detection 
system to support the quality assurance of data flowing 
through a real time data processing system . In these embodi 
ments , for example , system 400 may be configured to 
include an anomaly scorer instead of a predictive model 430 , 
and the data bins 234 would be configured to represent a 
distribution of anomaly scores . 
[ 0044 ] In some embodiments , dynamic data set distribu 
tion optimization may be used to assess the predictive model 
430 calibration . In a perfectly calibrated model , the model 
predictions exactly match reality . Thus , for example , if the 
model is a probabilistic estimator , the model should predict 
50 % yes and 50 % no for a probability 0.5 ; the model should 
predict 30 % yes and 70 % no for a probability 0.7 ; and the 
like . The empirical distribution within each data bin may be 
used to test the extent of the model 430 calibration . A small 
sample of data may be pulled out of a bin for analysis , and 

TABLE 2 

Exemplary data stream preprocessing using a grouping function 
while ( true ) : 

group 
choose_a_group_randomly_according_to_group_proportions 
( group_proportions ) 

referencel choose_randomly_from_group ( group ) 
reference2 choose_randomly_from_group ( group ) 
if referencel ! = reference2 : 

emit ( new Pair ( referencel , reference2 ) ) 

= 

[ 0040 ] In some embodiments , an adaptive data analysis 
system that includes a predictive model may be configured 
to further include an active learning component to facilitate 
adaptation of the predictive model . In embodiments , a 
dynamic data set distribution system ( e.g. , system 200 ) may 
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the distribution of predictions in the sample may be used for 
the test . For example , if the data in the bin represent a 
probability of 0.1 , the data distribution may be tested to 
determine if 10 % of the predictions in the sample match that 
probability . 
[ 0045 ] In some embodiments , dynamic data set distribu 
tion optimization may be used to optimize feature modeling . 
The accuracy of the decisions within a bin may be tested 
( e.g. , in some embodiments , a sample of the decisions within 

may be sent to a crowd for verification ) , and the results 
may be used to adjust the feature modeling performed by the 
input data analysis module 420 . 
[ 0046 ] FIG . 5 shows a schematic block diagram of cir 
cuitry 500 , some or all of which may be included in , for 
example , dynamic data set distribution optimization system 
200. As illustrated in FIG . 5 , in accordance with some 
example embodiments , circuitry 500 can include various 
means , such as processor 502 , memory 504 , communica 
tions module 506 , and / or input / output module 508. As 
referred to herein , “ module ” includes hardware , software 
and / or firmware configured to perform one or more particu 
lar functions . In this regard , the means of circuitry 500 as 
described herein may be embodied as , for example , circuitry , 
hardware elements ( e.g. , a suitably programmed processor , 
combinational logic circuit , and / or the like ) , a computer 
program product comprising computer - readable program 
instructions stored on a non - transitory computer - readable 
medium ( e.g. , memory 504 ) that is executable by a suitably 
configured processing device ( e.g. , processor 502 ) , or some 
combination thereof . 
[ 0047 ] Processor 502 may , for example , be embodied as 
various means including one or more microprocessors with 
accompanying digital signal processor ( s ) , one or more pro 
cessor ( s ) without an accompanying digital signal processor , 
one or more coprocessors , one or more multi - core proces 
sors , one or more controllers , processing circuitry , one or 
more computers , various other processing elements includ 
ing integrated circuits such as , for example , an ASIC ( appli 
cation specific integrated circuit ) or FPGA ( field program 
mable gate array ) , combination thereof . 
Accordingly , although illustrated in FIG . 5 as a single 
processor , in some embodiments processor 502 comprises a 
plurality of processors . The plurality of processors may be 
embodied on a single computing device or may be distrib 
uted across a plurality of computing devices collectively 
configured to function as circuitry 500. The plurality of 
processors may be in operative communication with each 
other and may be collectively configured to perform one or 
more functionalities of circuitry 500 as described herein . In 
an example embodiment , processor 502 is configured to 
execute instructions stored in memory 504 or otherwise 
accessible to processor 502. These instructions , when 
executed by processor 502 , may cause circuitry 500 to 
perform one or more of the functionalities of circuitry 500 
as described herein . 
[ 0048 ] Whether configured by hardware , firmware / soft 
ware methods , or by a combination thereof , processor 502 
may comprise an entity capable of performing operations 
according to embodiments of the present invention while 
configured accordingly . Thus , for example , when processor 
502 is embodied as an ASIC , FPGA or the like , processor 
502 may comprise specifically configured hardware for 
conducting one or more operations described herein . Alter 
natively , as another example , when processor 502 is embod 

ied as an executor of instructions , such as may be stored in 
memory 504 , the instructions may specifically configure 
processor 502 to perform one or more algorithms and 
operations described herein , such as those discussed in 
connection with FIGS . 2-4 . 
[ 0049 ] Memory 504 may comprise , for example , volatile 
memory , non - volatile memory , some combination 
thereof . Although illustrated in FIG . 5 as a single memory , 
memory 504 may comprise a plurality of memory compo 
nents . The plurality of memory components may be embod 
ied on a single computing device or distributed across a 
plurality of computing devices . In various embodiments , 
memory 504 may comprise , for example , a hard disk , 
random access memory , cache memory , flash memory , a 
compact disc read only memory ( CD - ROM ) , digital versa 
tile disc read only memory ( DVD - ROM ) , an optical disc , 
circuitry configured to store information , or some combina 
tion thereof . Memory 504 may be configured to store 
information , data ( including analytics data ) , applications , 
instructions , or the like for enabling circuitry 500 to carry 
out various functions in accordance with example embodi 
ments of the present invention . For example , in at least some 
embodiments , memory 504 is configured to buffer input data 
for processing by processor 502. Additionally or alterna 
tively , in at least some embodiments , memory 504 is con 
figured to store program instructions for execution by pro 
cessor 502. Memory 504 may store information in the form 
of static and / or dynamic information . This stored informa 
tion may be stored and / or used by circuitry 500 during the 
course of performing its functionalities . 
[ 0050 ] Communications module 506 may be embodied as 
any device or means embodied in circuitry , hardware , a 
computer program product comprising computer readable 
program instructions stored on a computer readable medium 
( e.g. , memory 504 ) and executed by a processing device 
( e.g. , processor 502 ) , or a combination thereof that is 
configured to receive and / or transmit data from / to another 
device , such as , for example , a second circuitry 500 and / or 
the like . In some embodiments , communications module 
506 ( like other components discussed herein ) can be at least 
partially embodied as or otherwise controlled by processor 
502. In this regard , communications module 506 may be in 
communication with processor 502 , such as via a bus . 
Communications module 506 may include , for example , an 
antenna , a transmitter , a receiver , a transceiver , network 
interface card and / or supporting hardware and / or firmware / 
software for enabling communications with another com 
puting device . Communications module 506 may be con 
figured to receive and / or transmit any data that may be 
stored by memory 504 using any protocol that may be used 
for communications between computing devices . Commu 
nications module 506 may additionally or alternatively be in 
communication with the memory 504 , input / output module 
508 and / or any other component of circuitry 500 , such as via 
a bus . 
[ 0051 ] Input / output module 508 may be in communication 
with processor 502 to receive an indication of a user input 
and / or to provide an audible , visual , mechanical , or other 
output to a user . Some example visual outputs that may be 
provided to a user by circuitry 500 are discussed in connec 
tion with FIGS . 2-3 . As such , input / output module 508 may 
include support , for example , for a keyboard , a mouse , a 
joystick , a display , a touch screen display , a microphone , a 
speaker , a RFID reader , barcode reader , biometric scanner , 

or some 
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and / or other input / output mechanisms . In embodiments 
wherein circuitry 500 is embodied as a server or database , 
aspects of input / output module 508 may be reduced as 
compared to embodiments where circuitry 500 is imple 
mented as an end - user machine or other type of device 
designed for complex user interactions . In some embodi 
ments ( like other components discussed herein ) , input / out 
put module 508 may even be eliminated from circuitry 500 . 
Alternatively , such as in embodiments wherein circuitry 500 
is embodied as a server or database , at least some aspects of 
input / output module 508 may be embodied on an apparatus 
used by a user that is in communication with circuitry 500 , 
such as for example , pharmacy terminal 108. Input / output 
module 508 may be in communication with the memory 
504 , communications module 506 , and / or any other com 
ponent ( s ) , such as via a bus . Although more than one 
input / output module and / or other component can be 
included in circuitry 500 , only one is shown in FIG . 5 to 
avoid overcomplicating the drawing like the other compo 
nents discussed herein ) . 
[ 0052 ] Data set optimizer module 510 may also or instead 
be included and configured to perform the functionality 
discussed herein related to the dynamic data quality assess 
ment discussed above . In some embodiments , some or all of 
the functionality of dynamic data quality assessment may be 
performed by processor 502. In this regard , the example 
processes and algorithms discussed herein can be performed 
by at least one processor 502 and / or data set optimizer 
module 510. For example , non - transitory computer readable 
media can be configured to store firmware , one or more 
application programs , and / or other software , which include 
instructions and other computer - readable program 
tions that can be executed to control each processor ( e.g. , 
processor 502 and / or data set optimizer module 510 ) of the 
components of system 400 to implement various operations , 
including the examples shown above . As such , a series of 
computer - readable program code portions are embodied in 
one or more computer program products and can be used , 
with a computing device , server , and / or other programmable 
apparatus , to produce machine - implemented processes . 
[ 0053 ] Any such computer program instructions and / or 
other type of code may be loaded onto a computer , processor 
or other programmable apparatus's circuitry to produce a 
machine , such that the computer , processor other program 
mable circuitry that execute the code on the machine create 
the means for implementing various functions , including 
those described herein . 
[ 0054 ] It is also noted that all or some of the information 
presented by the example displays discussed herein can be 
based on data that is received , generated and / or maintained 
by one or more components of dynamic data quality assess 
ment system 100. In some embodiments , one or more 
external systems ( such as a remote cloud computing and / or 
data storage system ) may also be leveraged to provide at 
least some of the functionality discussed herein . 
[ 0055 ] As described above in this disclosure , aspects of 
embodiments of the present invention may be configured as 
methods , mobile devices , backend network devices , and the 
like . Accordingly , embodiments may comprise various 
means including entirely of hardware or any combination of 
software and hardware . Furthermore , embodiments may 
take the form of a computer program product on at least one 
non - transitory computer - readable storage medium having 
computer - readable program instructions ( e.g. , computer 

software ) embodied in the storage medium . Any suitable 
computer - readable storage medium may be utilized includ 
ing non - transitory hard disks , CD - ROMs , flash memory , 
optical storage devices , or magnetic storage devices . 
[ 0056 ] Embodiments of the present invention have been 
described above with reference to block diagrams and 
flowchart illustrations of methods , apparatuses , systems and 
computer program products . It will be understood that each 
block of the circuit diagrams and process flow diagrams , and 
combinations of blocks in the circuit diagrams and process 
flowcharts , respectively , can be implemented by various 
means including computer program instructions . These 
computer program instructions may be loaded onto a general 
purpose computer , special purpose computer , or other pro 
grammable data processing apparatus , such as processor 502 
and / or data set optimizer module 510 discussed above with 
reference to FIG . 5 , to produce a machine , such that the 
computer program product includes the instructions which 
execute on the computer or other programmable data pro 
cessing apparatus create a means for implementing the 
functions specified in the flowchart block or blocks . 
[ 0057 ] These computer program instructions may also be 
stored in a computer - readable storage device ( e.g. , memory 
504 ) that can direct a computer or other programmable data 
processing apparatus to function in a particular manner , such 
that the instructions stored in the computer - readable storage 
device produce an article of manufacture including com 
puter - readable instructions for implementing the function 
discussed herein . The computer program instructions may 
also be loaded onto a computer or other programmable data 
processing apparatus to cause a series of operational steps to 
be performed on the computer or other programmable 
apparatus to produce a computer - implemented process such 
that the instructions that execute on the computer or other 
programmable apparatus provide steps for implementing the 
functions discussed herein . 
[ 0058 ] Accordingly , blocks of the block diagrams and 
flowchart illustrations support combinations of means for 
performing the specified functions , combinations of steps 
for performing the specified functions and program instruc 
tion means for performing the specified functions . It will 
also be understood that each block of the circuit diagrams 
and process flowcharts , and combinations of blocks in the 
circuit diagrams and process flowcharts , can be imple 
mented by special purpose hardware - based computer sys 
tems that perform the specified functions or steps , or com 
binations of special purpose hardware and computer 
instructions 
[ 0059 ] Many modifications and other embodiments of the 
inventions set forth herein will come to mind to one skilled 
in the art to which these inventions pertain having the benefit 
of the teachings presented in the foregoing descriptions and 
the associated drawings . Therefore , it is to be understood 
that the inventions are not to be limited to the specific 
embodiments disclosed and that modifications and other 
embodiments are intended to be included within the scope of 
the appended claims . Although specific terms are employed 
herein , they are used in a generic and descriptive sense only 
and not for purposes of limitation . 

1-42 . ( canceled ) 
43. A system , comprising one or more computers and one 

or more storage devices storing instructions that are oper 
able , when executed by the one or more computers , to cause 
the one or more computers to : 
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receive a data set optimization job that comprises a set of 
input data associated with an input range and distribu 
tion configuration data that describes a discretization of 
a data set distribution of the set of input data into a 
plurality of data bins , wherein the discretization defines 
a range of evaluation values for a data bin from the 
plurality of data bins , and wherein the discretization 
further defines a label for the data bin ; 

generate an evaluation determination that indicates 
whether to provide a portion of the input data to the 
data bin ; 

in response to a determination that the evaluation deter 
mination satisfies a defined criterion , generate an 
updated determination for the data bin based on the 
range of evaluation values associated with the data bin 
and an instance evaluation of the portion of the input 
data , wherein the updated determination provides an 
indication to associate the portion of the input data 
instance with the data bin ; and 

update the label for the data bin based on the updated 
determination for the data bin . 

44. The system of claim 43 , wherein the discretization 
further defines a prediction confidence score for the data bin 
to store the portion of the input data . 

45. The system of claim 43 , wherein the discretization 
further defines a size capacity for the data bin . 

46. The system of claim 43 , wherein the label for the bin 
identifies another portion of the input data that is associated 
with the data bin . 

47. The system of claim 43 , wherein the one or more 
storage devices store instructions that are operable , when 
executed by the one or more computers , to further cause the 
one or more computers to : 

determine whether an evaluation value of the portion of 
the input data is within the range of evaluation values 
associated with the data bin . 

48. The system of claim 43 , wherein the evaluation 
determination provides an indication as to whether a bin size 
capacity for the data bin is satisfied . 

49. The system of claim 43 , wherein the data set optimi 
zation job is associated with an input data evaluator . 

50. The system of claim 43 , wherein the data set optimi 
zation job is associated with a predictive model , and wherein 
the one or more storage devices store instructions that are 
operable , when executed by the one or more computers , to 
further cause the one or more computers to : 

generate a model prediction for the portion of the input 
data based on the predictive model . 

51. The system of claim 50 , wherein the one or more 
storage devices store instructions that are operable , when 
executed by the one or more computers , to further cause the 
one or more computers to : 

determine whether the model prediction for the portion of 
the input data is within the range of evaluation values 
associated with the data bin . 

52. The system of claim 43 , wherein the instance evalu 
ation for the first input data instance is an anomaly score 
generated based on an anomaly scorer . 

53. The system of claim 43 , wherein the set of input data 
is received from a data stream . 

54. The system of claim 43 , wherein the set of input data 
is received from a data stream generated from online data . 

55. A computer - implemented method , comprising : 
receiving a data set optimization job that comprises a set 

of input data associated with an input range and dis 
tribution configuration data that describes a discretiza 
tion of a data set distribution of the set of input data into 
a plurality of data bins , wherein the discretization 
defines a range of evaluation values for a data bin from 
the plurality of data bins , and wherein the discretization 
further defines a label for the data bin ; 

generating an evaluation determination that indicates 
whether to provide a portion of the input data to the 
data bin ; 

in response determining that the evaluation determination 
satisfies a defined criterion , generating an updated 
determination for the data bin based on the range of 
evaluation values associated with the data bin and an 
instance evaluation of the portion of the input data , 
wherein the updated determination provides an indica 
tion to associate the portion of the input data instance 
with the data bin ; and 

updating the label for the data bin based on the updated 
determination for the data bin . 

56. The computer - implemented method of claim 55 , fur 
ther comprising : 

defining a prediction confidence score for the data bin to 
store the portion of the input data . 

57. The computer - implemented method of claim 55 , fur 
ther comprising : 

determining whether an evaluation value of the portion of 
the input data is within the range of evaluation values 
associated with the data bin . 

58. The computer - implemented method of claim 55 , fur 
ther comprising : 

generating a model prediction for the portion of the input 
data based on a predictive model associated with the 
data set optimization job . 

59. The computer - implemented method of claim 58 , fur 
ther comprising : 

determining whether the model prediction for the portion 
of the input data is within the range of evaluation values 
associated with the data bin . 

60. A computer program product , stored on a computer 
readable medium , comprising instructions that when 
executed by one or more computers cause the one or more 
computers to : 

receive a data set optimization job that comprises a set of 
input data associated with an input range and distribu 
tion configuration data that describes a discretization of 
a data set distribution of the set of input data into a 
plurality of data bins , wherein the discretization defines 
a range of evaluation values for a data bin from the 
plurality of data bins , and wherein the discretization 
further defines a label for the data bin ; 

generate an evaluation determination that indicates 
whether to provide a portion of the input data to the 
data bin ; 

in response to a determination that the evaluation deter 
mination satisfies a defined criterion , generate an 
updated determination for the data bin based on the 
range of evaluation values associated with the data bin 
and an instance evaluation of the portion of the input 
data , wherein the updated determination provides an 
indication to associate the portion of the input data 
instance with the data bin ; and 
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update the label for the data bin based on the updated 
determination for the data bin . 

61. The computer program product of claim 60 , wherein 
the discretization further defines a prediction confidence 
score for the data bin to store the portion of the input data . 

62. The computer program product of claim 60 , wherein 
the discretization further defines a size capacity for the data 
bin . 


