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ABSTRACT

Future progress in wheat yield will rely on identifying genotypes and management practices better
adapted to the fluctuating environment. Nitrogen (N) fertilization is probably the most important
practice impacting crop growth. However, the adverse environmental impacts of inappropriate N
management (e.g., lixiviation) must be considered in the decision-making process. A formal decisional
algorithm was developed to tactically optimize the economic and environmental N fertilization in wheat.
Climatic uncertainty analysis was performed using stochastic weather time-series (LARS-WG). Crop
growth was simulated using STICS model. Experiments were conducted to support the algorithm rec-
ommendations: winter wheat was sown between 2008 and 2014 in a classic loamy soil of the Hesbaye
Region, Belgium (temperate climate). Results indicated that, most of the time, the third N fertilization
applied at flag-leaf stage by farmers could be reduced. Environmental decision criterion is most of the

LARS-WG time the limiting factor in comparison to the revenues expected by farmers.

Crop model
STICS

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Future improvement in wheat yield will rely on the identifica-
tion of genotypes and/or management practices that are best
adapted to the environment (Chenu et al., 2011). However, the
complexity of the genotype-environment-management practice
interactions (GEM) requires setting up extensive and costly field
experiments. Because resources are limited, in practice, breeders
typically select new cultivars that are suited to a specific environ-
ment (Semenov and Halford, 2009). For practical reasons, such
experiments are usually limited to (i) the geographical area tar-
geted by the breeding programme and (ii) the climatic conditions
encountered by the plant during the selection program. Further-
more, (iii) the selection is typically performed under management
conditions in which sufficient nutrient levels are supplied to the
crop. Incorporating a new trait into a crop takes 10—12 years, and
only then it will be known if it has been effective in improving yield
in the various environments (Asseng and Turner, 2007).
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The environment has two main components that induce vari-
ability, respectively soil and weather. Within a given field, differ-
ences in texture, structure, and organic matter may induce high
variability. These soil characteristics greatly affect the soil moisture
content and the available water capacity for plants. They not only
drive water stress but also, in turn, impact soil nutrient availability
(Basso and Ritchie, 2005). Concerning climatic variables, it has long
been demonstrated that both the average values of weather vari-
ables and the sequencing of weather events greatly impact the
dynamics of crop growth (Semenov and Porter, 1995). Interactive
stresses may have a greater impact on the final value of crop
characteristics of interest (e.g., grain yield) than individual stresses
(Riha et al., 1996). For these reasons, the importance of an accurate
characterization of soil and weather inputs data increases as the
environment becomes more limiting in terms of plant growth and
development (Weiss and Wilhelm, 2006).

Concerning the management of crops, nitrogen (N) fertilization
is probably one of the most important practices. The optimum N
fertilization is known to vary within the same field and with each
growing season as a result of the heterogeneity of soil properties, as
well as inter- and intra-annual climatic patterns (Basso et al.,
2012b). Furthermore, the decision-making process linked to N
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management remains complex because even if a spatial map of soil
properties exists, the decision regarding the amount of N fertilizer
to apply must be made without any prior knowledge of future
weather conditions (Basso et al., 2011b). Consequently, experi-
mentally determining how plant characteristics, either individually
or in combination, affect crop performance under a wide range of
growing conditions is an intractable task (Hoogeboom et al., 2004).
In such a context, determining the optimum amount of and the
most appropriate timing for N fertilizer is a challenge (Makowski
et al.,, 2001).

Crop modeling approaches are powerful tools to allow a more
comprehensive analysis of real-life processes (Sinclair and
Seligman, 1996). Crop simulation models, such as STICS (Brisson
et al., 2009), SIRIUS (Semenov et al.,, 2007), and SALUS (Basso
et al., 2012a), are computerized representations of crop develop-
ment, growth, and yield elaboration. They simulate the functions
and impacts of the continuum of soil-plant-atmosphere systems
(Hoogeboom et al., 2004). They integrate the current understand-
ing of crop growth derived from physiological studies and pheno-
typic characteristics measured in various environments (Semenov
et al., 2009). By dissociating processes that closely interplay in
the real world and cannot be always observed directly, crop models
have become engineering tools that extend the potentialities of
field experimentation (Casadebaig and Debaeke, 2011). By high-
lighting gaps in our knowledge, they can be used to guide the di-
rection of fundamental research (Semenov et al, 2007).
Furthermore, they have demonstrated to be efficient in assisting in
analyzing and deconvoluting any combination of complex GEM
interactions (Asseng and Turner, 2007; Chenu et al., 2011). For these
reasons, crop models have already proven to be well-suited to
supporting decision-making and planning in agriculture (Basso
et al., 2011a; Ewert et al.,, 2011). However, to properly address
new environmental issues, the purpose of crop models needs to be
widened by encapsulating them in modeling platform (Bergez
et al,, 2014; Brown et al., 2014) or by surrounding them with
appropriate analysis algorithms (Dumont et al., 2014a; Talbot et al.,
2014).

Crop models can help to improve farmers' decisions by assessing
the probability that a certain outcome will occur under specific
management practices and the given pedo-climatic conditions of a
certain field (Basso et al, 2011a, 2012b; Houles et al,, 2004).
Dumont et al. (2013, 2014a, 2015a) have recently demonstrated
how stochastically generated weather can be used to quantify the
uncertainty that impacts on yield and N leaching in order to opti-
mize N fertilization. However, until now, this approach had
remained limited to strategic management.

The objective of this study is to optimize N management at the
intra-annual level by modeling the within-season environment-
management interactions. Winter wheat (Triticum aestivum
L.) growth was simulated under multiple N strategies and a panel of
environments. An environment was here defined by a given soil
type and a wide variety of climatic conditions. Stochastically
generated climate time series were derived so that the most ad-
vantageous and disadvantageous climatic variable combinations
could be explored. Such probabilistic climatic scenarios were
coupled with historical records made between sowing and the flag-
leaf stage. Multi-objective decision criteria were computed to
optimize the economic return of the assessed N practices while
minimizing the adverse environmental impacts associated with
potentially inappropriate N rates.

2. Material and methods
2.1. Field experiment

Between 2008 and 2014, field experiments were conducted to
study intra- and inter-annual wheat growth patterns (T. aestivum L.)
under the agro-environmental conditions of the Hesbaye region
(classic loam soil type) in Belgium (temperate climate) and under
variable N management practices (Table 1). The cultivar was usually
sown between mid-October and mid-November and harvested
between very late July and mid-August. The measurements
considered for simulation purposes were the results of four repe-
titions for date, nitrogen level, and crop season. The repetitions
were performed on experimental blocks (2 m x 6 m) that were
implemented according to a completely randomized block distri-
bution to ensure measurement independence. During this experi-
ment, biomass (total dry matter and grain yield), plant N uptake,
and soil N content were measured twice a month during the
growing season, from mid-February until harvest. The measure-
ments were carried out on dried samples corresponding to the
sampling of three adjacent 50 cm rows separated from 14.6 cm.
Once per month, the biomass samples were crushed, and their N
content was analyzed in a laboratory. Once every two weeks,
alternating with the sampling of the biomass, the soil N content
was measured between 0 and 150 cm in 15 cm soil layers. Because
they are time- and/or money-consuming, LAl measurements and
soil N measurements were only performed for Exp. 1 and Exp. 4.

During the first four years (2008—2012), crop response was
analyzed under seven N fertilization strategies, varying the rate and
timing of fertilizer application, as described in the first part of
Table 1. Total amounts of N between 0 and 240 kg N ha~! were
applied to explore the full response curve of the crop to N. In
Belgium, the current N fertilizer management practice consists of
splitting a total of 180 kg N ha~! into three equal fractions
(60 kg N ha—1) and applying them at the tillering (Zadoks stage 23 —
ZS 23), stem extension (ZS 30), and flag-leaf (ZS 39) stages (Zadoks
et al.,, 1974). This practice is presented as Experiment Four (Exp. 4)
in Table 1. During the last two years (2012—2014), for reasons
detailed and explained in Section 2.4, new experimental N strate-
gies were designed based on the Belgian farmers' current practices
(Table 1, second part). For Exp. 8 to Exp. 10, 60 kg N ha~! were
applied at the tiller (ZS 23) and stem extension (ZS 30) stages, but
increasing fractions were applied at the flag-leaf stage (ZS 39), from
0to 90 kg N ha~! in 30 kg N ha~"! steps.

Table 1
Details of the field trials to study the crop response to variable N management,
where different amounts and timing of N applications were investigated.

Fertilization level [kg N ha™']

Exp. # Tiller  T-S Stem exten. Flag leaf  Total Season
Zadoks 23 29 30 39

Exp. 1 0 / 0 0 0 2008—-2014
Exp. 2 30 / 30 60 120

Exp. 3 / 60 / 60 120

Exp. 4 60 / 60 60 180

Exp. 5 / 90 / 90 180

Exp. 6 60 / 60 120 240

Exp. 7 / 120 | 120 240

Exp. 8 60 / 60 0 120 2012—-2014
Exp. 9 60 / 60 30 150

Exp.10 60 / 60 90 210
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2.2. Model calibration and validation

The STICS crop growth model (STICS V6.9) used in this study has
been described in detail in several papers (Brisson et al., 2003,
2009). The model simulates the carbon dynamic, which is
impacted by water and N stresses in the soil-plant-atmosphere
system on a day-by-day basis (Palosuo et al., 2011). It requires the
usual daily weather data inputs (i.e.,, minimum and maximum
temperatures, total radiation, and total rainfall). According to the
formalisms considered to compute potential and actual evapo-
transpiration, vapor pressure and wind speed may also be needed.

The STICS model calibration and validation were performed for
the first 4 years of the database, as described in the previous sec-
tion. Three criteria regularly used in crop modeling were used to
judge the quality of the model, namely root mean square error
(RMSE), Nash-Sutcliffe Efficiency (NSE), and normalized deviation
(ND) (Beaudoin et al., 2008; Brisson et al., 2002; Dumont et al.,
2014b). The calibration process was performed with the OptimiS-
TICS package (Wallach et al., 2011), in particular using the DREAM
Bayesian sampling algorithm (Dumont et al., 2014b; Vrugt et al.,
2009).

The parameters involved in the phenology, leaf area develop-
ment, biomass growth and grain filling were optimized to better
represent the Belgian cultivars (Dumont et al., 2014a, 2015a). The
remaining parameters of the species were fixed at the suggested
default values (Brisson et al., 1998). To correctly simulate the
stresses induced by climatic conditions and to calculate the po-
tential and the actual evapotranspiration, the resistive approach
proposed by Shuttleworth and Wallace (Shuttleworth and Wallace,
1985) was preferred to the empirical Penman approach (Penman,
1948), both options being available in the STICS model.

To correctly calibrate the model's response to the simulated
water and N stresses, the parameters were calibrated using the N
treatments in Exp. 1 and Exp. 4 of the field trial (Table 1) for the
three first crop seasons, 2008—09, 2009—10, and 2010—11. The
model was then validated for all the other combinations' treatment
years, i.e., EXp. 2, 3, 5, 6, and 7 for the three first years and Exp. 1 to
Exp. 7 for crop season 2012—13.

More detail about the procedure and the results obtained can be
found in Dumont et al. (Dumont et al., 2014a, 2014b, 2015a).

2.3. Probability risk assessment using stochastically generated
weather

The reference weather station at Ernage (Observation network
of Belgium's Royal Meteorological Institute — RMI — http://www.
cra.wallonie.be/fr/bulletin) had made meteorological records
since 1980. Solar radiation, precipitation, vapor pressure, wind, and
temperature data are available. The station is located 2 km from the
experimental field. The complete 33-years (1981—-2014) weather
database (WDB) was used in this study in order to provide the in-
puts for the crop model.

Weather scenarios were stochastically derived from the Ernage
WDB using the LARS-Weather Generator (WG) (Racsko et al., 1991;
Semenov and Barrow, 1997). First, the daily maximum, minimum,
mean, and standard deviation values of each climatic variable; the
frequency distributions for rain; and the seasonal frequency dis-
tributions for the wet and dry series of observed climatic events
were computed to characterize the experimental site. In a second
step, on the basis of this representative parameter set, the LARS-
WG was used to generate a set of stochastic synthetic weather
time-series (SWTS) that have the same statistical characteristics as
the observed weather data (Semenov and Barrow, 2002). As
demonstrated by the author, long weather sequences are usually
required for risk assessment because the longer the time period of

simulated weather used, the more the risk assessment will cover
the range of potential weather events. As recommended by Lawless
and Semenov (2005), 300 SWTS were used in this study to perform
the probability risk assessment.

The stochastically-generated climatic set could then be input
into the STICS crop model. Proceeding in such a way ensures the
exploration of new combinations of weather variables, which can
lead to simulated stress conditions that have not previously been
observed within the field but are based on local climatic conditions
(Dumont et al., 2013, 2015b).

2.4. Numerical nitrogen management

One way to increase yield and grain quality and to reduce N
leaching is to deliver N when it is needed by the plant (Semenov
et al,, 2007). In that way, in Belgium, farmers used to provide N
in sufficient and reasonable quantities (60 kg N ha~1) at the tiller,
stem extension, and flag leaf stages, which relate to Zadok stages
23, 30, and 39, respectively. In recent studies, Dumont et al. (2014a,
2014c, 2015b) successfully transposed the theory of yield distri-
bution analysis (Day, 1965; Kyveryga et al., 2013) onto the study of
crop model simulations. They demonstrated that the probability of
achieving yields greater than the mean of the corresponding dis-
tribution was the highest when Belgian farmers' most typical N rate
was applied. However, this strategy may be impacted by intra-
annual variability in climatic conditions and can be reconsidered
at the within-season level.

In wheat, before the anthesis stages (ZS69), the detrimental
impact of climatic conditions can generally be mitigated, to some
extent, simply by the ability of the culture to compensate for it. By
example, lower plant density rates due to intense winter conditions
can be compensated for by producing a larger number of tillers. In
the same way, a lower number of tillers could be compensated for
by a higher number of grains per ear if climatic conditions allow for
this. As discussed by Dumont et al. (2014c, 2015b), in terms of end-
season yield prediction, as long as the final number of grains has
not been fixed, the uncertainty in grain yield prediction caused by
climatic variability remains very high.

The elaboration of grain yield is a complex phenomenon. The
number of grains is set by the plant between flowering (ZS 50) and
the end of anthesis (ZS 69), and it is driven by prevailing climate
conditions and stresses. Once the number of grains has been fixed,
grain yield will be limited by grain filling rates in terms of both
carbohydrates and N exportation. This will be driven by the climatic
conditions and nutrient availability between anthesis and maturity.

Therefore, in order to give the crop the maximum chance to
achieve great yields and to avoid early N stresses that could impact
yield much later in the season, it was decided to fix the first two N
applications according to the usual practice (i.e., 60 kg N ha™1).
Various N levels were then applied as the third N application, from
0 kg N ha™! to 120 kg N ha~! (Table 2). This way of proceeding,

Table 2
Fertilization calendar and rates for simulated nitrogen management practices.

Fertilization rate (in kg N ha™')

Treat. # Tiller Stem ext. Flag leaf Total
Zadoks 23 30 39

M.60-1 60 60 0 120
M.60-2 60 60 10 130
M.60-3 60 60 20 140
M.60-4 60 60 30 150
M.60-13 60 60 120 240
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presented in Dumont et al. (2015a), is referred to as ‘modulo-60
management (M60-X). To validate these simulations, new field
experiments were performed between 2012 and 2014 (Exp. 8, 9 and
10 of Table 1).

2.5. Agronomical, economic and environmental decision criteria

Considering the current economic situation, maximizing grain
yield is not always a relevant strategy, and farmers' revenues must
remain the focus. Therefore, grain selling price and the cost linked
to N purchase were integrated within a unique economic criterion.
As a first approach to N management, the optimal quantity of N
fertilizer to apply could thus be determined on the basis of the
marginal net revenue (MNR, Eq. (1)), as the rate maximizing this
function (Basso et al., 2012a; Houles et al., 2004):

MNR = (Yn-Gp) — (N-Np) (1)

where MNR is the marginal net revenue (€ ha~!), Yy is the grain
yield (ton ha~!), Gp is the grain price (€ ton~!), N is the total
amount of fertilizer applied during the season (kg N ha—!), and Np is
the price of N (€ kg N~1). Table 3 summarizes the grain selling
prices and N costs observed during field experiments.

In Europe, in 1991, the European Community issued several
directives aimed at reducing water pollution caused by nitrates
from agricultural sources (EC-Council Directive, 1991). The Nitrate
Directive 91/676/EEC was only transposed into Walloon law in
2002 under the Sustainable Nitrogen Management in Agriculture
Program (PGDA) (Vandenberghe et al., 2011). In addition, a survey
system has been put in place to control N leaching in sensitive
areas. The nitrogen available for leaching (NAL), which is defined
here as the soil nitrogen content observed in the 0—90 cm soil
profile after harvest, is used as a control criterion. Reference NAL
thresholds are established each year on the basis of the NAL
observed within 35 farms that have been framed by a supervisory
structure since 2002. Each year, these farms received fertilization
recommendations and field management practices (such as sowing
a catch crop, for example). On this basis, each year, for a given crop
and a given preceding culture, the reference NAL thresholds are
defined as the 75th percentile of the reference observations.
Annually, at least 3% of Walloon farmers are audited, and mea-
surements taken in three of their fields are compared to references.
If the evaluation is negative, next year, the farmers will be guided
by the supervisory structure, but they have no obligation to follow
the recommendations. However, if during two successive years
they obtain negative evaluations, they are subjected to a diminu-
tion of the subsidies they receive.

While mostly successful, the problem with such a system is that
the NAL references are establish a posteriori from the crop season.
For farms being audited the first year, there are thus higher chances
that the NAL might be over the threshold. Alternatives to and/or
improvements in the system would be highly valuable. In that way,
in order to optimize N management within the season while

Table 3

Grain selling prices and N costs.
Season Gp Np

[eur/ton] [eur/ton]

S.2008—09 125 165
S.2009-10 210 160
S.2010-11 215 245
S.2011-12 185 275
$.2012—13 200 275
S.2013-14 130 300

considering environmental issues, the methodology proposed by
Basso et al. (Basso et al., 2011a) and later used by Dumont et al.
(2015a) on stochastically generated climates was used in this pa-
per. For each climatic probability level and for each N level, the
approach consisted of plotting the MNRs as a function of the NAL in
a 2D graph. On this basis, the optimal N practices were those that
both maximized the MNRs while minimizing the NAL.

2.6. Setting up a tool to tactically manage nitrogen

Using a crop model to develop a tactical approach to N man-
agement implies that it should both be able to optimize the N
amount, as well as determine the timing of fertilization. This sec-
tion details the concepts lying behind the tool, describing first how
the dates of N application are automatically determined, and then
how the decision-making tool operates to support the optimization
of N fertilizer at ZS39. Fig. 1 schematizes the global procedure that
was developed.

For any given climatic year, the model was first run considering
only the first N application, performed at the tiller stage (ZS 23). For
the reasons detailed in the previous section, the rate was set to
60 kg N ha~! and N was applied every year at the same Julian day
([JD]). Within our trials, ZS 23 usually appeared at the same
moment of the year, quite independently of the sowing date. The
value of 445 was calculated to be the mean for the observed date
during the field experiments.

Within the STICS model, the phenological stage closest to stem
extension (ZS 30) and predicted by the model is IAMF, i.e., the day at
which the rate of leaf area development is maximal. Following an
iterative process, for each cultural season, the model was first run
considering only the first N application at ZS 23. Model results were
then used to predict the second date of N application according to
the simulated IAMF stage. Thirdly, once the date was predicted, the
algorithm automatically applied a second rate of 60 kg N ha™".

Finally, within the STICS model, IFLO, i.e. the day at which
flowering occurs (ZS 50), is the stage predicted by the model that is
the closest to the flag leaf stage (ZS 39). As previously done, model
simulations relying on the real climatic data and the two first N
fractions were used to determine ZS 39 according to the simulated
IFLO occurrence.

Once ZS 39 occurrence was determined for each growing sea-
son, the algorithm entered into the real decision-making part of the
system. Simulations were conducted, considering that the real cli-
matic data occurred from sowing until ZS 39 and that different
scenarios may occur between ZS 39 and maturity. The impact of
300 SWTS was assessed. Similarly, the impacts of increasing N
fractions, ranging from O to 120 kg N ha~' in 10 kg N ha~! steps and
applied at ZS 39, were evaluated. In other words, this part of the
algorithm allows the analysis of environment-management in-
teractions: (i) the management is defined here by variable N fer-
tilizer rates, and (ii) the environment is defined by variations in
climatic conditions. Finally, the algorithm computed different
criteria based on either economic or environmental considerations
(cfr. previous section). The decision rule consisted of selecting the N
practice that optimized the criterion/criteria.

2.7. Validating the decision support system

On the basis of the algorithm depicted at Section 2.6, the
approach’s validity was demonstrated as follow. In a first phase, the
ability of the model to predict the dates of N fertilizer application
for ZS 30 and ZS 39 was assessed in comparison to the field ex-
periments. We then briefly described the results of the N fertil-
ization calendar automatically determined by the algorithm for the
overall historical climatic records, where the planting date and the
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( Decision rules >

Tactical N management/

Fig. 1. Organization chart of the algorithm developed to evaluate the tactical N optimization tool.

date of the first N application (ZS 23) were fixed this time.

In a second phase, the ability of the algorithm to tactically
manage N fertilization was validated on the case study, and more
specifically for the crop season 2012—13 and 2013—14 for which the
experimental design had been adapted (Table 1). In this phase, the
real planting dates, the observed dates for N fertilizer applications
and the real climatic data occurring between sowing and ZS 39
were considered and inputted into the model. Probabilistic weather
projections were used between ZS39 and maturity to generate the
yield prediction. Result analysis consisted to confront the predicted
yields to the field observations. The MNRs criteria were then used
to determine the optimal N rates over the case study. Special
attention was given to analyze the N recommendation for crop
season 2012—13 and 2013—14.

Finally, once the model has been proven efficient to predict N
fertilization calendar and to optimize N management, in the third
and last phase, the entire algorithm was retroactively used over the

entire historic climatic database. The fertilization was automatically
driven by the simulations, and the algorithm was used to optimize
N management at the flag-leaf stage (ZS 39). MNR and NAL were
used as decision criteria.

2.8. Software availability

STICS is a free software, available by downloading at http://
wwwe6.paca.inra.fr/stics_eng, including a set of default parame-
ters covering general parameters and specific plant parameters. The
software program OptimiSTICS is a library of Matlab functions (The
MathWorks Company, Natick, Massachusetts, USA) divided into
several sub-packages, including multi-simulation and parameter
optimization, that (over-)writes inputs and parameter values, calls
the STICS executable function, and reads the model outputs. The
OptimiSTICS codes were obtained upon request by the authors
(emmah_web@paca.inra.fr). The core of the tactical N management
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3. Results and discussions

3.1. Crop model quality

The differences between simulated model
measured field and plant variables are shown at Fig. 2 for the
validation dataset. The criteria for model quality for the calibration
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and validation phases are presented at Table 4.

The usual threshold (Beaudoin et al., 2008; Dumont et al.,
2014b) expected in crop modeling for NSE (NSE > 0.5) was
largely met during the calibration and validation steps for LAI, total
biomass, grain yield, and plant N uptake (Table 4). A detailed
evaluation of the STICS crop model accuracy and robustness can be
found in Coucheney et al. (2015), where the author reported similar
criteria for RMSE, NSE and ND.

However, while the STICS model simulated plant N uptake
particularly well, the NSE criterion for ANL was characterized by a

25*B
20f R
*
] *  *
£ 2" o
2 15r @ #1;+ * %
£ L0
o) "y * *
— r *
% 0 jﬂ%t
=] £ Fx
195) *xg*%
5 *i*x****
o
#*
3
2
0 . . . . ,
0 5 10 15 20 25
Observed Biomass [t/ha]
3001
D
32507 x %« y
E[’ *
o 200¢ * *
2 .
2%150- S i
=] * % ¥
) *
[=% - * *
zg 1001 . I:* "
- A
& sor ,
*
O L L L 1 L Il
0 50 100 150 200 250 300

Observed plant N uptake [kgN/ha]

Fig. 2. Simulated model outputs vs. measured variables related to crop growth (LAI, biomass, yield) and N dynamics (plant N uptake and ANL). Results are reported for the

validation dataset.
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Table 4
Results of the model evaluation.
Variable Calibration Validation
RMSE NSE ND RMSE NSE ND
[unit]  [/] [ [unit] [/] [
LAI [m? m 2] 0.58 081 -001 052 081 -0.10
Biomass [t ha™ '] 200 086 -007 21 083 -0.13
Grain yield [t ha™'] 157 074 -011 20 057 -017
Plant N uptake [kg N ha='] 28.75 0.80 -0.20 42.74 048 -0.26
ANL [kg N ha ] 1078 -047 017 544 072  0.05

negative value in the calibration phase. As reported by Constantin
et al. (Constantin et al., 2012) for the same simulated output, the
negative efficiency characterized the difficulty the model experi-
enced in attempting to capture all the variability in the soil mineral
N dynamic. In the validation phase, the model successfully simu-
lated soil nitrogen content at the end of the season. More discus-
sions of the simulations results and what may have caused the
negative NSE values for ANL can be found in Dumont et al. (2014a).
As can be observed in Fig. 2 and confirmed by the negative ND
criteria, the model tended to slightly over-estimate the observa-
tions. However, except for plant N uptake, the ND values were close
to or below the expected threshold of [ND| < 0.15. Based on the
results, it was concluded that the overall model quality was
ensured, which allowed it to be used for prediction purposes.

3.2. Automatic prediction of the fertilization calendar

The days when N was applied at ZS 30 and ZS 39 during the field
experiments were compared with the predicted IAMF and IFLO
stages. The best fit between the simulations and the observations
was obtained when, on average, 8 days were added to the predicted
IAMF stage and when 15 days where subtracted from the predicted
IFLO stage. These results are presented in Fig. 3. The 8 days that
needed to be added to the IAMF stage were justified by the plan-
ning of actual agricultural operations. Once ZS 30 has been
observed within the fields, the operation is scheduled and per-
formed as quickly as possible. However, the fertilizer application

510F
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Observed day for N aj
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Fig. 3. Simulated day for the application of N vs. the day at which N was actually
applied in the field. Days are expressed in Julian days [JD]. Grey dots represent the ZS
30 (@) and black squares represent the ZS 39 (). Data represents the best fit between
observations and a given number of day around stages IAMF (+8 days) and IFLO (—15
days) predicted by the model.

could be delayed according to climatic conditions (rainy events,
field practicability, etc.) or other priorities in the management (pest
treatment, growth regulator, etc.). The 15 days that had to be
subtracted from the IFLO stage occurrence date was in good
agreement with our field observations, in which the flag-leaf stage
was usually observed 2 weeks before flowering.

On this basis, the model was then used to predict ZS 30 and ZS
39 based on the 33-year climatic database. The results, ranked by
the day of flag-leaf appearance, are presented in Fig. 4. As defined
within the algorithm, the tiller stage (ZS 23) was systematically
imposed at JD 445. The length of the growing cycles between ZS 23
and ZS 39 varies between 51 days and 81 days. A similar tendency
was observed between the cumulated distribution of the flag-leaf
stage's occurrence and the corresponding stem extension stages
(ZS 30). However, according to the various climatic conditions used
as inputs for the model, shorter cycles in ZS23-39 did not neces-
sarily led to shorter cycles in ZS23-30, and vice versa, highlighting
the importance of intra-year variability for wheat growth.

3.3. Evaluating the decision support system over the case study

To validate the decision support system, the tactical N optimi-
zation tool was used under following options: (i) observed climatic
data were used as climatic inputs between sowing and flag-leaf, (ii)
the dates of N application were inputted in the model as they were
applied in the field, (iii) the modulo-60 N rates were simulated at
these dates, and (iv) the probabilistic climatic data were applied
between observed flag leaf and harvest. Fig. 5 presents the results
of the grain yield simulation for the 2012—13 and 2013—14 seasons
based on the probabilistic simulations run for 300 synthetic time
series and for each N fraction level applied at the flag-leaf stage.

The graphical representation proposed by Dumont et al. (2014a)
was adapted in this study to project the 3D response surface in a 2D
space. The grain yields were ranked according to a cumulative
distribution function corresponding to increasing favorable cli-
matic conditions. The yield ranking was performed for each N level,
and then, the yields were represented in the 2D space for each
climatic probability level, ranging from 1 to 99% in 5% steps, and
according to the increasing N fractions applied at the flag-leaf stage.
The simulated end-season yields reported at Fig. 5 represented the
potential yield of the crop under all possible future scenarios
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Fig. 4. Distributions of the simulated day for the ZS 23 (light grey star line, ), ZS 30
(middle grey dot line, ) and ZS 39 (black square line, -[J-). The results are ranked
according to the cumulative distribution of the flag leaf stage occurrence.
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Fig. 5. Simulated grain yield obtained based on the probabilistic climatic scenarios and increasing N fractions applied at the observed flag-leaf stage. The darkening grey lines
represent the decreasing climatic occurrence probability levels (99%, 95%, 90%, ..., 10%, 5%, 1%). The solid square bold black line (-[J-) represents the 75% probability level. The

graphs stand respectively for the seasons 2012—2013 (A) and 2013—2014 (B).

occurring after flag-leaf stage.

Upon reading the graphs, an immediate conclusion could be
drawn. When one is focused solely on third N fraction's optimiza-
tion, the impact of weather conditions is much higher than the
impact of N level. Similar observations were reported by Martre
et al. (Martre et al., 2007), who investigated crop response to
climate and variable N rates. Specifically, for each climatic proba-
bility level, after an initial increase in yield when 0 to 30 kg N ha~!
are provided to the crop, the curves are characterized by a low level
of response to N management. Thus, the increases in yield varied
markedly depending on the expected future climatic conditions.

Moreover, the impact on end-season grain yield for past real
climatic conditions that occurred between sowing and ZS 39 can be
seen via the spreading on the y-axis of the probability curves. The
range of the remaining yield potential is an indicator of the severity
of the earlier stress that the crop encountered during its past
growth, which may affect its future growth.

As discussed in Basso et al. (2012b) and Dumont et al. (2014a),
one must select the simulated yield value that will be reached in at
least 3 years out of 4. This occurrence frequency corresponds to the
probability level 75%, represented by the square bold black line. The
simulated yield values obtained at this probability level were
compared to the observations made during the field experiments
for the crop seasons 2012—13 and 2013—14, during which the N
fraction applied at the flag-leaf stage was modulated. Therefore, the
following observations are presented: 60—60—0 kg N ha~': Exp. 8
vs. M60-1; 60—60—-30 kg N ha!: Exp. 9 vs. M60-4;
60—60—60 kg N ha~': Exp. 4 vs. M60-7; 60—60—90 kg N ha~!:
Exp. 10 vs. M60-10; 60—60—120 kg N ha~': Exp. 6 vs. M60-13, with
reference to Tables 1 and 2. The results are presented in Fig. 6. The
relative difference between the means for the observations and the
simulations was 6.5% for the 2012—13 crop season and 1.0% for the
2013—14 crop season.

It can be concluded that the 75% probability level was highly
relevant for the last two years of experiments. A concomitant
analysis of Figs. 5 and 6 allowed us to conclude that the real climatic
conditions that occurred after ZS 39 and up to the harvest were very
close to climatic occurrence with the lowest probability. Indeed,
Fig. 5 suggests that at a shorter return time to favorable climatic
conditions, grain yields were higher. The consideration of a higher
simulated yield would have thus reduced the differences between
the observations. However, at ZS 39, no one could have known the
upcoming future weather conditions. Given the low relative dif-
ference in mean yield between the simulations and the

Simulated Yield [t/ha]
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(). 1 1 1
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Observed Yield [t/ha]
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Fig. 6. Measured grain yield versus simulated grain yield at 75% probability level using
the stochastic approach. Stars (*) represents the season 2012—13 and dots (@) rep-
resents the season 2013—14. The results are plot for the couples of observations cor-
responding to the modulation of third N fractions applied at flag-leaf as detailed in
Tables 1 and 2.

observations and considering the principle of precaution, the
probability level of 75% indicated that a probability risk assessment
should be performed for yield prediction.

3.4. Analysis of the marginal net revenues over the case study

On the basis of the grain selling prices and N costs presented in
Table 3, the MNRs were computed for the different crop seasons
(between S.2008—09 to S.2013—14). Fig. 7 presents the 3D response
surfaces of the MNRs computed as a function of N fertilization
practices (Table 2) and drawn out the 300 synthetic climatic sce-
narios for three contrasted years, respectively the crop seasons
2008—-09, 2010—11, and 2012—13. As observed, the 3D MNR sur-
faces exhibited totally different patterns. Given the fact that the 300
synthetic weather time series used as projections between ZS 39
and harvest are similar for each season, the differences in the
presented MNRs are thus impacted by two main components: (i)
the prices associated to grain selling and N fertilizer costs and (ii)
the simulated grain yields. These latter depend themselves on (a)
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Fig. 7. Marginal net revenue (MNR) as a function of N fertilization management and cumulative probability density function (CDF) drawn from 300 synthetic climate scenarios. The
dash line (--) represents the MNR reached 3 years out of 4. The dots (@) represents the N treatment producing the optimal MNR under different probability levels. The probability
levels represented correspond to 1%, 5%, 10%, ..., 95%, 99%. The graphs stand respectively for the seasons 2008—09 (A), 2010—11 (B) and 2012—13 (C).

the occurrence day of ZS 39 (and flowering) and (b) the subsequent
slight differences in the projected climatic conditions between ZS
39 and maturity; and (c) the part of grain filling issued from
biomass reallocation. Both (a) and (c) are impacted by the actual
growing conditions prevailing between sowing and ZS 39 and
independently driven each season by the observed climatic
conditions.

For each climatic probability level, the corresponding optimal N
rate can be highlighted. These rates were represented by black dots.
The probability level of 75% was, in each case, represented by the
dashed bold black line. Again, following Basso et al. (2012b) and
Dumont et al. (2015a), without any knowledge of upcoming
weather, one appropriate way to optimize N management is to
select the rate that will outperform the others at least 75% of the
time.

In such way, the optimal N practice should have been fixed
respectively at 70 kg N ha~! in 2008—09 (Fig. 7), 60 kg N ha~! in
2009-10, 0 kg N ha~! in 2010—11 (Fig. 7), 90 kg N ha~! in 2011-12,
20 kg N ha~! in 2012—13 (Fig. 7), and 10 kg N ha~! in 2013—14
(Fig. 7). These recommendations were in close accordance with the
observations made at the end of each crop season, considering the
climatic conditions that really occurred between ZS 39 and matu-
rity and the consequent yield achieved.

In particular, within the refined experimental design for the
crop seasons 2012—13 and 2013—14, at the time of the harvest, it
was observed that the N practices that optimized the MNR were
respectively 60—60—0 kg N ha~! and 60—60—30 kg N ha~.. At ZS
39, around the 20th of May, the algorithm had recommended the
application of 60—60—20 kg N ha~! and 60—60—10 kg N ha~L In
both cases, the algorithm had correctly anticipated the reduction of
the N fraction to be applied at the flag-leaf stage as compared to the
farmers' typical practice of 60—60—60 kg N ha~'.

Using a simpler probabilistic risk assessment approach to stra-
tegically optimize N for maize, Basso et al. (2012b) found a similar
tendency to reduce N application when MNRs were computed and
the 75% level was considered. In accordance with our observations,
Asseng et al. (2012) found that N applications on wheat should be
reduced when the MNR was computed for dryer seasons.

3.5. The impact of decision rules

Section 3.4 showed how the MNR could be computed and used
as a decision criterion in optimizing N practice. However, consid-
ering current European and national legislation, economic interest
cannot be the sole criterion considered. The NALs were simulated
and used as environmental decision criteria. Following Basso et al.
(2011a), the optimal N fraction was considered to be that which
simultaneously maximized the MNR and minimized the NAL.

For this section, to make the predictions uniform, the dates at
which N should be applied at ZS 30 and 39 were automatically
determined using the algorithm. Then, the 300 synthetic time se-
ries were used to stochastically simulate the end-season yields and
optimize N management within each season (Fig. 1). As a first
assessment, the MNRs were computed for the 33 crop seasons
using similar grain selling prices and N costs, which were fixed here
at 200 and 300 euros ton~!, respectively (close to what was
observed in 2012—13). For the 1980—81 and 2008—09 crop seasons,
the results are illustrated in Fig. 8 for all climatic probability levels.
Fig. 9 presents the same results but focuses on the 50%, 60%, and
75% probability levels.

With decreasing probability of climatic occurrence, the NALs
were reduced, while the MNRs increased. In both presented cases,
it is interesting to notice how with decreasing probability level, the
curve evolved from mostly flat to mostly erect. At very high
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probability levels (lightest grey lines), the MNR tends to decrease
with N practice, while the NAL rises. In contrast, at very low
probability levels (darkest grey lines), the NAL not only slightly
increased with N practice but the MNR also clearly improved.

The optimal N was then determined for each crop season and
climatic probability level. To determine which N rate minimized
NAL while maximizing MNR, the ratio of MNR to NAL was
computed for each crop season and probability level, and the best N
rate was the one that optimized this ratio. For the 1980—81 season
(left graph of Fig. 9), the optimal N was between 20 and
40 kg N ha~! at 75% and 60%. At a 50% probability level, a unique N
optimum occurred at 30 kg N ha~L For the 2008—09 season, the
optimal N rate equaled 30 kg N ha~!, whatever the probability level
was (50%, 65%, or 75%). This conclusion was not immediate based
on the different shapes exhibited by the three curves.

Fig. 10 summarizes the optimal N rate for the 33 cropping sea-
sons when the decision criteria consisted of maximizing either the
MNR (as described in Section 3.4) or the MNR/NAL ratio. Only the
optimal N fraction at 75% climatic probability were considered in
both cases and reported via the curves. As can be observed, 20 to
30 kg N ha~! could be saved annually when considering the envi-
ronmental criteria. In 11 out of 33 years, the MNR decision criterion
would lead to N not being applied at the flag-leaf stage. Considering
the environmental constraints implies that in 17 years out of 33
(ie. in 1 year out of 2), less than 10 kg N ha~! should have been
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Fig. 10. Cumulative Distribution Function (CDF) of the optimal N fraction that had to
be applied at flag-leaf stage when the decision criteria is MNR (solid square black line
-0-) or MNR/NAL ratio (solid circle grey line ). The criteria where computed
considering 200 eur ton~! as grain selling price and 300 eur ton~! for N costs.
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applied. Applying the Belgian farmers' wusual practice
(60—60—60 kg N ha~!) or more is only interesting in 15 out of 33
years, (i.e., a bit less than 1 years out of 2) when only MNR is
considered. The probability was decreased to 5 years out of 33
when the environment was a part of the decision.

3.6. The impact of market prices

Fig. 11 showed similar results under other economical condi-
tions, considering, on the one hand, a grain selling price and N cost
that were fixed at 200 eur ton~! and 165 eur ton~!, respectively,
which was similarly to the 2009—10 crop season, and on the other
hand, a grain selling price and N cost fixed at 130 eur ton~! and 300
eur ton~!, respectively, which was similar to the 2013—14 crop
season. To some extent, the conclusions drawn when considering
environmental constraints remained similar: in approximately 1
year out of 2, it would be recommended to apply less than
10 kg N ha~L. The MNR/NAL ratio is always the limiting criterion in
terms of N application.

It also appeared that when the grain selling price was very low
considering the N costs, the prioritization of pure financial interest
led to a drastic diminution of the N quantity that should be applied
each year (right graph). The MNR and MNR/NAL ratio criteria rec-
ommended similar N levels. However, when the grain selling price
is high and when N costs were low, as in 2009—10 (left graph), the
difference between the two curves reached 50 kg N ha~.

In that way, this approach addressed two issues highlighted by
Asseng et al. (2012), who suggested that (i) the realistic risk
behavior seen in farmers' decision making and (ii) variations in
input costs and wheat prices must be considered in agricultural
management decisions.

4. Conclusions

This research sought to demonstrate the importance of
environment-management interactions when investigating the
optimal N management practices. Optimizing nitrogen manage-
ment based solely on field experiments is very difficult. Moreover,
in-season N optimization requires the ability to adapt to within-
season climatic patterns and to the related stresses that will
impact crop growth and nutrient uptake. Thus, simulation
modeling provides a powerful means of integrating all the factors
that impact growth and markedly extending the interpretation that
is possible based on limited experimental studies. However, to be
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used as a formal decision support system, a crop model must to be
embedded in the appropriate approach, which, in this case, relies
on three specific characteristics: the ability to (i) consider real-time
climate monitoring, (ii) to simulate the agro-environmental vari-
able up to the end of the season, and (iii) to efficiently identify
optimal management solutions. This research was an effort in this
direction.

Special attention was paid to develop the research in a context of
the agronomic, economic, and environmental pressures that may
affect farmers. A calibrated soil-crop model (STICS) was coupled
with a weather generator (LARS-WG) to simulate the expected
yields and perform probability risk assessment. A complete meth-
odology and an optimized algorithm were developed to automat-
ically predict the date of fertilizer application and tactically
optimize N management in response to simultaneous real-time
climate monitoring and a probabilistic approach to future
weather scenarios. Specific decision rules were developed to
determine the optimal N practices on the basis of economic and
environmental criteria.

In Belgium, the most typical N management consists of applying
60—60—60 kg N ha~! at the tiller (ZS 23), stem extension (ZS 30)
and flag-leaf stages (ZS 39). For reasons mainly linked to the
physiology of grain yield elaboration, this research focused on the
optimization of the third application.

The results suggested that there is a large potential to maximize
farmers' revenues and minimize environmental pressure through
the selection of an optimal N rate. The analysis showed that past
growing conditions between the sowing and flag-leaf stages
markedly impacted crop growth and subsequent grain filling,
limiting yield potential. This greatly impacted the crop efficiency in
terms of taking advantage of the third N application. Therefore, the
climatic records, when used as future projections, had a greater
impact on the simulated yields than the N fraction applied at ZS 39
alone.

The retro-application of the tactical approach to the 33 years of
data stored in the climatic database showed important variability in
terms of the optimal N rate and consequent yields, revenues, and
leaching potential. Our results suggest that it is not economically
and certainly not environmentally sustainable to systematically
apply the current farmers' N practice of 60—60—60 kg N ha~!
application. Most of the time, the third N application should be
reduced due to the climatic pattern encountered by the plant be-
tween sowing and ZS 39 of the ongoing season, as well as the
market prices of crop and fertilizer.
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Fig. 11. Cumulative Distribution Function (CDF) of the optimal N fraction that had to be applied at flag-leaf stage when the decision criteria is MNR (solid square black line -(J-) or

MNR/NAL ratio (solid circle grey line

). Graph A: Grain selling price fixed at 200 eur ton~! and N costs fixed at 165 eur ton™", similarly to crop season 2009—10. Graph B: Grain

selling price fixed at 130 eur ton~' and N costs fixed at 300 eur ton~", similarly to crop season 2013—14.
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This paper puts effort in describing fully and properly the
approach and supporting its validity by significant results. Further
research perspectives should be to compare the results obtained
with different crop models, ideally extending the approach to a
model-ensemble exercise.

In summary, the environment-management interaction analysis
has shown that using a well-calibrated crop growth model
embedded in the appropriate approach is a powerful tool to use in
exploring the impact of variable N practices and optimize N
management.
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