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We defined the -dimensional Poisson() point process in an earlier essay [1]

and exhibited moment formulas for various cellular parameters of the corresponding

Voronoi tessellation. Many of these formulas are analytically intractible; numerical

integration is sometimes necessary. For example, when  = 2, the probability that a

typical cell (a convex polygon) is a triangle is 001124001 Monte Carlo simulation

often provides the only window for study. For example, when  = 2 or  = 3, the value

of the density function  for the cellular volume  tends to 0 for small arguments

[2, 3, 4], although no workable expression for either density is known.

Any +1 particles from the point process define almost surely an open ball which

contains the +1 particles on its boundary. If no other particles from the process are

contained in the ball, then let  denote the convex polyhedron with vertices at the

+1 particles. The collection of all such cells  constitute almost surely a subdivision

of R, called the Poisson-Delaunay tessellation. This can be regarded as dual to

what we discussed earlier. Formulas here are more accessible than in [1]. When  = 2

and  = 3, the cells are almost surely triangles and tetrahedra, respectively [5, 6].

The value of the density  tends to 0 for small arguments in both cases [7, 8]. Since

our interest is in random triangles, we will focus on the scenario  = 2.

The shortest distance between a line  and the origin is the length || of the
perpendicular segment from (0 0) to . If the intersection point is ( cos()  sin()),

then clearly the equation for  is

 cos() +  sin() = 

There is a one-to-one correspondence between the set of points

 = {( ) : −∞   ∞ and 0 ≤   }

and the set of all lines . For arbitrary   0, the Poisson point process of intensity

 in  induces the Poisson line process of intensity . The resulting subdivision

of R2 is called the Goudsmit-Miles tessellation of the plane. Formulas here are
again more accessible than before. The probability that a typical cell (again a convex
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Figure 1: A Poisson line process of intensity 17 in the unit square.

polygon) is a triangle is 2 − 26 = 03550659331 [9, 10, 11]. The value of the

density  tends to ∞ (not 0) for small arguments; more precisely [12, 13, 14],

lim
→0+

√
 () = 

2
√
2

12− 2

Z
0

−Z
0

p
sin() sin() sin(+ ) 

=
6

12− 2
(03231100260)

One of our goals is to explain why this interesting constant arises! It turns out

that “small” polygons of the tessellation are almost all triangles, therefore knowledge

about triangular areas carries over to limiting polygonal areas. We shall discuss both.

There are effectively no stationary line processes except the one with Poisson

structure. This is somewhat exaggerated — mixtures of the  parameter in Poisson line

processes lead to Cox line processes and there are pathological examples with many

parallel lines — but essentially it is not worthwhile to consider any other tessellation

based on a line process [15, 16].
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Characteristics of Delaunay triangles andMiles triangles will dominate this

essay. There is a third type of random triangle — calledMiles intriangles — that we

shall touch upon as well. Let us review: The largest circle inscribed in a given convex

polygon is called the incircle. This circle will almost surely be tangent to three sides

of the polygon. Let  denote the triangle determined by these three sides, extended

as far as required. Given a typical cell  in a planar Goudsmit-Miles tessellation, the

intriangle  might be considerably larger than  (the prefix “in” refers to the fact

that  and  share an incircle, not that  is inscribed in anything). Clearly no other

line is allowed to intersect the incircle. However, it is possible that one or more lines

might hit the intriangle elsewhere. It can be shown that both the area  of  and

the perimeter  of  have infinite expectation [17].

Buried in an appendix to [17], we find these three types of random triangles listed

in a table. Clarifying Miles’ table is the second goal of this essay. For simplicity, we

shall assume  = 1 henceforth.

0.1. Delaunay Triangles. Unlike the examples in [18], it is easier to start with

angles than with sides. The bivariate density for arbitrary angles ,  in a typical

(triangular) cell of a Poisson-Delaunay tessellation is [5, 17, 19]

2

3
[sin(2) + sin(2)− sin(2+ 2)] = 8

3
sin() sin() sin(+ )

where   0,   0, +   . Integrating out , we obtain the density () for :

2

3
[( − ) sin(2)− cos(2) + 1] = 4

3
[( − ) cos() + sin()] sin()

and

E() =


3
= 10471975511 E(2) =

22

9
− 5
6
= 13599120891

Corresponding to the density of max{  }, the expression 3() holds when 2 
  ; the expression when 3    2 is [20, 21]

2


[(3− ) sin(2)− cos(2) + cos(4)] = 4


[(3− ) cos()− sin(3)] sin()

It thus follows that

P(a typical Delaunay triangle is acute) =
1

2
= 05

As in [22], the cross-correlation coefficient ( ) = −12, hence

E() =
2

18
+
5

12
= 09649780222
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The density for an arbitrary side  is [6, 23, 24]

 

3

∙
 exp

µ
− 

2

4

¶
+ erfc

µ√


2

¶¸
where   0 and

erfc() =
2√


∞Z


exp(−2)  = 1− erf()

is the complementary error function; also

E() =
32

9
= 11317684842  E(2) =

5


= 15915494309

No such simple density formula exists for perimeter  = + + . Muche [7] gave

 3

12

2Z
0

2−Z
0

sin
¡


2

¢
sin
¡


2

¢
sin
¡
+

2

¢£
sin
¡


2

¢
+ sin

¡


2

¢
+ sin

¡
+

2

¢¤4 exp
(

− 2
4
£
sin
¡


2

¢
+ sin

¡


2

¢
+ sin

¡
+

2

¢¤2
)
 

where   0 and

E() =
32

3
= 33953054526  E(2) =

125

3
= 132629119243

In contrast, for area  = (14)
p
(+ + )(−+ + )(− + )(+ − ), we

have a formula due to Rathie [8]:

8 

9
16

µ
2 

3
√
3

¶2
where   0 and

16() =

∞X
=0



!Γ
¡
5
6
+ 
¢ ³

2

´− 1
6
+2

−
∞X
=0



!Γ(7
6
+ )

³
2

´ 1
6
+2

is the modified Bessel function of the second kind; also

E( ) =
1

2
= 05 E( 2) =

35

82
= 04432801784
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0.2. Miles Triangles. Cells of a Goudsmit-Miles tessellation are sampled until

we obtain a triangular one. The bivariate density for arbitrary angles ,  in such a

typical triangle is [17, 25]

2

12− 2
[cos() + cos()− cos(+ )− 1] = 8

12− 2
sin
³
2

´
sin
³
2

´
cos

µ
+ 

2

¶
where   0,   0, +   . Integrating out , we obtain the density for :

2

12− 2
[2 sin()− ( − ) (1− cos())]

and

E() =


3
= 10471975511 E(2) =

8

12− 2
+

2

6
− 4 = 14001051740

No one seems to have computed the density of max{  } yet. As in [22], ( ) =
−12, hence

E() = − 4

12− 2
+

2

12
+ 2 = 09448814798

Miles [17] gave the trivariate density of sides , , :

1

12− 2
(+  + )(−+  + )(−  + )(+  − )

222
exp (−(+  + ))

if |−|    +, and we shall verify this later. The condition |−|    +

is equivalent to |− |    +  and to |− |    +  via the Law of Cosines.

As a consequence,

E() =
1

3
= 03333333333 E(2) = − 96

2 (12− 2)
+ 4 +

8

2
= 02448288927

E( ) =
48

2 (12− 2)
− 5
3
− 4

2
= 02109188869

The cross-correlation coefficient

( ) =
48(12− 2)− 1629− 4
−96(12− 2) + 3529 + 8

= 07464061592

is quite large, indicating strong positive dependency. Integrating out  gives the

bivariate density of , :

exp (−2(+ ))

(12− 2)22

(¡
2 − 2

¢2
exp (+ ) [Ei (−(+ ))− Ei (−( − ))] + 

3X
=0

( )

)
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for 0    , where

0( ) = (−1 + exp (2)) (−3 + 2 − 2 − 2)  2( ) = (−1 + exp (2)) ( + 1)
1( ) = (1 + exp (2)) (−2 + 2 + 2)  3( ) = 1 + exp (2)

and Ei is the exponential integral

Ei() =

Z
−∞

exp()


   0

For 0    , simply use symmetry. Unlike Delaunay triangles, a closed-form

expression for the univariate density of  seems out of reach.

Perimeter  is exponentially distributed, with density

exp (−)    0

and moments E() = 1, E(2) = 2. A starting point for area  was provided by

Miles [25]: if  =
√
 and

 = 2

q
cot
¡

2

¢
cot
¡


2

¢
tan

¡
+

2

¢
= 2

s
sin() + sin() + sin(+ )

cos() + cos()− cos(+ )− 1

then the conditional density for  , given  and , is

 exp (−)    0

Therefore the unconditional density for  is

Z
0

−Z
0

 exp (−) 2

12− 2
[cos() + cos()− cos(+ )− 1]  

=
4
√
2

12− 2

Z
0

−Z
0

p
sin() sin() sin(+ ) exp (−)  

and, transforming to  , we obtain

2
√
2

12− 2
1√


Z
0

−Z
0

p
sin() sin() sin(+ ) exp

¡−√¢  
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as the area density. Integrating first with respect to  over (0∞), it follows that

E( ) =

√
2

12− 2

Z
0

−Z
0

µ
2



¶3p
sin() sin() sin(+ ) 

=
 (25− 36 ln(2))

12− 2
= 00688684716

E(
2) =

3
√
2

12− 2

Z
0

−Z
0

µ
2



¶5p
sin() sin() sin(+ ) 

=
3 (152 − 148)
2(12− 2)

= 00310266433

The density formula for  also serves to motivate the constant 03231100260 at the

beginning of this essay (asymptotics for polygonal cells as  → 0+).

0.3. A Verification. Well-known formulas give angles ,  in terms of sides ,

, :

sin
³
2

´2
=

¡

2
− 
¢ ¡


2
− 
¢

 
=
( − 2)(2+ 2− )

4( − − )


sin

µ


2

¶2
=

¡

2
− 

¢ ¡

2
− 
¢

 
=
( − 2)(2+ 2− )

4( − − )

where  = + + . To compute the Jacobian determinant  of (  )→ (  ),

we differentiate sin(2)2:

sin
³
2

´
cos
³
2

´ 


=





( − 2)(2+ 2− )

4( − − )


sin
³
2

´
cos
³
2

´ 


=





( − 2)(2+ 2− )

4( − − )


sin
³
2

´
cos
³
2

´ 


=





( − 2)(2+ 2− )

4( − − )

and likewise differentiate sin(2)2. Additional formulas

sin
³
2

´
cos
³
2

´
= sin

³
2

´s 
2

¡

2
− 

¢
 

=

p
( − 2)( − 2)(2+ 2− )

4( − − )

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sin

µ


2

¶
cos

µ


2

¶
= sin

µ


2

¶s 
2

¡

2
− 
¢

 
=

p
( − 2)( − 2)(2+ 2− )

4( − − )

permit the expression of , ,    entirely in terms of , , . We find that

 =


 ( − − )
=



  


Let  = −− , then sin(2) = cos((+ )2). The conditional density of  and

, given , is thus

8

12− 2
sin
³
2

´
sin

µ


2

¶
sin
³
2

´
 =

8

12− 2

¡

2
− 

¢ ¡

2
− 
¢ ¡


2
− 
¢

  



  

=


12− 2
 − 2
2

 − 2
2

 − 2
2

where max {2 2 2}  . Our formula corrects an error in [17], which inexplicably

gives 42 as the first factor. The inequality 2   implies   2+ 2. It follows

that the unconditional density of , ,  is



12− 2
 − 2
2

 − 2
2

 − 2
2

exp (−)

as was to be shown.

0.4. Miles Intriangles. Three sides (tangential to the incircle) of a typical cell in

a Goudsmit-Miles tessellation are extended until they intersect. Not much is known

about the triangle so formed; we shall be brief. The bivariate density for arbitrary

angles ,  in such a typical triangle is [12, 17]

1

3
[sin() + sin() + sin(+ )] =

4

3
cos
³
2

´
cos
³
2

´
sin

µ
+ 

2

¶
where   0,   0, +   . Integrating out , we obtain the density for :

1

3
[( − ) sin() + 2 (1 + cos())]

and E() = 3. A density for side  is not known, but E() =∞ as implied earlier.

We mention two results:

P(a typical intriangle is hit by just one line) = 2− 2
¡
17
2
− 12 ln(2)¢

= 02014241570

P(a typical intriangle is hit by at least two lines) = −3 + 2
¡
26
3
− 12 ln(2)¢

= 04435099098
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0.5. Goudsmit-Miles Cells. We move away from triangles and talk about con-

vex polygons with  vertices. Goudsmit [26] proved that a typical such cell, deter-

mined via a Poisson line process of intensity  = 1, has the following mean values:

E() = 4 E() = 2 E( ) =
1


= 03183098861

Miles [12, 13] proved that

P(a typical cell has  = 3) = 2− 2

6
= 03550659331

E(
2) =

2

2
+ 12 = 169348022005

E(
2) =

2

2
+ 2 =

684437543191

2
= 69348022005

E(
2) =

1

2
=
487045455170

4
= 05

and announced that D. G. Kendall (unpublished) had obtained

E(
3) =

4

7
=
17258818444438

6
= 17951958020

Cross-moments between  , ,  were also given.

Let us focus on -results first. Tanner [27, 28] computed that

P(a typical cell has  = 4) = −1
3
− 7

2

36
+ 2 ln(2)− 7

2
(3) = 03814662248

where (3) is Apéry’s constant [29],

E(
3) =

232

7
+
392

14
+

4

21
+
122

7
ln(2)− 6(3)− 192

7

2Z
0

2 tan() ln(sin())

= 760364049460

and E(4) = 36208446. The fourth moment can be expressed as an elaborate

quadruple integral and deserves more attention. Simulation [11, 14, 30, 31] suggests

that P( = 5) ≈ 0196 and P( = 6) ≈ 0062. The function P( = ) is apparently

maximized when  = 4 and falls off for  ≥ 5; it is known that asymptotically [32]

P( = ) ∼ 8

3

2 (42)
−1

(2)!
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as  →∞.
Results for perimeter  include [28]

E(
3) = E(

3)− 3
2

2
− 28 = 10304005353057

3
= 332319983444

E(
4) = E(

4)− 2E(3)− 2

2
− 4 = 195867132

4
= 20107685

but nothing comparable is known for the fourth moment of area  . Simulation

[11, 14, 31] suggests that E( 4) ≈ 114. No formulas for the density of either  or 
are known.

Our study has been devoted to “typical” cells ; an alternative is the Crofton cell

0, which is the unique polygon containing the origin. The Crofton cell is not typical

for Goudsmit-Miles (unlike Poisson-Voronoi, for which typicality does hold [33, 34]).

Even less is known here. Matheron [35, 36] proved that

E(0) = E(0) =
2

2
= 49348022005

and Miles [17] proved that

P(the Crofton cell has 0 = 3) =
2 (25− 36 ln(2))

6
= 00768208880

The following moments

E(0) =


2
= 15707963267 E( 2

0 ) =
42

7
= 56397739434

are listed in [31], but a reference cannot be found. Simulation [30, 31] suggests that

P(0 = 4) ≈ 0297, P(0 = 5) ≈ 0341 and P(0 = 6) ≈ 0196. The function

P(0 = ) is apparently maximized when  = 5 and falls off for  ≥ 6; it is known
that asymptotically [32]

P(0 = ) ∼ 2
3

2 (42)
−1

(2)!

as  → ∞. The distribution of 0 has a thicker tail (greater weight for large )

than  does. Simulation [31] further suggests that E(2
0 ) ≈ 2572, E(20) ≈ 3051,

E( 3
0 ) ≈ 3603 and E( 4

0 ) ≈ 3578. Again, no density formulas are known.
Hilhorst & Calka [32] wrote about cloud chamber experiments in physics moti-

vating the work of Goudsmit [26]: The problem was “to calculate the probability for

three independent lines to nearly pass through the same point, or, put differently,

for a typical triangular cell to have an area less than  in the limit of very small



Random Triangles V 11

”. It would seem that the solution came almost twenty years later [12, 13], with

asymptotics
Z
0

 () ∼ 12

12− 2
(03231100260)

√


valid as → 0+.

0.6. Addendum. Let Ω be a planar convex region with area  and perimeter

. A Poisson point process yields  points in Ω satisfying E() = Var() = 

whereas a Poisson line process yields  lines hitting Ω satisfying E() = Var() =

. The total length  of the line segments crossing Ω is a sum of  independent

identically distributed chord lengths and hence is approximately normally distributed

with E() =  and

Var() =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2

3
 if Ω is a disk of unit diameter,

4

3

¡
1−√2 + 3 arcsinh(1)¢ if Ω is a square of unit side,

3

4
ln(3) if Ω is an equilateral triangle of unit side

for suitably large . Studies on such chord lengths for regular polygons and ellipses

include [37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48].

The number  of intersection points (between the
¡


2

¢
pairs of lines) in Ω satisfies

E() =  2 in general and

E() =
1

4
22 Var() =

1

4
22 +

8

3
 3

in the special case when Ω is a disk of unit diameter. How is the general formula

proved? Under the condition that  =  is fixed, we have [9, 49]

E( |  = ) = (− 1) 

2

thus, allowing  to vary,

E() =
£
E(

2)− E()
¤



2

=
£
Var() + E()

2 − E()
¤



2

= E()
2 

2
=  22



2
=  2

Finding the variance expression for the disk is more complicated; it is possible to do

likewise for the square and equilateral triangle.
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