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Abstract

We generalize the notion of a binomial poset to a larger class of posets, which we call Sheffer
posets. There are two interesting subspaces of the incidence algebra of such a poset. These spaces
behave like a ring and a module and are isomorphic to certain generating functions.

We also generalize the concept of R-labelings to linear edge-labelings, and prove a result anal-
ogous to a theorem of Bjorner and Stanley about R-labelings. This, together with the theory of
rank-selections from a Sheffer poset, enables us to study augmented r-signed permutations. As a
special case, we obtain the generating function sec(rz)- (sin(pz) + cos((r — p)z)), which enumerates
alternating augmented r-signed permutations.

1 Introduction

The theory of binomial posets, developed by Doubilet, Rota, and Stanley [6], explains why generating
functions of the form -

Z Gn (an € Z)

=0 B(n)

occur in enumerative combinatorics for certain sequences B(n). Such sequences include B(n) = 1,
B(n) = n!, and B(n) = [n]!. Stanley continued the development of the theory of binomial posets by
studying rank-selections of binomial posets [13]. As an application, he showed why the exponential
generating function of the Euler numbers has the form tan(z) + sec(z). Recall that Euler numbers
enumerate alternating permutations in the symmetric group.

*Partially supported by CRM.
'Both authors are postdoctoral fellows at LACIM.



We develop Sheffer posets, an extension of binomial posets, to explain the existence of a larger
class of generating functions. We define a Sheffer poset to be an infinite graded poset, such that the
number of maximal chains D(n) in an n-interval [0, y] only depends on p(y), the rank of the element
Yy, and the number of maximal chains B(n) in an n-interval [z,y], where z # 0, only depends on
p(z,y) = p(y) — p(z). The two functions B(n) and D(n) are called the factorial functions of the
Sheffer poset.

Let P be a Sheffer poset. Let R(P) be the subalgebra consisting of those elements f in the incidence
algebra of P whose values f(z,y) only depend on the length of the interval [z, y] and the support of f
is contained in {[z,y]: z # 0}. Similarly, let M(P) consist of those elements in the incidence algebra
that only depend on the length of the interval and have their support contained in {[0,y] : y # 0}.
M(P) may be considered as an R(P)-module, where the multiplication is the usual convolution in the
incidence algebra I(P). The main result of Section 4 is that the algebra-module pair (R(P), M(P))
is isomorphic to generating functions of the form 3,5, f(")B(n) and 3.5, g(n)D(n

Examples of Sheffer posets include binomial posets, “upside-down trees,” the r-cubical lattice, the
poset of partial permutations, the poset of partial isomorphisms, and the lattice of isotropic subspaces.
For more details, see Examples a, ¢, d, h, and j in Section 3. An in-depth study of the r-cubical lattice
will appear in [7].

In the spirit of Stanley’s results for binomial posets, we develop identities concerning the v function
(a generalization of the Mdbius function p) of rank-selections from Sheffer posets. We recently learned
that Reiner [12] has anticipated these identities in the case where 7j(n) = 1, that is, when the v function
is the Mobius function.

Before developing rank-selection theory of Sheffer posets, we extend results by Bjérner and Stanley
on R-labelings to linear edge-labelings. With respect to a given linear edge-labeling, we define the
functions 7 and v. These two functions for a poset with linear edge-labeling might be viewed as a
natural extension of the the zeta-function ¢ and Mobius function 4 for a poset with an R-labeling. Our
analogue of the Bjorner and Stanley result is given in Proposition 2. It says that the number of maximal
chains with descent set § in a poset having a linear edge-labeling ) is given by (—1)I5I-! -vs(0,1).

As an application of Proposition 2, we are able to enumerate augmented r-signed permutations.
An 7-signed permutations is a permutation where each entry has been given one of r possible signs.
An augmented r-signed permutation corresponds to a maximal chain in the r-cubical lattice. By the
theory of rank-selections of Sheffer posets, we can now easily derive that the number of alternating
r-signed permutations is given by sec(rz) - (sin(pz) + cos((r — p)z)). Our method explains why this
generating function takes on such a simple form. Three special cases of this generating function have
been considered before: the classical Euler numbers, augmented alternating signed permutations [11],
and alternating indexed permutations [16].

The isotropic subspace lattice, presented in Example (j), may be viewed as a g-analogue of the
cubical lattice. A natural question to ask is if there are any g-analogues to the r-cubical lattice in
Example (d). In Section 8 we construct an analogue to the 4-cubical lattice. This construction requires
the field to have characteristic zero. Thus the lattice presented is not a g-analogue, but rather a “linear
analogue”.

)
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2 Definitions

Recall the definition of a binomial poset P.
Definition 1 A poset P is called a binomial poset if it satisfies the following three conditions:

1. P is locally finite with 0 and contains an infinite chain.
2. Every interval [z,y] is graded. If p(z,y) = n, then we call [z,y] an n-interval.

3. For all n € N, any two n-intervals contain the same number B(n) of mazimal chains. We call
B(n) the factorial function of P.

For standard poset terminology we refer the reader to [14]. Also, for material on binomial posets see
(6, 13, 14].

Classical examples of binomial posets are the linear order on N = {0, 1,2, ...}, the lattice of finite
subsets of an infinite set (this is the boolean lattice), and the lattice of finite dimensional subspaces
from an infinite dimensional vector space over the finite field F,. These examples have the factorial
functions B(n) = 1, B(n) = n!, and B(n) = [n]!, respectively. Recall that [n] =1+ ¢+ ---+¢"! and
(n]'=[1]-12]-[n].

The definition of a Sheffer poset is quite similar, except that we treat the intervals of the form
(0, y] differently.

Definition 2 A poset P is called a Sheffer poset if it satisfies the following four conditions:

1. P is locally finite with 0 and contains an infinite chain.
2. Every interval [z, y] is graded. If p(z,y) = n, then we call [z,y] an n-interval.

3. Two intervals [0,y] and [0,v], such that y # 0, v # 0, and p(y) = p(v), have the same number
D(n) of mazimal chains.

4. Two intervals [z,y] and [u,v], such that = £ 0, u # 0, and p(z,y) = p(u,v), have the same
number B(n) of mazimal chains.

An interval [0,y], where y # 0, is called a Sheffer interval, whereas an interval [z,y], with « # 0, is
called a binomial interval. Let B be the set of all binomial intervals, and S be the set of all Sheffer

intervals. Formally, that is
B
S

{[z,y] : «#0},
{[0,y] : y#0}.



We call the pair of functions B(n) and D(n) the factorial functions of the Sheffer poset P. Since
we seldom speak about the one-element interval [0, 0], we never define D(0). It is easy to observe that
B(0) = B(1) = D(1) = 1 and that both B(n) and D(n) are weakly increasing functions.

As in the theory of binomial posets, we let [Z] denote the number of elements of rank & in a
binomial interval of length n. That is, for p(z,y) = n and z # 0,

1] = 1eelma « paa=Hy.

This is a well-defined number and is given by [:] = Fm%%. Similarly, for 1 < k < n we define
[[%] to be the number of elements of rank & in a Sheffer interval of length n. That is, for p(y) = n > 0,

H:] =|[{zel0.y : p(2) = k}|.

To find a formula for [[}], and thus show that this number is well-defined, count the number of
maximal chains from 0 to y (p(y) = n) which pass through an element z of rank k. Since k > 1,
[0, 2] is a Sheffer interval and has D(k) maximal chains. The interval [z,y] is a binomial interval, thus
having B(n — k) maximal chains. Hence there are D(k)- B(n— k) maximal chains through the element
z. Since the total number of maximal chains in the interval [0, y] is D(n), we conclude

Observe that we dO not deﬁne [[‘] When k - 0

Next we define A(n) to be the number of atoms in a binomial interval of length n. That is, A(n)
is equal to [}]. One then obtains that A(n) = W(ﬁ)_) and B(n) = A(n)---A(1). Also, it is easy
to see that A(n) is an increasing sequence, which implies that the numbers B(n) form a log-convex
sequence. (See [14, Exercise 3.78a].) Similarly, the sequence 3] = ﬁ?z(_)ﬂ is an increasing sequence.

This implies the inequality D(n + 1) B(n —1) > D(n)- B(n). Also, define C(n) to be the number of
coatoms in a Sheffer interval of length n. Thus

()_Hn—l] :D(lzl(—:l)l)'

It follows directly that D(n) = C(n)---C(1). Observe that the statement “C(n) is an increasing
sequence” and “D(n) is log-convex” are equivalent. (These statements are not true in general; see
Example (¢).)

Finally, if D(n) is log-convex then the Whitney numbers of the second kind for a Sheffer interval
are log-concave. (To obtain [[} 12> H" 1] . [[k_’:_l] , multiply the two inequalities D(k)? < D(k—1)-
D(k+1)and B(n —k)* < B(n —k+1)- B(n — k — 1), take the inverse on both sides and multiply
with D(n)?%.)

An open problem we pose is to determine which pairs of functions B(n) and D(n) may be factorial
functions of Sheffer posets. This is most likely a very hard problem. To the authors’ knowledge it has
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not yet been determined which functions are factorial functions of binomial posets. (See [14, Exercise
3.78b].)

We selected the name Sheffer for this class of posets for the following reason. Recall that a
sequence of polynomials {p.(z)},5, is said to be of binomial type if deg(pn(z)) = 7, po(0) = én0, and
the following identity holds: -

n

palz+y)=), (Z) Pe(2)Pr—k(y).

k=0
Given a binomial sequence {p,(z )}n>0, a sequence of polynomials {s,(z)}, 5, is a Sheffer sequence
associated to the binomial sequence if for each n € N, the polynomials s,(z) satisfy deg(s,(z)) = n
and the identity

n

NEETIEDY (k) $(2)pn-r ().

k=0
(These two equations may be easily expressed in terms of Hopf algebras.) Thus the main motivation
for our choice of terminology is that a Sheffer sequence has a similar relation to a binomial sequence
as a Sheffer poset to a binomial poset. This will become more apparent when we develop the theory
of the incidence algebra of Sheffer posets in greater detail.

Finally, we would like to point out that both binomial and Sheffer posets are special cases of
triangular posets. A graded poset is triangular if the number of maximal chains in the interval [z, y]
only depends upon p(z) and p(y). The interested reader is referred to [6] and [14, Exercise 3.79] for
more properties of triangular posets.

3 Examples

Let us now consider a few examples of Sheffer posets.

a. Let P be a binomial poset with factorial function B(n). Then P is directly a Sheffer poset,
with factorial functions B(n) and D(n) = B(n), for n > 1.

b. Let P be a binomial poset with factorial function B(n). By adjoining a new minimal element -1
to P (or more generally to several disjoint copies of P), we obtain a Sheffer poset with factorial
functions B(n) and D(n) = B(n — 1), for n > 1.

c. Let Eq, E,, ... be an infinite sequence of disjoint nonempty finite sets, where E,, has cardinality
en. Consider the set
n>1 i>n

where [] stands for cartesian product. We make this into a ranked poset by letting 0 be the minimal
element, and defining the cover relation by

(znv Tn41,Tnt2y-- ) < (In+lazn+2a . -))

where z; € E;. Thus the elements of H‘>n E have rank n. This poset is a Sheffer poset with the
factorial functions B(n) = 1 and D(n) = []iZ 1 e;. We may view this poset as an “upside-down tree.”



d. Let r be a positive integer. Consider ordered r-tuples 4 = (A1, Az, ..., A;) of subsets from an
infinite set I, such that A; N 4; = @ when i # j, and A; U A U---U A4, is cofinite with respect to
the set I. Define the order relation by A < Bif A; 2 B; foralli=1,2,...,r, and adjoin a minimum
element 0. We call this Sheffer poset the r-cubical lattice. Tt has the factorial functions B(n) = n!
and D(n) = r*~1 . (n — 1)!. These posets have been studied in [10]. When r = 1, this is the boolean
algebra with a new minimal element (see Example (b)). For r = 2, we obtain the cubical lattice.

e. Let P be a Sheffer poset. Define P() to be poset on the set {z € P : k divides p(z)}. It is

easy to see that P() is a Sheffer poset with the factorial functions Bx(n) = %((%ﬁnl for n > 0, and

Di(n) = ﬁ;(—':))n—_l forn > 1.

f. Let P and @ be Sheffer posets. Define the poset P % Q on the set

P+xQ={(z,y) e PxQ : p(z)=p(y)},

where the order relation is (z,y) < (u,v) if ¢ <p u and y <@ v. The factorial functions of P * ) are
Bp(n)- Bo(n) and Dp(n) - Dg(n). The product of two Sheffer posets is not a lattice in general. In
fact if there is an € P covered by u,z € P and a w € Q covering y,v € Q, such that p(z)+1 = p(w)
then in P * @ we have (z,y) < (u,w), (2,v) < (v, w), (z,y) < (2,w), and (z,v) < (z, w), showing that
P % @Q is not a lattice. We may use this observation to construct two nonisomorphic Sheffer posets
with identical factorial functions. Let P be the boolean poset with a new minimal element adjoined.
(See Example (b).) Let Q be the poset in Example (c) with e, = 7 for all n > 1. Then the factorial
functions of the product P+ @ are B(n) = n! and D(n) = r*~! . (n — 1)!, that is, the same factorial
functions as the r-cubical lattice in Example (d). These two posets are not isomorphic, even though
they have the same factorial functions, since the r-cubical lattice is indeed a lattice, while P * Q is
not.

g- Let E be a nonempty finite set of cardinality a, and 7 a nonnegative integer. Consider the set
{0yu(pxE,

where P = {1,2,...}. Define the cover relation (ny21,22,...,2;) < (n+ 1,22,...,2,,%,41), where
z; € E, and that 0 is the minimal element. Then this is a Sheffer poset with the factorial functions
B(n) = max(1,a""") and D(n) = a™ 1.

h. Let I be an infinite set. Consider all triplets (A4, B, ) such that A and B are cofinite subsets
of I satisfying |I — A| = |I — B| < o0, and 7 is a bijection between A and B. Introduce the order
relation (A, B,r) < (C,D,o)if A D C, B D D, and 7| = o, and adjoin a minimum element 0.
This poset is the lattice of all partial permutations with cofinite support on an infinite set. It is
a Sheffer poset with the factorial functions B(n) = n! and D(n 4 1) = n!2. There is also a linear
version of this poset, namely the lattice of all partial vector space isomorphisms. Let W be an infinite
linear space over the finite field F,. Let the poset consists of all triplets (U, V, ), where U and V
are subspaces of W, such that dim(W/U) = dim(W/V) < oo and 7 : U — V is an isomorphism.
As before, the order relation is given by restriction and by adjoining a minimum element 0. That
is, (U,V,m) < (X,Y,0)if U D X,V DY, and T|y = 0. The factorial functions of this lattice are

B(n) = [n]!and D(n+1) = (¢ —1)"- q(;) - [n]'2.

i. Consider the 120-cell, that is, the four dimensional regular polytope with Schlifi symbol {5, 3, 3};
see [5]. Its face lattice is a graded poset of rank 5. This poset is not a Sheffer poset, since it is not
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infinite, but it has the other properties of a Sheffer posets. In fact, the factorial functions are B(n) = n!
for n <4, and D(1) =1, D(2) = 2, D(3) = 10, D(4) = 120, and D(5) = 14400.

j- Let F be a field, and consider F?" as a vector space of dimension 2n over F. Let A be the two

by two matrix
01

and let B be the 2n by 2n matrix defined by B = A ® I,. Note that since A is a skew-symmetric
matrix, B is also skew-symmetric. Define a skew-symmetric bilinear form on F?® by

(x|y)=x"By.
For a subspace V of F?", define
Vi={yeF™ : vxeV, (x|y)=0}.

The subspace V is isotropic if V' C V', That is, “V isotropic” is equivalent to “for all x,y € V we
have (x|y) =0.”

Lemma 1 IfV is an isotropic subspace of F*" then dim(V') = 2n — dim(V).

The proof of this lemma is quite similar to the proof of Proposition 5.

Lemma 2 IfV ts an isotropic subspace of ]FZ” of dimension k then there are 1+ q+ - - -+ ¢?("=F~-1 =

[2(n — k)] isotropic subspaces of dimension k + 1 containing V.

Proof: A subspace W of dimension k£ + 1 containing V is of the form W = V + Fw for some vector
w € V. The condition that W is isotropic is equivalent to that (w |x) = 0 for all z € V. Hence w € V’,
and we obtain W C V', Thus we would like to choose W such that V C W C V' and dim(W) = k+ 1.
This is equivalent to choosing a 1-dimensional subspace of V'/V which has dimension 2(n — k). This
may be done in [2(n — k)] possible ways. a

Define I,,(F) to be the poset of all isotropic subspaces of the vector space F?*" over the field
F, with the order relation V < W if V 2 W, and adjoin a minimal element 0. This poset is
graded and has rank n + 1. I,(F,) is not a Sheffer poset, since it does not contain an infinite chain.
But as for the poset in Example (i), we may compute the factorial functions. Since every interval
[z,y], where & # 0, is isomorphic to the subspace lattice, we have that B(k) = [k]! for k¥ < n. By
applying Lemma 2 we can count the number of maximal chains in an interval [0,], and thus obtain
D(k + 1) = [2k]-[2k — 2] - --[2] = [2k]"! for k < n.

We may view a subspace V of F?" as a subspace of F2"*2 by adding two coordinates which are
set to equal to zero. Thus we can define order-preserving surjective maps ¢n : In(F) — In41(F) by
$n(0) = 0 and ¢,(V) = V + F - 3,42 Let I(F) to be the direct limit of the posets I,(F). Then I(F,)
is a Sheffer poset, and has the factorial functions B(n) = [n]! and D(n + 1) = [2n]!!. Hence, we may
consider I,(F,) as the g-analogue of the cubical lattice in Example (d).

7



4 The incidence algebra of Sheffer posets

Let I(P) be the incidence algebra of a Sheffer poset P over a field of complex numbers. Consider the
following two subspaces of I(P):

R(P) = {fel(P) : f(z,y)=0if [z,y] ¢ B, f(z,y)= f(x,v)if p(z,y) = p(u,v)},
M(P) {geI(P) : g(z,9)=0if [z,y]¢ S, 9(0,y) = g(0,v) if p(y) = p(v)}.

That is, an element f in R(P) may only take on non-zero values on a binomial interval, whereas an
element g in M(P) may only take on non-zero values on a Sheffer interval. Moreover, the values of a
function in either R(P) or M(P) depend only on the length of the interval. Thus for f € R(P) we
denote by f(n) the value of the function f applied to a binomial interval of length n. Also, we let
g(n) denote the value of the function g € M(P) applied to a Sheffer interval of length n.

It is easy to see that R(P) is closed under convolution. More interestingly, if ¢ € M(P) and
f € R(P) then gf € M(P). Hence we may view M(P) as a R(P)-module.

Recall that C[[t]] denotes the ring of formal power series in the variable ¢t whose coefficients are
complex numbers. Let Co[[t]] be the module of formal power series without a constant coefficient.
That is, Col[t]] = t - C[[¢]]. Define two linear maps ¢ : R(P) — C[[t]] and ¢ : M(P) — Co[[t]] by

¢(f) = Zf()
n>0
Yv(g) =

Proposition 1 The pair of linear maps (¢,v) is an isomorphism between the algebra-module pair
(R(P), M(P)) and the algebra-module pair (C[[t]], Co[[t]]). That is, for f,f' € R(P) and g € M(P)

we have

¢(f) - (f),
¥(g) - ¢(f)-

¢(ff")
Y(gf)

Proof: One sees directly that ¢ and 1 are isomorphisms between vector spaces. Thus it is enough to
prove the two identities in the statement of the proposition. Let [z,y] be a binomial interval of length
n in the Sheffer poset P. Then

ff(n) = (ff')=z,y)
Z f(z,2)f'(2,)

.——.IA

] (K)'(n — k).



Multiply this identity by #’;), and sum over all n > 0 gives

n

ORI I HECTEDR o

1!

n>0 7>0 k=0
n tk , tn—k

tk tm
By — | - "(m) —— |,
(kZZOf( ) B(k)) (gof (m) B(m))
which is equivalent to ¢(ff') = ¢(f) - ¢(f').
Similarly, let y be an element of rank n > 0 in the poset P. Then

gf(n) = (a£)(0,9)
= Z g(f),z)f(z,y)

0<z<y
n

M IHECICRE!

k=1

n

As before, we multiply the above identity by ﬁ, and sum over all n > 1. Thus

" e n tr
S 5 = L [F]owsn-0- 505
L tk . t"—k
= T2 5/ g g

tk m
(f)

which is equivalent to ¥(gf) = ¥(g) ¢

Let u(n) be the Mdbius function of a binomial n-interval. Similarly let z(n) be the Mobius function
of a Sheffer n-interval for n > 1. Since the Mobius function may be computed by Philip Hall’s formula,
which just involves counting chains, one may conclude that both u(n) and E(n) are well-defined. We
may view g as an element of R(P) and & as an element of M(P). Also define the delta and zeta
functions 6,¢ € R(P) and ( € M(P) by §(n) = bnpo for n 20, ¢(n) =1 forn > 0 and ¢(n) = 1 for
n > 1. Observe that 6 is the unit in R(P).

Since u{ = §, we conclude by Proposition 1 that

t" t" -
2 MW iy = (E B<n>) '

n>0 n>0

Similarly for the Mobius function of a Sheffer interval we obtain the identity

—p = (p

9



In fact, let y € P be of rank n > 0. Then we have that

-80,y) = Y uzy)

0<z<y

= Z Z(O) z)p(z, y)

6<zSy
= (u(0,y).

By applying v to this identity, we obtain the following:

Lemma 3

— 14 " 144 -
= 2 F) p = (E m) ' (2 m) :

n>1 n>1 n>0

Let us now apply this lemma to a few examples. With a poset P as in Example (a)

amt — ) ()T
t'n.
= -1 n)——
+ (gu( )B(n))
tn
= E:ldn)zﬁzj.

n>1
This is true, since we already know that E(n) = p(n) holds in this example.
For a poset P from Example (b) we obtain
" " o\
= (g a) (Taf) -
This holds since u(=1,0) = —~1 and u(=1, y)=0for y > 0.
In Example (¢) we have

-1
— " _ 14k ) n

n>1

10



Hence z(n) = €,-1 — 1 for n > 2. This can also be proven by a direct combinatorial argument.

For the r-cubical lattice in Example (d) we have the computation

n>1 (

v

n>1 n>0
L -t
= —t-er-e
= — Z T)n 1 —tn
=i =l (n—1)"

Thus z(n) = —(1 = 7)™ = (=1)* - (r = 1)""1.

We may count the number of chains of length k in a Sheffer interval of length n by considering the
element (¢ — 6)*~! in the incidence algebra. The corresponding generating function is

k-1
t‘n.
(57) (za0)

Lemma 4 Let 7n(w) be the zeta polynomial in the variable w of a Sheffer interval of length n. Then
the generating series for the zeta polynomials is given by

sz - (So) - (Sm) ) (S o)

This formula is valid for any complex number w.

Proof: We only need to prove this identity for w being a positive integer, since the coefficients of
#';) on both sides of the identity are polynomials in w. Recall that two polynomials are equal if they

agree on an infinite number of values. Now observe that (¢*¥~! counts the number of multichains of
length k, 0 = 29 < z; < -+- < 74 = y, in a Sheffer interval [0, y] of length n such that 29 < z;. Hence,
the number of multichains of length k& without such a restriction is counted by

Z.7 Gkl _ 75— 6
C+HCC++CC ‘Cg—a‘

The corresponding generating function is

(Sors) ((5) ) (z7)

This lemma implies Lemma 3 by setting w = —1.

11



For instance, the r-cubical lattice from Example (d) satisfies

ZZ(w)D() (“’t-—],)-(et—l)_l.

n>1

By setting t = rz, this may be written
ewTI — 1

Z Zn+1(w)—— = e T 1 .

n>0

5 Linear edge-labelings

In this section, we relax the usual R-labeling condition used to compute the Mébius function of a
rank-selected poset to that of a linear edge-labeling. We define two functions 5 and v which generalize
the notion of the zeta function and the Mobius function.

A linear edge-labeling A of a locally finite poset P is a map which assigns to each edge in the
Hasse diagram of P an element from some linearly ordered poset A. If z and y is an edge in the
poset, that is, y covers z in P, then we denote the label on this edge by A(z,y). A maximal chain
T=1y<y < <yk=zin an interval [z,2]in P is called rising if the labels are weakly increasing
with respect to the order of the poset A, that is, A(yo, ¥1) <a A(y1,¥2) <a -+ <A Myr—1, 9% ). We will
denote the number of rising maximal chains in the interval [z, z] by n(z, z). (Note that n(z,z) = 1.)
A linear edge-labeling is called an R-labeling if n(z,z) = 1 for all intervals [z, 2]. That is, 5 = (, where
¢ is the usual zeta-function in the incidence algebra of P.

Let P be a poset of rank n with a linear edge- labehng A. We introduce the notation [n] =
{1,2,...,n}. For a maximal chain ¢ = {0 = 29 < #; < ... < &, = 1} in P, the descent set of the
cham cis

D(c)={i : AMziz1,2i) > Mzi,2i41)}-
Observe that D(c) is a subset of the set [n — 1].

For a subset § of [n — 1], we define the §-rank-selected subposet Ps by

Ps={z€P : z=0,z=1, or p(z) € §}.
We denote the Mobius function of Ps by ps(0,1). The S-rank-selected Mébius invariant B(P,S) =

B(S) is defined by
B(S)= 3 (-1 Tln(T),
TCS

where a(T') is the number of maximal chains in the rank-selected subposet Pr. Recall that B(5) is
equal to Mdbius function of Ps up to a sign, namely 8(S) = (—1)!51-1ug(0,1). See [14]. Finally, we
define 3*(S5) to be the number of maximal chains in the poset P having descent set S with respect to
the linear edge-labeling A.

The next proposition will explain the relation between B*(S) and 7.

12



Proposition 2 Let P be a graded poset of rank n, with a linear edge-labeling . Assume that the
number of rising chains in the interval [z,y] isn(z,y). Let S bea subset of ranks, that is, § C [n—1].
Let ns be the restriction of 7 to I(Ps), the incidence algebra of Ps. Then the number of chains with
descent set S, B*(S), is given by (-1l 15" (0,1), where ns' is the inverse of 7s in I(Ps).

When the linear edge-labeling is an R-labeling, Proposition 2 reduces to a well-known result of
Bjorner and Stanley [3, Theorem 2.7): if P is a graded poset of rank n, § C [n — 1], and P admits an
R-labeling, then B(S) equals the number of maximal chains in P having descent set S with respect to
the given R-labeling A. Notice that in this case B*(S) = B(S).

The following lemma is generalization of Philip Hall’s formula for the Mébius function. It will be
used in the proof of Proposition 2.

Lemma 5 Let P be a locally finite poset. Let f be a function in in the incidence algebra of the poset
P such that f(z,z) =1 for allz € P. Then f is invertible. Iis inverse is given by f~(z,2) =1 and
forz < z:

f Nz, 2) = > (=1)"- f(yo,y1) - f(y1,¥2) -+ f(Yn—1:Ym)-

rz=yo<y1 < <Yn=2

We omit the proof of this lemma, since it is straightforward. Lemma 5 is also stated in a slightly more
general form in [2, Proposition 4.11].

Proof of Proposition 2: Recall that B*(S) is the number of maximal chains in the poset P that
have descent set S. Similarly, define a*(S) to be the number of maximal chains in the poset P whose
descent set is contained in the set S. Directly we have that

o(§)= T F(@ and  F(S)= 2 (-DFTe (D).

TCS TCS

Define
7(5): Z "75(20,21)'715(21,12)'"ns(zk—l,zk)7

6:20{21<'--<zk=i
where the sum is over all maximal chains in Ps. This may be written as
v(8) = ) (o, 1) - (¥, y2) - - (Ye—1, Yk )»
d=yo <y1 <-<wi=1

where the sum is over all chains in P whose ranks are exactly §. By Lemma 5, we may express
I
ns (0,1) as

15'(0,1) = Y (DT AT)
TCS
_ (_lﬂﬂ-l.E:(_lﬂﬂ—Wluﬂ]j_

TCS

Thus to prove the proposition it is enough to prove that a*(5) = ~v(S), for all subsets S of [n—1].

13



To do this, consider a maximal chain 0 = <21 <-+<z=11in Ps. We would like to extend
this chain to a maximal chain in P, say 0 = To < Ty < -+ < z, = 1, such that the subchain in
each interval [2i-1, 2] is rising. Clearly this may be done in 720, 21) - 9z, 22) -+ -m(zk_1, 2 ) possible
ways. Observe that the chains constructed have their descent set in §. Also, each maximal chain with
descent set contained in § may be constructed in this way. Thus the equality @"(85) =~v(S) holds. O

The r-cubical lattice from Example (d) has a very nice linear edge-labeling described as follows:
for the cover relation A4 < B, label the corresponding edge in the Hasse diagram by (3, a), where i
is the unique index such that A; # B;, and let a be the singleton element in A; — B;. Also, for the
relation 0 < B let the label be the special element G. Hence, the set of labels A are ([r]x I)u {G}.

So far we have not given a linear order on the set of labels A. We now do this. Let P be an integer
such that 0 < p < r. Choose any linear order of A which satisfies the following condition

(4,/))<a G = i<r—p, and (i,j))AG’:>i>r—p. (1)

That is, the labels above the element G in the ordering of A are those whose first coordinate is from
theset {r—p+1,r~ P+2,...,r}. There are p possible first coordinates there. The labels below the
element G have their first coordinate from the set {1, 2,. .., T = p}.

Lemma 6 Let A be a linear order on the set ([r] x I) U {G} satisfying condition (1). Then the above
described linear edge-labeling for the r-cubical lattice has the following 7 function

1 iff)::c:y,
Nz y)={ PO =z <y,
1 ifﬁ(zSy.

Proof: We first show that there jg a unique rising chain for a binomial interval [4, B]. This interval
is a boolean poset. Observe that every chain in the interval [A, B] consists of the same set of labels.
Since the interval is boolean, every permutation of the labels corresponds to a maximal chain in [A4, B.
Hence there exists a unique chain where the labels are increasing.

For a Sheffer interval [(), B], all the chains begin with the label G. Recall that the labels in A greater
than G are of the form (¢,a), where i € {r — P+1,7r—p+2,...,r}. Hence all the other labels of a
rising chain must have their first entry in this set. Thus we conclude that an atom 4 = (A4;,...,4,)
in a rising chain in [0, B] satisfies Aj = Bj for j <r—p. Let H be the set of elements missing from
B = (By,...,B,), that is, H = I — JI_, B;. For each element in H there P possibilities in which set
Ar_pt1, ..., Ar it may belong. There are thus plHl possible atoms for a rising chain in [0, B].

From such an atom A to the element B there exists only one unique rising chain, since [A,B]is a
binomial interval. Thus there are plHl = pe(B)-1 rising chains in the interval [0, B]. O

14



6 The v-function of rank selections

Let P be a Sheffer poset. Proposition 2 and Lemma 6 suggests that we study the following function,
7, in the incidence algebra of the Sheffer poset P:
1 ifd=z=y,
n(z,y)={ A(n) if0=2z<yand p(y) =n,
1 if0<z<y,

where 7 is a function from the positive integers P to the complex numbers C, since the incidence
algebra we consider is over the complex numbers.

Let § be a subset of the positive integers P. For an interval [z,y] in the Sheffer poset P define the
rank-selected interval [z, y]s by

[Z‘,y]_g: {ZG [l‘,y] v Z2=T,z2=Y, 0r P(Z) € S}
Let vs be the inverse of 7 with respect to this rank selection, that is,

§(z,y)= Y ws(z,z) 1(z,y).

z€[z.y]s

For a binomial interval [z,y], that is £ > 0, we have that vs(z,y) is the Mdébius function of the
rank-selected interval [z,y]s, also denoted by ug(z,y). Thus our interest will focus on the values
of us(f),y). By considering Lemma 5, we may conclude that vs(0,y) only depends on the rank
of y. Thus we can view Vs as an element of M(P) and we are allowed to write Tg(n). Also define

B*(n, $) = (-1)F1"'7s(n).

When we set 7(n) = 1 for all n € P then 7 is equal to (, the classical zeta function. In this case
we obtain that for all intervals [z, y], vs(z,y) is equal to ps(z,y), the Mobius function of [z, y]s, and
that 8*(n, S) is equal to the S-rank-selected Mobius invariant for a Sheffer n-interval [0, y].

Lemma 7 For a Sheffer poset P, with factorial functions B(n) and D(n) and S C P, we have

_ Y (@) +75(n))—1;("—n) - (Z vs(n %n)) . (Z BL(;_)) .

n>1 n€S n>1

Proof: Let x to be the characteristic function of the set 5 U {0}. That is, x(n) = 1if n € S U {0},
and x(n) =0if n ¢ SU{0}. We may view g(0,y) = x(p(y)) - 7s(0,y) as an element of M(P).

Let y € P be an element of rank n > 1. Then we have that

0 = > vs(0,2)-n(zy)

z€ [Ory]S

= Yo ws(0,2) - n(z,y) + 0(0,y) + vs(0,y).
0<z<y, p(2)€S

15



In other words,

~@+7s)(n) = Y x(p(2))7s(0,2)

6<z<y

= Z g(O,Z)

6<z<y

= D 9(0,2)-(C~6)(=y)

()(z(y

= Z 9(072)'(6_6)(‘2’1/)

6<2Sy
= (9(¢ - 6))(0,y).
Hence —(77+ Us) = g({ — é). Apply the isomorphism 1:

g mongs = (Sumg) (S 5t

n>1 n>1

1
g
)
—~
3
"
Ay
<
S
ol .
DB
—_——
=F
N
\__/

n>1 § ) n21
" "
= (nGZSVS(n)D(n) (n21 B(n)

When § = P then we write 7(n) = Up(n). Lemma 7 then implies that

- ﬁ(n)Dt(n) = (Z 7(TL)Dt(n)) ' (g Bt(n)) : (2)

By setting 7(n) = 1, we have fi(n) = ¥(n) for all n € P. In this case, equation (2) implies Lemma 3

Lemma 8 Let S = k-P = {k,2k,3k,...}. Then

_ n B L tk-n tk-n -1
—Z"S(")D(n) ol PO o) > Blk-n))

nes n>1 n>0

Proof: As in Example (e), let P(*) denote the subposet of the poset P, where we select the ranks
which are divisible by k. Recall that Bix(n) and Di(n) are the factorial functions of P(*), and they
satisfy B(n - k) = Bi(n) - B(k)* and D(n - k) = Dg(n)- D(k)- B(k)*~!.

Let (%) be the restriction of 7 to P) and let (¥ be the inverse of 7 in the incidence algebra
of P(). Then we have 77*)(n) = 7j(k - n), and 7*)(n) = vs(k - n).

16



Now apply equation (2) to the Sheffer poset P(¥).

~ S mb(n k) ¢
T = (Z ™D (n)) (E%Bk(n))'

n>1 >1
Substitute t — #kk). We obtain
Z tk-n
- k- n)————r Us(k-n .
1 Di(n)- B k)" nz>:1 ) n) B(k)» Z Bk(n) B(k)»

Multiply by 5%—% and apply B(n - k) = Bx(n) - B(k)" and D(n - k) = Di(n)- D(k) - B(k)" 1.

En kn k-n
=2 k) g t ) (ZVS(k'")m)'(;B(tk-"))

n>1 n>1 >0
(Z ) Z tk n
= Us n)
nes B k- n
This completes the proof of the lemma. a

By combining Lemmas 7 and 8 we conclude:

Lemma 9 Let S = k-P= {k,2k,3k,...}. Then

_ _ ,,’ tkn tkmn - i ,
g(n(n)ws( ; el & ,122:0—3(’9'") - ,;Tn) . (3)

As an example of Lemma 9, consider the r-cubical lattice of Example (d) when k = 2, that is,
§=2.P={2,4,6,...}. Recall that the factorial functions are B(n) = n! and D(n) = r*"1-(n —1)!.
Let {j(n) = p"~!, as suggested in Lemma 6. We then obtain

Z( n-1 Vs(n))D( ) =t smh( ) - (cosh(1))™! (et - 1)'

This may also be written as

E vs(n + l)z—' = sinh(pz) - sech(rz) - (e"* — 1) — €P*.
n!
n>0

Let 1 < j < k, and consider those exponents which are = j mod k in equation (3).

-1
k n tk" tkn i
mX):o(()-H/s (’;’7 ) ) (ZBkn) . ,,.2230_3(”)

n=n;-k+j
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Divide this equation by t7, substitute t* — —t* and then multiply by ¢. This gives

> (=ym (n(n)+Vs(n))D( 5=

=mk+jy .
(=" n(k n) -t ) (=y)-tkn) (=1)™ 17
(; D(k-n) ) (nzzo B(k-n) ) =""sz°+ | B(n)

We are interested in the values of §*(n,S). Since |[SN[n - 1] = [%j = m, clearly 8*(n,S) =
(—=1)™=! - Tg(n) holds. Thus we have shown:

Proposition 3 For S =k -P = {k,2k,3k,...}, we have

S S8 g0

=mk+; B
_ (=) -7k -n) -tk (=) - ¢km (1) .4n
B (n; (k-n) ) (,;, B(k - n) ) _mzzg, B(n)

Observe that Lemmas 7, 8, and 9 and Proposition 3 reduce to results of Stanley [13, 14] when we
apply them to a binomial poset and set 7(n) = 1.

7 Augmented r-signed permutations

Definition 3 An augmented r-signed permutation is a list of the form

(G) (ibjl)a (ig,jz), ) (imjn))’

where 11,13, ...,1, € [r] and (j1,72,--.,Jn) form a permutation on n elements.

We view the elements ¢y,...,%, as signs; hence the name r-signed permutation. Since we list the
special element G first, we say that the permutation is augmented.

The descent set of an augmented r-signed permutation = = (G = sg,81,...,8,) is the set

D(r)={i : si_1 >p si},

18



where A is a linear order on the set ([r] x [n])U{G}. We say that the augmented r-signed permutation
T is A-alternating if D(7) = {2,4,6,...}.

Recall the r-cubical lattice of Example (d). Let B be an element of rank n + 1 in this lattice.
Without loss of generality, we may assume that I — |J/_; B; = [n]. Observe that the set of maximal
chains in the Sheffer interval [0, B] corresponds to augmented r-signed permutations. The number
of augmented r-signed permutations having a certain descent set is equal to the number of maximal
chains with this same descent set.

We will now apply this connection with maximal chains to count alternating augmented r-signed
permutations which are A-alternating. We assume that the linear order A satisfies condition (1). Thus
by Lemma 6, we will assume 7(n) = p"~1. Apply now Proposition 3 to the r-cubical lattice with k& = 2
and j = 2. Then Proposition 3 yields the following generating functions:

SO )

n>1
omeen
Z (_;)T)t = 1-— cos(1),
Comgm-e _
mzzo D(n) = t-sm(r>.

Thus in this case, Proposition 3 specializes to the identity

2 ﬂ-("’s)Dt:n) = tosin (ﬁ) ~sec(?) - (1 — cos(t)) + ¢ - sin (th)

m>0 T

n=2m+2
t
t-sin (&) - sec(t).
T

When 7 = 1 we obtain

Z (__—_1_)"1__11 sin(t),

n=2m+1

1Y .7 AL t
Z (U)" aln) ¢ = t-cos(p—).
m>0 D(n) T

n=2m+1
Thus we also have the identity
n 1 ¢
,,.2>:o B*(n, S)ﬁ = t-sin (%) -sec(t) -sin(t) + t - cos (pT)
n=2;1+1

t-sec(t) - (sin (%t) -sin(t) 4 cos (th) -cos(t))

1
t - sec(t) - cos (t - ?7—_-) :
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Adding these two equations yields

Doy = sl (s (2) +eos (F52E)).

n>1

This can be made into an exponential generating function by dividing by ¢, and letting ¢ = rz. Thus
we have found the exponential generating function for f*(n + 1,5), where § = 2-P = {2,4,6,...}.
Equivalently:

Proposition 4 Let A be a linear order on the set ([r] X [n])U {G} satisfying condition (1). Then the
ezponential generating function of the number of A-alternating augmented r-signed permutations is

sin(pz) -ci-oz?:i()r - p)x). (4)

When r = p = 1, the right hand side of equation (4) becomes the classical expression tan(z) +
sec(z). This is the exponential generating function of the Euler numbers, which counts the number
of alternating permutations in the symmetric group. When r = 2 and p = 1, the right hand side
becomes sec(2z) - (sin(z) + cos(z)). This generating function has been obtained by Purtill [11], when
enumerating alternating augmented signed permutations. Also, two very similar generating functions
have been obtained by Steingrimsson [16] which are equivalent to the two cases p =1 and p = — 1.

Note that Proposition 4 may be proved directly with a combinatorial argument. That is, by
conditioning on where the largest element is in the permutation, one obtains recursion formulas.
From these recursion formulas one may easily set up linear differential equations for the generating
function. However, this straightforward argument does not explain why the generating functions that
occur have the form that they indeed have.

By the Hardy-Littlewood-Karamata Tauberian theorem [4] we can easily compute the asymptotics
for f(n+1,.5). Recall that a function L(t) varies slowly at infinity if for every s > 0, L(st) ~ L(t) as
t — oo. The theorem says that if A(z) = 3,50 anz™ has radius of convergence R, a,, are nonnegative
and monotonic increasing, and if for some p > 0 and some L which varies slowly at infinity

A(z) ~ (R-12)*L (Rl ) as r— R,

—z
then .
a, ~ —np L(n)R'"_p.

I'(p)

Lemma 10 For § =2-P = {2,4,6,...}, we have when n — oo

Frr18) ~ o (22) (Z)

T

Proof: Apply the Hardy-Littlewood-Karamata Tauberian theorem to the generating function in

equation (4), with R=T,p=1,and L=2.7r7!.sin (E5). O

20



8 A linear generalization of the 4-cubical lattice

Recall that the isotropic subspace lattice in Example (j) may be viewed as a linear version of the
cubical lattice. In this section we will obtain a lattice that is a linear generalization of the 4-cubical
lattice. This construction is closely related to the quaternions as the isotropic subspace lattice is
related to the complex numbers. It is interesting to note that the construction presented here only
works over an infinite field.

Consider the matrices A;, Az, A3, and A4 defined below.

0 -1 0 0 0 0 -10 00 0 -1

1 00 O 0 0 01 00 -1 0

Av=1Is, A= g g 9 1 |0 As=11 o oo |’ A=191 0 o0
0 01 0 0 -1 00 10 0 O

These matrices fulfill the quaternion relations, that is A; is the identity, and we have that A2 = A2 =
A2 = —Ay, AgAs = Ay, AsAg = Ag, AgAy = Az, AsAy = —Ag, AgA3 = — Az, and A A4 = —Aj.
Thus we can represent the the quaternions H as 4 by 4 matrices, by the following map:

®(a + bi+ cj+ dk) = aA; + bA2 + cAs + dAy.

That is,
a -b —c —-d
. . b a -d c
<I>(a+bl+c3+dk)_ c d . —b

d —c b a

It is easy to check that this map is indeed an algebra map. Moreover det(®(a + bi + cj + dk)) =
(a?+b? + 2 + d?)%

Lemma 11 For a nonzero vector x € RY, the set {A1x, A2x, Aax, Agx} forms an orthogonal basis for
R?.

Proof: Observe that Az, Az, and A4 are skew symmetric. For ¢ # j, we havethat A]-A; = £A;-A; =
+ A, for some k = 2,3,4. Now (A;x)* - Ajx = £x*Agx = 0, since Ay is skew-symmetric. O

Observe that this lemma fails in a vector space over a field of a finite characteristic.

Let B; be the 4n by 4n matrix given by B; = A; ® In. Observe that the we have the quaternion
relations for By, Bz, Ba, and By. That is, By - Bs = By, and so on. Observe that from the previous
lemma we obtain

Lemma 12 For a nonzero vector x € R*", the set { Bi1x, B2x, Bsx, Byx} is orthogonal.

We can now define three skew-symmetric bilinear forms on R*" by

(x|y); =x"Biy for : = 2,3,4.
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For V' a subspace of R*", define V' as

V' = {xe R : VyeV, (x|y), = (x|y)y=(x|y), = O}.
We call a subspace V isotropicif V. C V'. That V is isotropic is equivalent to for all x,y € V we have
(x|y), = <x|y)3= (X|Y>4 =0.

Lemma 13 If V is an isotropic subspace of R then the four subspaces B1V =V, BV, B3V, and
B4V are pairwise orthogonal.

Proof: To show that B;V and B;V are orthogonal to each other, consider (Bix)*(B;y) where x,y € V.
Let k be the index such that B; B; = +By. Note that k # 1. Thus we have (B;x)*(B;y) = xX*B:B;y =
Ix"BiBjy = +x*Byy = (x|y), = 0, since V is isotropic. O

Proposition 5 If V is an isotropic subspace of R4" then dim(V’) = 4n - 3 - dim(V).

Proof: Since BV, B3V, and B,V are pairwise orthogonal, we obtain

dim (éB;V) = i:dim (B:V) = 3-dim (V).

1=2 =2

We also have

-

| A {erR“" : Vyev (XIY).':O}
2

-
I

£

= {xE]R“" t VyeV x‘B,-y:O}
2

..
N ||

= ﬂ{xéﬂk"” : Vy € B;V x‘y:O}

=2

= ﬁ (B:v)*
=2

(@BV)

dim (V') = dim ( (i‘é B,-V) l)

4
4n — dim (@ B,-V)
1=2

= 4n-3-dim (V).

Hence we conclude that
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Corollary 1 An isotropic subspace of R'" has dimension at most n.

Proof: Since V' C V' we have that dim(V) < dim(V’) = 4n — 3 - dim(V). This inequality implies
dim(V) < n. o

Define I}(R) to be the poset of all isotropic subspaces of R*", with the order relation V < W if
V 2 W, and adjoin a minimal element 0. This poset is graded and has rank n + 1.

Proposition 6 The set of mazimal chains in I}(R) is parametrized by the set
(1+IR+---+1R""-‘) : (1+]R+---+IR4"'5) ---(1+]R+]R2+IR3).

The construction of the isotropic subspace lattice in Example (j), is done in an analogous manner,
by starting with the two matrices

(b1) = (13)

These matrices describe how to embed the complex numbers as 2 by 2 real matrices. Observe that we
do not need versions of Lemmas 11, 12, and 13, and hence the construction may be done over a finite

field.
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9 Concluding remarks

In this paper we have generalized the theory of binomial posets and their rank selections to Sheffer
posets. We are presently considering a number of related questions. For example, the v-function
associated with the r-cubical lattice enabled us to enumerate augmented r-signed permutations. We
would like to find other examples of posets whose associated v-function leads to elegant enumerative
results.

It would be interesting to find other useful examples of linear edge labelings, such as the classical
R-labelings. For example, see Stanley [15] for an extension of R-labelings, called relative E R-labelings.
In our language a relative E R-labelingis a linear edge labeling such that n(z,y) < 1 and if 9(z,y) = 1
then n(z',y')=1forall z < z’' <y < y.

So far we know three linear analogues of the r-cubical lattice, in the cases r = 1, 2, and 4. They
correspond to the real numbers, the complex numbers and the quaternions. It is natural to ask if
there is a similar construction based on the Cayley numbers, i.e., when r = 8. Also, it would be nice
to find a construction that works for all possible r.

Recently the authors have discovered a deeper theory about the r-cubical lattice and augmented
r-signed permutations. This will appear in a forthcoming paper on the r-cubical lattice [7].

Finally, the generating function sec(rz) - (sin(pz) + cos((r — p)z)) suggests the following question:

Do other such classes of generating functions naturally occur? More generally, is there a theory of
trigonometric generating functions in enumerative combinatorics?
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