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Abstract

In this era of wireless hysteria, with continuous technological advances in
wireless communication and new wireless technologies becoming standard-
ized at a fast rate, we can expect an increased interest for wireless networks,
such as ad hoc and mesh networks. These networks operate in a distributed
manner, independent of any centralized device. In order to realize the prac-
tical benefits of ad hoc networks, two challenges (among others) need to be
considered: distributed QoS guarantees and multi-hop Internet access. In
this thesis we present conceivable solutions to both of these problems.

An autonomous, stand-alone ad hoc network is useful in many cases,
such as search and rescue operations and meetings where participants wish
to quickly share information. However, an ad hoc network connected to the
Internet is even more desirable. This is because Internet plays an important
role in the daily life of many people by offering a broad range of services. In
this thesis we present AODV+, which is our solution to achieve this network
interconnection between a wireless ad hoc network and the wired Internet.

Providing QoS in distributed wireless networks is another challenging,
but yet important, task mainly because there is no central device controlling
the medium access. In this thesis we propose EDCA with Resource Reser-
vation (EDCA/RR), which is a fully distributed MAC scheme that provides
QoS guarantees by allowing applications with strict QoS requirements to
reserve transmission time for contention-free medium access. Our scheme
is compatible with existing standards and provides both parameterized and
prioritized QoS. In addition, we present the Distributed Deterministic Chan-
nel Access (DDCA) scheme, which is a multi-hop extension of EDCA/RR
and can be used in wireless mesh networks.

Finally, we have complemented our simulation studies with real-world
ad hoc and mesh network experiments. With the experience from these ex-
periments, we obtained a clear insight into the limitations of wireless chan-
nels. We could conclude that a wise design of the network architecture that
limits the number of consecutive wireless hops may result in a wireless mesh
network that is able to satisfy users’ needs. Moreover, by using QoS mech-
anisms like EDCA/RR or DDCA we are able to provide different priorities
to traffic flows and reserve resources for the most time-critical applications.
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Chapter 1

Introduction

The interest for Wireless Local Area Networks (WLANs) based on IEEE
802.11 [1] has been growing quickly during recent years. Today, IEEE 802.11
has become a de facto standard for WLANs. As a consequence of the in-
creased popularity of WLANs, the interest for ad hoc networks has also
increased. An ad hoc network is a wireless network composed of stations
that communicate with each other directly in a peer-to-peer fashion. Thus,
an ad hoc network is independent of any existing network infrastructure,
such as base stations and access points. Examples of simple ad hoc net-
works are two mobile phones connected through Bluetooth or two laptops
connected through IEEE 802.11 (operating in ad hoc mode).

Two challenges, among many others, that need to be paid attention to
in order to realize the practical benefits of ad hoc networks, are provid-
ing distributed Quality of Service (QoS) guarantees and multi-hop wireless
Internet access. In this thesis, both of these topics are investigated.

1.1 Thesis Outline

After a short introduction in the first chapter, Chapter 2 gives a brief
overview of ad hoc networks, the IEEE 802.11 technology that supports
ad hoc networking, and routing protocols for ad hoc networks. In Chap-
ter 3, we study the interconnection between wireless and wired networks,
whereas Chapter 4 investigates the provisioning of QoS guarantees in dis-
tributed wireless networks. More specifically, it proposes an enhancement
to the contention-free medium access mechanism of IEEE 802.11e to pro-
vide QoS guarantees. Chapter 5 presents our experience from deploying
a real mesh network testbed and, finally, in Chapter 6 we summarize the
contributions of the thesis and provide general conclusions.
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Chapter 2

Ad Hoc Networks: QoS and
Routing

The meaning of the Latin word “ad hoc” is “to this”, referring to something
that is intended for a specific and non-continuing purpose. In other words,
the term refers to dealing with special needs as they occur rather than sit-
uations that are repeated on a regular basis. When it comes to computer
networks, the term refers to wireless and spontaneous computer networks
without any centralized administration or established infrastructure. A sim-
ple form of an ad hoc network is composed of two wireless devices that are
connected to each other directly and communicate in a peer-to-peer fashion.
For example, when two mobile phones send music or pictures to each other
via Bluetooth or infrared (IR) technology, they form an ad hoc network
because the connection is not permanent but rather temporarily formed to
meet a particular need.

In this chapter, we start by giving an overview of ad hoc networks. Next
we present the IEEE 802.11 technology that supports ad hoc networking and
identify its limitations when it comes to providing QoS guarantees. Then we
describe a few routing protocols designed for ad hoc networks. Finally, we
present the simulation tool that has been used in large parts of this thesis.

2.1 Ad Hoc Networks

Ad hoc networks require little configuration and allow for quick deployment.
These features make them suitable for use in situations where an infrastruc-
ture is unavailable or to deploy one is not cost- or time-effective, such as
search and rescue operations, meetings where participants wish to quickly
share information, and disaster recovery where the entire communication
infrastructure is destroyed and restoring communication quickly is crucial.

There is no specific requirement for ad hoc networks to support multi-
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CHAPTER 2. AD HOC NETWORKS: QOS AND ROUTING

hopping. Bluetooth and IR, for example, support single-hop ad hoc networks
only. However, many ad hoc networks have routing capability and thus
support multi-hopping. There are different types of ad hoc networks and
the research on the area is mainly focused on:

• Mobile Ad Hoc Networks (MANETs)

• Vehicular Ad Hoc Networks (VANETs)

• Wireless Sensor Networks (WSNs)

• Wireless Mesh Networks (WMNs)

These can be classified according to their respective typical features:
MANETs are both mobile and power-constrained, VANETs are mobile but
not power-constrained, WSNs are not mobile but very power-constrained,
and WMNs are neither mobile nor power-constrained. In this thesis, we
focus on MANETs and WMNs.

2.1.1 Mobile Ad Hoc Networks (MANETs)

A mobile ad hoc network is a multi-hop wireless network consisting of sta-
tions that are free to move randomly and organize themselves arbitrarily;
thus, the stations are usually power-constrained. These mobile stations
serve as both hosts and routers so they can forward packets on behalf of
each other. Hence, dynamic and adaptive routing protocols enable mo-
bile stations to communicate beyond their transmission range by supporting
multi-hop communication.

Since the stations are mobile and free to move randomly, the issue of
routing in a MANET has been a challenging task for a long time. Conse-
quently, there has been a lot of research focusing on routing protocols for
MANETs. Within the Internet Engineering Task Force (IETF), there is a
MANET working group with the primary goal to “standardize IP [Internet
Protocol] routing protocol functionality suitable for wireless routing appli-
cation within both static and dynamic topologies with increased dynamics
due to node motion or other factors” [2]. Among the many proposed rout-
ing protocols, the working group chose four to go on with and published
them as experimental Request for Comments (RFC). These protocols are
Ad hoc On-Demand Distance Vector (AODV) [3], Dynamic Source Routing
(DSR) [4], Optimized Link State Routing (OLSR) [5], and Topology Dis-
semination Based on Reverse-Path Forwarding (TBRPF) [6]. Two of these
protocols, AODV and DSR, are reactive, whereas the other two, OLSR
and TBRPF, are proactive. Based on the work and experience on these
protocols, the working group is developing two standard routing protocol
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specifications: one reactive MANET protocol and one proactive MANET
protocol. If the reactive and the proactive protocol turn out to have many
parts in common, the working group may decide to continue with a con-
verged approach. The goal is that the final protocols support both IPv4
and IPv6 and that they address routing security requirements. The work
with the reactive MANET protocol has resulted in the Dynamic MANET
On-demand (DYMO) [7] routing protocol, whereas Optimized Link State
Routing version 2 (OLSRv2) [8] is considered as the proactive MANET pro-
tocol.

2.1.2 Wireless Mesh Networks (WMNs)

A wireless mesh network is a multi-hop wireless network consisting of static
wireless devices that are usually not power-constrained. WMNs are the
next step in the evolution of a wireless architecture, delivering services for a
large variety of applications in Wireless Personal Area Networks (WPANs),
Wireless Local Area Networks (WLANs), and Wireless Metropolitan Area
Networks (WMANs). Currently, there are three working groups within the
IEEE 802 project that are working on WMNs. The IEEE 802.15 work-
ing group is working with a WPAN mesh standard (IEEE 802.15.5), the
IEEE 802.11 working group is working with a WLAN mesh standard (IEEE
802.11s), and IEEE 802.16 is working with WMAN mesh standard (IEEE
802.16j). In this thesis, we focus on IEEE 802.11-based mesh networks.

Unlike WLANs, mesh networks are self-configuring systems where each
Access Point (AP) may relay messages on behalf of others and thus increase
the communication range. Moreover, in regular WLANs, the (wireless) AP
has to be wired to the infrastructure; this is a paradox overcome by WMNs,
where APs can be connected to the rest of the network by wireless radio
links. Other key advantages of WMNs include ease of installation, no cable
cost, automatic connection among nodes, network flexibility, discovery of
newly added nodes, redundancy, self-healing, and reliability. Due to these
attractive characteristics, WMNs have gained the interest of researchers all
around the world.

Although ad hoc networks are said to be infrastructure-less, a WMN can
be viewed as a wireless and distributed infrastructure. Thus, the architecture
of a WMN makes it a hybrid wireless network between an infrastructure
WLAN and an ad hoc network. In essence, a WMN is able to extend the
coverage of the infrastructure network by multi-hop wireless connections
between APs. The APs in a WMN can hence be detached from any wired
infrastructure while being connected to each other through wireless links.
Essentially, we can view a mesh network as a packet-switched, multi-hop ad
hoc network composed of mesh-enabled wireless devices that form a wireless
communication infrastructure.

7



CHAPTER 2. AD HOC NETWORKS: QOS AND ROUTING

2.2 QoS in IEEE 802.11 Ad Hoc Networks

From a layered point of view, the QoS issue can be treated in different
layers of the protocol stack. However, QoS provisioning at the Medium Ac-
cess Control (MAC) sublayer1 is a necessary (but sometimes not sufficient)
condition. In other words, QoS provisioning in IEEE 802.11-based ad hoc
networks is not possible unless supported by the MAC protocol. For ex-
ample, no matter what QoS approach is used at higher layers, one cannot
guarantee, e.g., delay, jitter, throughput, and packet loss because the IEEE
802.11 MAC protocol gives an unpredictable random waiting time before
accessing the medium.

When talking about QoS guarantees, we must keep in mind that since a
wireless medium is much more unpredictable and error-prone than a wired
medium, QoS cannot be guaranteed as in a wired system, especially in un-
licensed spectra. However, it is possible to provide techniques that increase
the probability that certain traffic classes get adequate QoS and that can
provide QoS guarantees in controlled environments. This is also formulated
in the IEEE 802.11e standard amendment (Section 5.1.1.2 - Media impact
on design and performance) [9]:

When providing QoS services it should be understood that
the MAC endeavors to provide QoS ”service guarantees” within
the limitations of the medium properties identified above. That
is, particularly in unlicensed spectrum, true guarantees are often
not possible. However gradations of service are always possible,
and in sufficiently controlled environments, QoS guarantees can
truly be made.

This section gives an overview of the IEEE 802.11 standard. In par-
ticular, it describes the extensions and enhancements to the IEEE 802.11
standard with focus on IEEE 802.11e, which aims at providing QoS.

2.2.1 IEEE 802.11 and its QoS Limitations

The Wi-Fi Alliance is an industry group composed of leading WLAN man-
ufacturers. The goal of the group is to drive the adoption of a single
worldwide-accepted standard for WLANs. The group has certification pro-
grams to ensure compatibility between different Wi-Fi devices. The certifi-
cation programs are based on subsets of the IEEE 802.11 standard.

The IEEE 802.11 standard, which covers both the Physical Layer (PHY)
and the MAC sublayer, specifies two network configuration modes: infras-
tructure and ad hoc. Stations can be configured to operate in either of

1The data link layer is composed of two sublayers: Logical Link Control (LLC) and
MAC.
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2.2. QOS IN IEEE 802.11 AD HOC NETWORKS

these modes, but not in both at the same time. Using the infrastructure
network configuration, all unicast transmissions between two stations must
pass through an AP that relays them to the destination. The AP can also
be used by the stations to access the Internet. Using the ad hoc network
configuration, any station can communicate to another directly without the
need of any AP.

2.2.1.1 IEEE 802.11 PHY

The first version of the IEEE 802.11 standard was released in 1997. It spec-
ified three physical layer options: IR, Frequency-Hopping Spread Spectrum
(FHSS), and Direct Sequence Spread Spectrum (DSSS). Whereas FHSS
and DSSS operate at the Industrial, Scientific and Medical (ISM) band at
2.4 GHz, IR uses near-visible light in the 850-950 nm range for signaling.
Since all three PHY options offered low data rates of up to 2 Mbps, none
of them became widely used. The breakthrough came in 1999 with IEEE
802.11b specifying the High Rate DSSS (HR/DSSS), with a maximum data
rate of 11 Mbps. The same year, IEEE ratified IEEE 802.11a, which is
based on Orthogonal Frequency Division Multiplexing (OFDM) and allows
for data rates theoretically up to 54 Mbps. However, despite the higher
throughput, IEEE 802.11a did not become widely accepted as opposed to
IEEE 802.11b. One important reason for this is that IEEE 802.11a oper-
ates in the 5 GHz band, implying that it is not backward compatible with
the original standard. Another reason is that IEEE 802.11a has a shorter
transmission range; also a consequence of the operation in the 5 GHz band.
On the contrary, IEEE 802.11b operates in the ISM band at 2.4 GHz im-
plying longer transmission range compared to IEEE 802.11a and backward
compatibility with the original standard. Later in 2003, IEEE 802.11g was
ratified. This version, which rapidly became the most popular standard,
uses both DSSS and OFDM, operates at the 2.4 GHz ISM band, is back-
ward compatible with IEEE 802.11b and allows for data rates theoretically
up to 54 Mbps.

Currently, Task Group n (TGn) is working on IEEE 802.11n that is ex-
pected to become the next-generation standard for WLANs. The task group
is studying various enhancements to the PHY and the MAC sublayer; the
goal is to support data rates of at least 100 Mbps, measured at the interface
between the MAC sublayer and higher layers. The motivation to measure at
a higher layer than at the physical interface to the wireless medium (where
IEEE 802.11/a/b/g measure the data rate), is to better match the data rates
that a user experiences. In addition to higher data rates, IEEE 802.11n
addresses longer transmission range at existing data rates and increased re-
sistance to interference. One way to achieve these improvements is to use
the Multiple-Input Multiple-Output (MIMO) technology, which uses multi-
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ple transmitter and receiver antennas to allow for higher data rates through
spatial multiplexing and longer range by exploiting the spatial diversity. In
order to improve the transfer efficiency, the MAC sublayer can be enhanced
by aggregating multiple frames into a single PHY unit instead of initiating
a new transfer for every frame. The IEEE 802.11n amendment is expected
to be ready January 2010 as predicted by the official IEEE 802.11 working
group project timelines.

2.2.1.2 IEEE 802.11 MAC

Although there has been several enhancements to the physical layer since the
first version of the standard was released (more specifically, these enhance-
ments are IEEE 802.11a/b/g focusing on higher data rates), the medium
access mechanism in the MAC sublayer was not changed until 2005 (with
IEEE 802.11e that specifies a new coordination function). In other words,
IEEE 802.11/a/b/g used the same protocol in the MAC sublayer. The
original IEEE 802.11 standard has defined two medium access mechanisms:
the mandatory Distributed Coordination Function (DCF) and the optional
Point Coordination Function (PCF). DCF is the basis for PCF and is used
for best effort contention services. Since DCF is a distributed access method,
it can be used not only in infrastructure network configurations, but also
in ad hoc network configurations. PCF, on the other hand, is required for
contention-free services and only usable in infrastructure network configu-
rations.

Distributed Coordination Function (DCF) To control the waiting
time before medium access, DCF and PCF use four parameters called inter-
frame spaces (illustrated in Figure 2.1): Short Interframe Space (SIFS), PCF
Interframe Space (PIFS), DCF Interframe Space (DIFS), and Extended In-
terframe Space (EIFS). SIFS is the shortest waiting time and thus used to
give the highest priority for medium access. It is used before sending short
control frames, such as Clear To Send (CTS) and Acknowledgment (ACK)
frames. PIFS is a waiting time longer than SIFS but shorter than DIFS,
resulting in medium priority. It is used only by stations operating under
PCF, e.g., by the AP polling other stations. DIFS is a waiting time longer
than both SIFS and PIFS and gives therefore the lowest priority for medium
access. It is used only by stations operating under DCF, transmitting data
or management frames. EIFS is the longest waiting time used by stations
operating under DCF, but only when a transmission failure occurs. A sta-
tion that receives an incorrect frame must wait for EIFS before starting its
transmission in order to give other stations enough time to acknowledge the
frame that the station received incorrectly.

The Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
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Figure 2.1: The interframe space relationships (copied from [10]).

mechanism is used by DCF to regulate access to the shared medium. When-
ever a station desires to transmit a frame, it must invoke the carrier sense
mechanism to determine whether the medium is busy or idle. There are
two carrier sense mechanisms: one physical provided by the PHY and one
virtual, referred to as the Network Allocation Vector (NAV), provided by
the MAC sublayer. If both of these functions indicate an idle medium, the
medium is considered idle; otherwise, the medium is considered busy. If
the medium has been sensed to be idle for the duration of at least a DIFS
period, the station can initiate a transmission immediately. Otherwise, if
the medium is sensed to be busy or if it is sensed to be idle but becomes
busy before the duration of a DIFS period, the station must defer until
the end of the ongoing transmission. Then, the station must wait until the
medium is determined to be idle without interruption for the duration of a
DIFS period. Finally, it must invoke the random backoff process, which is
an additional random waiting time necessary to reduce the probability of
collisions. The random backoff is necessary because once the medium be-
comes idle following a busy medium, there is a high probability of collision
since several stations may be waiting for the medium to become idle. The
random backoff time is calculated as follows:

backoff time = random() × aSlotTime,

where random() is a uniformly distributed pseudo-random integer between
zero and Contention Window (CW) and aSlotTime is a PHY-dependent
value. The value of CW varies between CWmin and CWmax, which are
PHY-dependent, but initially the CW is set equal to CWmin. The backoff
time can be seen as a waiting time before accessing the medium and equals
to a random number of time slots. If the medium is sensed to be idle for
the duration of one complete time slot, the backoff time is decremented with
one aSlotTime. If the medium becomes busy in the middle of a time slot,
the backoff time becomes suspended until the medium is sensed to be idle
for the duration of a DIFS period. Then the backoff procedure resumes and
starts decrementing the backoff time again. Once the backoff timer reaches
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zero, the station can start transmitting. When the destination receives the
data frame, it waits for the duration of a SIFS period and responds with an
ACK frame to notify the sender of a successful reception. If two or more
stations choose the same random number, their backoff timers will reach
zero simultaneously resulting in a collision since both begin transmitting.
To reduce the probability of choosing the same random number, the CW is
doubled every time a collision occurs, from its initial value of CWmin until
CWmax is reached. Thus, the CW increases exponentially.

DCF suffers from the well-known hidden station problem that exists
among CSMA/CA-based protocols. Two stations are hidden from each
other if they are out of signal range and thus cannot hear each other. In
such a case, the carrier sense mechanisms will not work properly and the
stations may both sense the medium idle and start transmitting at the same
time to a common receiver causing a collision. To deal with the hidden
station problem, an optional handshake mechanism with Request To Send
(RTS) and CTS control frames is used to announce the neighborhood of
the impending use of the medium. Before sending a data or a management
frame, a station can transmit an RTS frame and await a CTS frame. The
control frames contain a duration field that is used to tell the neighbors
about the duration of the impending data transmission. When neighbors
receive the RTS or CTS frames, they update their NAVs so that they con-
sider the medium busy until the end of the transmission. Thus, collisions
occur only on RTS frames and are detected by the absence of a CTS frame.
Because of the additional overhead imposed by the handshake mechanism,
it is not recommended to be used for short data frames. In other words, the
RTS/CTS mechanism is used only if the length of the data or management
frames is greater than a threshold and only for unicast frames. A typical
frame exchange sequence (if the RTS/CTS mechanism is used) in DCF is
RTS-{SIFS}-CTS-{SIFS}-data-{SIFS}-ACK.

Point Coordination Function (PCF) PCF uses polling to regulate ac-
cess to the shared medium. Instead of contending for access to the medium,
the stations are polled by a Point Coordinator (PC). The PC performs the
role of the polling master and operates at an AP, which explains why the
operation of PCF is restricted to infrastructure networks. When PCF is
used, the time is divided into a Contention Period (CP), when DCF man-
ages access to the medium, and a Contention-Free Period (CFP), when PCF
controls the medium access. During a CFP, the PC maintains a polling list
of registered stations and polls them according to the list. A station is al-
lowed to start a transmission only after it has been polled. At the nominal
start of a CFP, the PC starts sensing the medium. Once the medium is
determined to be idle for the duration of a PIFS period, the PC transmits
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a Beacon frame. Thus, a CFP begins with a Beacon frame and is generated
by the PC at a defined rate, called the CFP Repetition Interval (CFPPe-
riod). At the nominal start time of each CFP, stations set their NAV to
CFPMaxDuration, which is a parameter that indicates the maximum dura-
tion of the CFP. This action prevents stations to contend for access to the
medium and thus initiate a transmission, unless they are polled by the PC.
The actual duration of a CFP is controlled by the PC, which can terminate
a CFP at or before the CFPMaxDuration, based on available traffic and size
of the polling list. During the CFP, the stations update their NAV using
the CFPDurRemaining parameter.

To give the PC a higher priority to access the medium, it waits for the
duration of a PIFS period before accessing the medium, whereas the stations
must wait for the duration of a DIFS period, which is longer. At the end
of a CFP, the PC transmits a CF-End or CF-End+ACK frame, which will
cause stations receiving the frame resetting their NAV and start contending
for access to the medium.

Regarding QoS provisioning, unfortunately both PCF and DCF have
their limitations. DCF can only provide a best-effort service and all stations
contend for access to the medium with the same priority. Thus, DCF does
not provide any differentiation mechanism to give application with QoS
requirements better service than other applications. Although PCF was
designed to support time-sensitive applications, it has a few problems that
lead to poor QoS performance. Due to this fact, together with the fact
that it is an optional and centralized access mechanism, PCF never became
commonly implemented. The main problems with PCF are the following:

• A Beacon frame transmission, which indicates the start of a CFP, may
be delayed because of a possible transmission in progress from the CP.
This will result in a shortened CFP and less time for stations with
QoS applications requiring contention-free access to the medium.

• PCF cannot handle the various QoS requirements of different types of
applications because there is no way for stations to send their require-
ments to the PC. Furthermore, the scheduling algorithm used by the
PC is rather simple, polling stations one after another.

• When a station is polled, it may send a frame between 0-2304 bytes.
Therefore, the PC is not able to predict the transmission time of the
polled stations; thus, it cannot provide any delay guarantees.

Another QoS problem, which is common for both DCF and PCF, is
that there is no admission control mechanism to regulate the usage of the
medium. An admission control mechanism is necessary to prevent perfor-
mance degradation of existing traffic streams when the network becomes
overloaded.
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2.2.2 IEEE 802.11e QoS Provisioning

Due to the QoS limitations of DCF and PCF, there has been a lot of research
focusing on the enhancement of the MAC sublayer of IEEE 802.11 to provide
QoS. To support multimedia applications with QoS requirements, the IEEE
802.11 working group started TGe to address the QoS issues in the MAC
sublayer. The work of the task group resulted in the IEEE 802.11e standard
amendment, which was completed in 2005. The new standard specifies a new
coordination function, the Hybrid Coordination Function (HCF), which has
both a contention-based and a contention-free medium access method. The
Enhanced Distributed Channel Access (EDCA) mechanism is contention-
based and provides prioritized QoS support, whereas the HCF Controlled
Channel Access (HCCA) mechanism is contention-free and provides support
for parameterized QoS. Whereas EDCA is distributed (like DCF) and can
be used in ad hoc networks, HCCA is centralized (like PCF) and thus useful
only in infrastructure networks. HCF has introduced two new important
features to solve the QoS limitations of PCF:

• Transmission Opportunity (TXOP): A TXOP is a time interval
defined by a starting time and a maximum duration. During a TXOP,
a station may send several frames as long as the duration of the trans-
missions does not extend beyond the maximum duration. Since no
transmission can violate the TXOP limit, frames that are too large
to be transmitted in a single TXOP, must be fragmented into smaller
frames. Using ad hoc network configuration, broadcast and multicast
frames are not allowed to be sent more than one at a time. These
bounded time intervals were introduced to solve the problem with un-
known transmission times of polled stations in PCF. Furthermore, the
problem of shortened CFPs is solved by requiring TXOPs not to ex-
tend across the time for a Beacon frame transmission.

• Traffic Specification (TSPEC): A TSPEC describes the QoS re-
quirements of a traffic stream by specifying a set of parameters, such
as nominal/maximum MAC Service Data Unit (MSDU) size, mini-
mum/maximum Service Interval (SI), minimum/mean/peak data rate,
service start time, burst size, delay bound, minimum PHY rate, and
medium time (see Figure 2.2). Most of the above-mentioned parame-
ters are typically set according to the requirements from the applica-
tion, whereas some are generated locally within the MAC. The param-
eter minimum/maximum SI specifies the minimum/maximum time in-
terval between the start of two consecutive TXOPs and service start
time specifies the time when the service period starts, i.e., when the
station expects to be ready to send frames. The burst size parameter
specifies the maximum size of the data burst that can be transmitted
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Octets:
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1
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4 4

2 4

4

44 4

224

Figure 2.2: The TSPEC element format.

at the peak data rate. The TSPEC was introduced to solve the prob-
lem with the inability for a station to send its QoS requirements to an
AP.

In addition to the QoS enhancements, the IEEE 802.11e specification has
defined the following optional features to improve the MAC performance:
Automatic Power-Save Delivery (APSD), Block Acknowledgment (BA), and
Direct-Link Setup (DLS). The APSD is an enhancement to the existing
power save mechanism in IEEE 802.11 and used for delivery of downlink
unicast frames to power-saving stations.

The BA mechanism allows a station to aggregate several (up to 64)
ACK frames into one, instead of sending one ACK after each successfully
received data frame. Once the BA mechanism is initialized by an exchange
of Add Block Acknowledgment (ADDBA) Request/Response frames, blocks
of data frames can be transmitted. When the sender needs an ACK, it
sends a Block Ack Request (BlockAckReq) control frame to the receiver,
which replies with a Block Ack (BlockAck) control frame acknowledging the
successfully received data frames. There are two types of BA mechanisms:
immediate BA and delayed BA. If the immediate BA mechanism is used,
the BlockAck frame must be sent immediately after a BlockAckReq frame
is received. However, if the delayed BA mechanism is used, an ACK frame
is used to respond to a BlockAckReq frame and the BlockAck frame can
be delayed and sent somewhat later. The delayed BA option is intended to
be used by stations with low processing power, i.e., to give these stations
enough time to calculate and prepare the content of the BlockAck frame. A
BA setup can be torn down, e.g., when there are no more data frames to be
sent, by sending a Delete Block Ack (DELBA) frame.

The DLS mechanism allows stations operating in infrastructure mode to
transmit frames directly to each other (the same way that stations operating
in ad hoc mode communicate) without relying on the AP to forward the
frames. DLS requires a handshake process where the station intending to
initiate a direct link to another station sends a DLS Request Action frame
to the QoS Access Point (QAP). The QAP relays the request to the other
station, which responds with a DLS Response. The QAP relays the response
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back to the station that requested the DLS and finally, in case of successful
negotiation, the two stations can communicate with each other directly.

2.2.2.1 Enhanced Distributed Channel Access (EDCA)

EDCA is a distributed, contention-based medium access mechanism and
an enhanced variant of DCF. The main problem with DCF, regarding QoS
provisioning, is that it cannot provide any service differentiation since all
stations have the same priority, i.e., the same CWmin, CWmax and waiting
time before backoff or transmission (equal to DIFS). In addition, DCF uses
one single transmit queue and one channel access function. To overcome
these problems, each station using the EDCA mechanism has four Access
Categories (ACs); for each of these there is one transmit queue with an
Enhanced Distributed Channel Access Function (EDCAF) that contends
for TXOPs independently of the EDCAFs of the other ACs. Thus, each
AC behaves like an enhanced and independent DCF contending for medium
access.

In order to prioritize a traffic stream, the Differentiated Services Code
Point (DSCP) value must be modified by the application. This value is
contained in the six least significant bits of the Differentiated Services (DS)
field, which supersedes the Type of Service (TOS) field in the IPv4 header
and the Traffic Class field in the IPv6 header. Once the DSCP value is set
in the IP header, the packet is assigned a User Priority (UP) and based on
these UPs each frame is mapped to an AC according to Table 2.1. Besides
using the UPs, frames can be mapped to ACs based on frame types. The
management type frames, for example, shall be sent from AC VO (without
being restricted by any admission control though) and RTS frames shall use
the same AC as the corresponding data or management frame(s). The four
ACs can be used for different types of traffic: AC BK for background traffic,
AC BE for best effort traffic, AC VI for video traffic and AC VO for voice
traffic. Differentiated medium access is realized by varying the contention
parameters for each AC:

• CWmin[AC] and CWmax[AC] - the minimum and maximum value
of the CW used for calculation of the backoff time. These values
are variable and no longer fixed per PHY as with DCF. By assigning
low values to CWmin[AC] and CWmax[AC], an AC is given a higher
priority.

• Arbitration Interframe Space Number (AIFSN[AC]) - the number of
time slots after a SIFS duration that a station has to defer before either
invoking a backoff or starting a transmission. AIFSN[AC] affects the
Arbitration Interframe Space (AIFS[AC]), which specifies the duration
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Table 2.1: Mapping from UPs to ACs.

Priority User Priority Access Category Designation TOS DSCP

(same as in 802.1D)

lowest 1 AC BK Background 32 8

2 AC BK Background 64 16

0 AC BE Best Effort 0 0

3 AC BE Best Effort 96 24

4 AC VI Video 128 32

5 AC VI Video 160 40

6 AC VO Voice 192 48

highest 7 AC VO Voice 224 56

(in time instead of number of time slots) a station must defer before
backoff or transmission:

AIFS[AC] = SIFS + AIFSN [AC] × aSlotT ime

Thus, by assigning a low value to AIFSN[AC], an AC is given a high
priority.

• TXOP limit[AC] - the maximum duration of a TXOP. A value higher
than zero means that an AC may transmit multiple frames (if all be-
long to the same AC since a TXOP is given to an EDCAF in a specific
AC and not to a station) as long as the duration of the transmis-
sions does not extend beyond the TXOP limit[AC]. A TXOP limit[AC]
value equal to zero indicates that only one data or management frame
(plus any corresponding RTS/CTS frames) may be sent. Thus, by
assigning a high value to the TXOP limit[AC], an AC is given a high
priority.

Table 2.2a and Table 2.2b show the default values for the contention
parameters of each AC. The values of these parameters can be changed
by the QAP announcing the new values in selected Beacon frames, any
Probe Response or (Re)Association Response frames. In order to prevent
stations to interfere with the operation of APs, it is important to have
AIFSN[AC] ≥ 2 for stations, resulting in AIFS[AC] ≥ DIFS. If the backoff
timer of two or more ACs in a single station counts down to zero at the same
time, an internal collision occurs. These virtual collisions are resolved such
that the high-priority AC is given access to the medium, whereas the other
AC(s) act as if there was an external collision on the wireless medium.
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Table 2.2: The default EDCA parameter set.

(a) IEEE 802.11b PHY

AC CWmin CWmax AIFSN TXOP limit

AC BK 31 1023 7 0

AC BE 31 1023 3 0

AC VI 15 31 2 6.016 ms

AC VO 7 15 2 3.264 ms

(b) IEEE 802.11a/802.11g PHY

AC CWmin CWmax AIFSN TXOP limit

AC BK 15 1023 7 0

AC BE 15 1023 3 0

AC VI 7 15 2 3.008 ms

AC VO 3 7 2 1.504 ms

2.2.2.2 Hybrid Controlled Channel Access (HCCA)

HCCA is the centralized, contention-free medium access mechanism of HCF
and uses a Hybrid Coordinator (HC), collocated with the QAP, to manage
access to the medium. Whenever the medium is sensed to be idle for at least
PIFS, the QAP may take control over the medium and start a Controlled
Access Period (CAP). A CAP is a time period during which a QAP main-
tains control of the medium to allocate TXOPs to itself or other stations for
contention-free medium access. It may span multiple consecutive TXOPs
and its maximum duration is limited by a parameter specified in the stan-
dard. The QAP has a higher medium access priority than other stations
since it needs to wait for only PIFS, which is shorter than DIFS and AIFS
that other stations must wait, before accessing the medium. In HCCA,
stations are allowed to reserve TXOPs for their traffic streams by sending
an Add Traffic Stream (ADDTS) Request frame to a QAP. The ADDTS
Request is a management Action frame and contains a TSPEC. Since appli-
cations with QoS requirements have the possibility to specify required QoS
parameters in the TSPEC, HCCA is said to provide parameterized QoS.

The IEEE 802.11e standard amendment specifies a reference design for
a sample scheduler and an Admission Control Unit (ACU). These use the
mandatory set of TSPEC parameters to decide on admission and generate
a schedule:

• ρ: Mean Data Rate (from the negotiated TSPEC)

• L: Nominal MSDU Size (from the negotiated TSPEC)
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• SImax: Maximum Service Interval or D: Delay Bound

• R: Physical Transmission Rate (equal to the Minimum PHY Rate
negotiated in the TSPEC or the observed PHY Rate)

• M: Maximum Allowable Size of MSDU

• O: Overheads in time units (including interframe spaces, ACK frames
and CF-Poll frames)

The admission control and scheduling procedure can be described ac-
cording to the following four steps:

1. Calculate SI.
First the scheduler calculates the minimum m of all SImax for all
admitted streams. Then SI equals a value lower than m that is a
submultiple of the beacon interval. For example, if the beacon interval
is equal to 100 ms, SI can have one of the following values: {2, 4, 5,
10, 20, 25, 50} ms.

2. Calculate the number of MSDUs that arrive at the mean data
rate during SI.
For traffic stream i, where L and ρ are given by the application, the
number of arrived MSDUs during SI equals

Ni =

⌈

SI × ρi

Li

⌉

3. Calculate the TXOP duration.
The scheduler calculates the TXOP duration as the maximum of (a)
the time to transmit Ni frames at Ri plus overhead and (b) the time to
transmit one maximum size MSDU at Ri plus overhead. This way, the
scheduler ensures that the station can transmit at least one maximum-
sized MSDU during a TXOP. Thus, the TXOP duration for traffic
stream i equals

TXOPi = max

(

Ni × Li

Ri

+ O,
M

Ri

+ O

)

4. Admit or reject the traffic stream.
Assuming that there are k admitted streams, a new stream (k+1 ) can
be admitted if it satisfies the following inequality:

TXOPk+1

SI
+

k
∑

i=1

TXOPi

SI
≤

T − TCP

T
,
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where T is the beacon interval and TCP is the time used for EDCA
traffic. The last term ensures that some amount of time is saved for
contending low-priority streams.

It should be noticed that SI must be recalculated when a new traffic
stream with SImax smaller than the current SI is admitted. This will in
turn lead to the recalculation of the TXOP duration based on the new value
of SI.

To improve the performance of the scheduler, it can for example be mod-
ified to generate different SIs for different traffic streams or consider retrans-
missions while calculating TXOP durations. To improve the performance
of the admission control algorithm, it might include UPs in the decision of
admitting, retaining, or dropping a traffic stream. Thus, the scheduler and
the admission control algorithm presented in the IEEE 802.11e specification
are just examples and any modification can be made in order to improve
their performance (see Section 4.2.1).

2.2.3 Real-World EDCA Experiments

As discussed in Section 2.2.2.1, we can use the EDCA medium access proto-
col to provide service differentiation. We have hence run a preliminary QoS
experiment with integrated Intel PRO/Wireless 3945ABG Network Con-
nection wireless cards on three laptops (say A, B, and C) operating in ad
hoc mode. In the experiments, we used the default values of the wireless
cards, i.e., channel 11, IEEE 802.11b/g, ad hoc power management disabled,
EDCA enabled, HD mode disabled (a feature reducing interference in en-
vironments with several nearby APs), CTS-to-self enabled, power manage-
ment optimized for maximum battery life, balanced setting between roaming
and performance, throughput enhancement disabled, and highest transmit
power optimized for maximum coverage.

In the first experiment, three stations are positioned in a straight line,
equally distanced, with B in the middle. Both nodes A and C send data
to B. The outcome has been captured using the network protocol analyzer
WireShark and is shown in Figure 2.3. Basically, two streams are simulta-
neously present on the channel: a best effort stream (the red curve) and a
prioritized voice stream (the green curve). The black curve denotes the sum
of the throughput of both streams.

First, we start a best effort stream from node A to B starting at 4 s and
going on until 6 s. Since this is the only active stream during this period,
its throughput curve (in red) overlaps with the curve representing the total
throughput (in black). We can see that the throughput of the best effort
stream is around 1 Mbps. Then, at 6 s, a voice stream is started from node
C to B. This is depicted by the green curve going on approximately from
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Figure 2.3: EDCA experiments with voice (green) and best effort (red)
streams. The black curve shows the sum of the throughput of both streams.

6 s to 12 s. The figure shows that the throughput of the best effort stream
falls to around 200 kbps, whereas the voice stream gets around 1.5 Mbps.
This is obviously because EDCA succeeds in prioritizing the high-priority
voice stream and transmit its data frames using AC VO. The low-priority
best effort stream, on the other hand, is transmitted using AC BE. This
results in longer waiting times before trying to access the wireless medium
and no possibility to transmit more than a single data frame at a time; or in
other words, lower throughput. At 12 s, the voice stream is stopped and the
best effort stream recaptures the available bandwidth of the channel, again
climbing up to 1 Mbps.

In the second experiment, we continued to analyze the effectiveness of
EDCA in prioritizing data flows. The outcomes are reported in Figure 2.4a
and Figure 2.4b, showing the average jitter of a Voice over IP (VoIP) stream
among a node pair, when a variable number (from zero to five) of concurrent
User Datagram Protocol (UDP) streams share the same link. Moreover, we
also vary the data rate of each of the considered UDP streams for a certain
testbed configuration from 2 Mbps to 8 Mbps (2 Mbps, 4 Mbps ... 8 Mbps in
the charts). Figure 2.4a presents the average jitter of the VoIP stream when
no EDCA priority is exploited, whereas Figure 2.4b shows the same outcome
when a high priority is assigned to the VoIP packets. As it is evident,
without any priority (Figure 2.4a) the average jitter experienced by the
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Figure 2.4: Average jitter experienced by a VoIP stream when competing
with concurrent UDP streams: (a) all streams have the same priority equal
to zero (see Table 2.1) and (b) the VoIP stream is given high priority equal
to seven.

VoIP stream grows very quickly as soon as we introduce some background
traffic. Instead, Figure 2.4b demonstrates that when EDCA is employed,
even with five concurrent UDP streams of 8 Mbps each, the average jitter
experienced by the high-priority VoIP stream remains very little.

2.2.4 IEEE 802.11 Standards and Recommendations

The standards, recommendations, and TGs in the IEEE 802.11 working
group have been expanding for a long time. To bring some order into the
alphabet soup, the work of all TGs is summarized here [11, 12]. Note that
there is no standard or task group called ”802.11x”, which sometimes is used
to denote any current or future IEEE 802.11 standard. Furthermore, IEEE
802.11l, IEEE 802.11o, and IEEE 802.11q are not used.
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• IEEE 802.11 - a WLAN standard specifying the PHY and the MAC
sublayer. It specifies three PHY options with data rates of 1-2 Mbps:
IR at 850-950 nm, FHSS and DSSS at 2.4 GHz. (1997)

• IEEE 802.11a - a PHY amendment at the 5 GHz band providing data
rates up to 54 Mbps. (1999)

• IEEE 802.11b - a PHY amendment extending IEEE 802.11 PHY (DSSS)
at the 2.4 GHz band to support 5.5 and 11 Mbps. (1999)

• IEEE 802.11c - a network interoperability amendment that deals with
bridge operation procedures. A bridge is a device that connects local
area networks with a similar or identical MAC protocol. This amend-
ment is included in the IEEE 802.1D standard. (2003)

• IEEE 802.11d - a “global harmonization” amendment that defines
PHY requirements to satisfy regulatory domains since the allowed
frequencies, power levels and signal bandwidth may differ between
different countries. Thus, the specification eliminates the need for
manufacturing country-specific products. (2001)

• IEEE 802.11e - a QoS amendment that defines enhancements to the
IEEE 802.11 MAC sublayer. In addition to providing QoS, the amend-
ment improves the MAC performance by specifying functions such as
Block Acknowledgment (BA), Direct-Link Setup (DLS), and Auto-
matic Power-Save Delivery (APSD). (2005)

• IEEE 802.11F - an AP interoperability recommendation that defines
an extension (Inter-Access Point Protocol) to IEEE 802.11 to simplify
wireless communications among APs from different vendors. This doc-
ument was published in 2003 but withdrawn in 2006. (2003)

• IEEE 802.11g - a PHY amendment extending IEEE 802.11 PHY to
support data rates up to 54 Mbps at the 2.4 GHz band. This amend-
ment is backward compatible with IEEE 802.11b. (2003)

• IEEE 802.11h - a spectrum and transmit power management amend-
ment that allows IEEE 802.11a devices to co-exist with devices using
other amendments operating at the same 5 GHz frequency band. In
the European Union, the 5 GHz band is used for, e.g., satellite com-
munication, so the amendment uses a dynamic frequency selection
mechanism to prevent selection of congested channels. The transmit
power control function of the amendment adjusts the power to the EU
requirements. (2004)
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• IEEE 802.11i - a security amendment that defines enhancements to the
IEEE 802.11 MAC sublayer. The amendment supersedes the Wired
Equivalent Privacy (WEP) algorithm, which was specified in the orig-
inal standard and had severe security weaknesses. (2004)

• IEEE 802.11j - an amendment that specifies the 4.9-5 GHz operation
in Japan. It defines methods that let APs move to new frequencies
or change the channel width for better performance and capacity and
not to interfere with other wireless devices using the same frequency
band in Japan. (2004)

• IEEE 802.11k - an amendment for radio resource measurement that is
intended to improve the way the traffic is distributed within a WLAN.
Instead of connecting to the AP with the strongest signal, a station
will also consider the load of the existing APs. In other words, IEEE
802.11k provides information to discover the best available AP. Thus,
a station may connect to an AP with a weaker signal but that is un-
derutilized, thereby increasing the overall performance in the WLAN.
(2008)

• IEEE 802.11l - not used

• IEEE 802.11m - an initiative to perform editorial corrections, clarifica-
tions, and interpretations in the IEEE 802.11 family specifications. Af-
ter merging eight published amendments (IEEE 802.11a/b/d/e/g/h/i/j)
with the IEEE 802.11-1999 standard, the IEEE 802.11 standard was
updated in 2007 and called IEEE 802.11-2007. The work of TGm is
still continuing.

• IEEE 802.11n - an upcoming amendment that is expected to be the
successor of IEEE 802.11g. The goal is to improve the PHY and
the MAC sublayer to enable higher throughput (several hundreds of
Mbps), partly by adding MIMO technology, i.e., by using multiple
transmitter and receiver antennas.

• IEEE 802.11o - not used

• IEEE 802.11p - an upcoming amendment that defines enhancements
required to support Intelligent Transportation Systems (ITS) appli-
cations, such as toll collection, vehicle safety services, and commerce
transactions via cars. The goal is to enable communication between
vehicles and roadside APs or other vehicles. This includes data ex-
change between high-speed vehicles and between these vehicles and
the roadside infrastructure in the licensed ITS band of 5.9 GHz. The
amendment is sometimes referred to as Wireless Access for the Vehic-
ular Environment (WAVE).
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• IEEE 802.11q - not used

• IEEE 802.11r - an amendment for fast roaming of stations. This
amendment will enable connectivity aboard vehicles in motion, with
fast roaming from one AP to another. Furthermore, it will facili-
tate the deployment of IP-based telephony over IEEE 802.11-enabled
phones. (2008)

• IEEE 802.11s - an upcoming amendment for mesh networking that
defines extensions to the IEEE 802.11 MAC sublayer. The purpose of
the project is to provide a protocol for auto-configuring paths between
APs over multi-hop topologies.

• IEEE 802.11T - a recommendation that specifies test methods and
metrics to measure and evaluate the performance of IEEE 802.11-
based devices and networks. (2008)

• IEEE 802.11u - an upcoming amendment extending both the PHY and
the MAC sublayer to enable interworking with external networks (e.g.,
the Internet or cellular networks). Since IEEE 802.11-based WLANs
has become more widespread, this work started to solve the problems
related to the connection of a WLAN to an external network in a
standardized manner.

• IEEE 802.11v - an upcoming amendment extending both the PHY
and the MAC sublayer to provide wireless network management for
stations.

• IEEE 802.11w - an upcoming amendment with focus on security of
management frames by enhancing the MAC sublayer. The IEEE
802.11i amendment addresses the security of only data frames so the
WLANs are still vulnerable to malicious attacks because of the unpro-
tected management frames.

• IEEE 802.11x - not used

• IEEE 802.11y - an amendment extending the PHY and using the 3.65-
3.7 GHz band, which previously was reserved for fixed satellite service
networks. The amendment will provide a standardized interference
avoidance mechanism and streamline the adoption of new frequencies
in the future. (2008)

• IEEE 802.11z - an upcoming amendment specifying DLS extensions.
The goal is to allow operation with non-DLS capable APs and allow
stations with an active DLS session to enter power save mode.
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• IEEE 802.11aa - an upcoming amendment for robust streaming of
audio video transport streams.

• IEEE 802.11ac - an upcoming amendment for very high throughput
below the 6 GHz frequency band.

• IEEE 802.11ad - an upcoming amendment for very high throughput
in the 60 GHz band. The goal is to specify modifications to both
PHY and MAC to enable very high throughput in the 60 GHz band
(typically 57-66 GHz).

2.3 Routing in Ad Hoc Networks

In order to allow for multi-hop communication, a source needs a routing
protocol to find a route, through possible intermediate stations, to the des-
tination. These routing protocols can be classified into two main classes2:
proactive and reactive routing protocols. In proactive routing, the routing
table of every station is updated periodically. Thus, the delay before sending
a packet is minimal but at the cost of increased routing overhead. On the
contrary, reactive routing is performed on-demand, i.e., the sending station
searches for a route to the destination station only when it needs to com-
municate with it. Hence, the routing overhead is minimized but the route
discovery process may result in considerable delay. The following sections
give an overview of some common ad hoc routing protocols.

2.3.1 Ad hoc On-Demand Distance Vector (AODV)

AODV is a popular, reactive routing protocol, which guarantees loop-free
routes by using sequence numbers that indicate how new a route is. Its
reactive property implies that a station requests a route only when it needs
one. AODV requires each station to maintain a routing table containing
one route entry for each destination that the station is communicating with.
Each route entry keeps track of certain fields, including Destination IP Ad-
dress, Destination Sequence Number, Next Hop (a neighbor station chosen to
forward packets to the destination), Hop Count (the number of hops needed
to reach the destination), and Lifetime (the expiration or deletion time of
the route).

Whenever a station determines that it needs a route to a station for which
it does not have a route, it starts the route discovery process by broadcasting
a Route Request (RREQ) and starting a timer to wait for the reception of a
Route Reply (RREP). A neighbor receiving a RREQ sends a RREP back to
the source if it is either the destination or if it has an unexpired route to the

2There are other ways to categorize ad hoc routing protocols [13, 14, 15, 16].
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destination. If none of these two cases is satisfied, the neighbor rebroadcasts
the RREQ. To prevent dissemination of duplicated RREQs, stations keep a
cache where they store the source IP address and ID of the received RREQs
during a short period of time. If the stations receive another RREQ with
the same source IP address and RREQ ID during this period, it is discarded.

When searching for a route to the destination, the source may use the
expanding ring search technique to prevent unnecessary network-wide dis-
semination of RREQs. This is done by controlling the value of the Time
To Live (TTL) field in the IP header, which defines the maximal number of
hops a RREQ can move through the network.

When a link break occurs, the station upstream of the break invali-
dates all its routes that use the broken link and broadcasts a Route Error
(RERR). The RERR contains a list of each destination that has become
unreachable due to the link break. Upon reception of a RERR, a station
invalidates possible routes to the unreachable destinations and broadcasts a
new RERR. This process continues until the source receives a RERR. The
source invalidates the listed routes and re-initiates a route discovery process
if needed.

2.3.2 Dynamic Source Routing (DSR)

DSR is a purely reactive routing protocol that uses source routing to send
packets. Source routing means that the header of each data packet carries
the complete list of intermediate stations to the destination. Consequently,
the overhead caused by DSR increases but, on the other hand, its entirely
reactive behavior means that DSR requires no periodic packets of any kind;
thereby decreasing the overhead. An advantage of source routing is that
stations forwarding or overhearing data packets, can cache the routing in-
formation included in the header of the data packets for future use. Other
advantages of using source routing are that it guarantees loop-free routes
and supports the use of multiple routes to any destination. The support for
multiple routes results in fast reaction to routing failures since a station can
try another cached route.

The route discovery process is initiated only if a station needs a route
that cannot be found in the route cache. The station broadcasts a Route
Request, which contains the address of the source and the destination, and a
unique identification number. An intermediate station that receives a Route
Request searches its route cache for a route to the destination. If no route
is found, the intermediate station appends its address to the route record of
the Route Request and rebroadcasts the message. The message propagates
through the network until it reaches either the destination or an intermediate
station with a route to the destination. Then, a Route Reply, containing the
proper hop sequence for reaching the destination, is generated and sent back
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to the source station. To limit the number of propagated Route Requests, a
station discards Route Requests that it has received recently with the same
identification number and destination address or if its address is already
present in the route record of the Route Request.

Route maintenance is used to handle route breaks. When a station
encounters a transmission problem at its data link layer, DSR removes the
route with the broken link from its route cache and generates a Route Error.
The Route Error is sent to each station that has sent a packet routed over
the broken link. When a station receives a Route Error, it removes the hop
in error from its route cache.

2.3.3 Optimized Link State Routing (OLSR)

OLSR is a proactive routing protocol developed for ad hoc networks. The
routing tables are kept updated by regularly exchanging topology informa-
tion; thus, routes are maintained for all known destinations at all times.
OLSR substantially reduces the large message overhead, which usually is
associated with classical flooding mechanisms, by reducing redundant re-
transmissions. This is done by allowing only some selected stations, called
Multipoint Relays (MPRs), to forward the broadcast messages during the
flooding process. Each station in the network selects a subset of its neigh-
bors as MPRs. To avoid problems associated with uni-directional links,
the candidates for MPRs must have a bi-directional link to the selecting
station. Another optimization is achieved by minimizing the set of links
flooded in the network. As opposed to the classic link state algorithm, a
station declares only the MPR links to its neighbors, rather than all links
to all neighbors.

The concept of relaying in OLSR has been inherited from the MAC pro-
tocol High Performance Radio Local Area Network type 2 (HiperLAN/2)3,
which is standardized by the European Telecommunications Standards In-
stitute (ETSI).

2.3.4 Topology Dissemination Based on Reverse-Path
Forwarding (TBRPF)

TBRPF is a proactive, link state routing protocol designed for ad hoc net-
works. It provides hop-by-hop routing along shortest paths to each des-
tination. Each station running TBRPF computes a source tree (providing
paths to all reachable stations) based on partial topology information stored

3Before IEEE 802.11 became a de facto standard for WLANs, HiperLAN/2 was consid-
ered as a competitor. However, today we know that HiperLAN/2 did not become widely
used, despite advertised advantages compared to IEEE 802.11 (e.g., regarding QoS provi-
sioning), which had many unsolved problems that were dealt with in later amendments.
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in its topology table, using a modification of Dijkstra’s algorithm. To mini-
mize overhead, each station reports only part of its source tree to neighbors.
TBRPF uses a combination of periodic and differential updates to keep all
neighbors informed of the reported part of its source tree. Each station
also has the option to report additional topology information (up to the
full topology), to provide improved robustness in highly mobile networks.
TBRPF performs neighbor discovery using “differential” HELLO messages
that report only changes in the status of neighbors. This results in HELLO
messages that are much smaller than those of other link state routing pro-
tocols.

2.3.5 Dynamic MANET On-demand (DYMO)

DYMO is a reactive routing protocol and the main candidate for the up-
coming reactive MANET routing protocol. It is based on the work and
experience from previous reactive routing protocols, especially AODV and
DSR. To ensure loop-free routes, DYMO uses the same technique as in
AODV, namely sequence numbers. The route discovery process is done us-
ing RREQs and RREPs, whereas RERRs are used to maintain routes. The
stations monitor links on active routes through, e.g., link layer feedback,
neighbor discovery, and route timeouts. The DYMO draft specifies the base
specification but by using the generalized MANET packet and message for-
mat [17], it is prepared for extensions.

2.3.6 Optimized Link State Routing version 2 (OLSRv2)

As the name implies, the OLSRv2 is very similar to the OLSR protocol
described earlier. The protocol has the same key optimization techniques as
in the OLSR protocol, i.e., using MPRs responsible for forwarding control
traffic that must be flooded in the entire network, and maintaining partial
link state information to reduce the number and size of the network-wide
broadcasts.

The main differences compared to the first version are more flexible sig-
naling framework and some simplifications on the messages. As opposed
to OLSR, but just like DYMO, OLSRv2 is prepared to use the MANET
Neighborhood Discovery Protocol (NHDP) [18] and the generalized MANET
packet and message format specified by the IETF MANET working group.
Consequently, as opposed to OLSR, OLSRv2 allows for modifications of
existing control messages and extensions with new message types.
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2.4 Simulation of Ad Hoc Networks

There are many network simulation tools used by the research community;
the most popular ones are ns-2, ns-3, OPNET, OMNET++, QualNet, NC-
TUns, etc. In this thesis we used the network simulator ns-2 [19], which is
an object-oriented, discrete event simulator for networking research. The
reasons for this choice are that ns-2 is free to download and use, provides a
wide range of features, has an open source code that can be modified and
extended, and has an active community continuously helping to improve the
simulator. ns-2 provides substantial support for simulation of Transmission
Control Protocol (TCP), routing and multicast protocols over wired and
wireless networks. The simulator is a result of an on-going effort of research
and development. Even though there is a considerable confidence in ns-2,
it is not a polished and finished product yet and bugs are being discovered
and corrected continuously.

The ns-2 simulator is written in C++, with an Object Tool Command
Language (OTcl) interpreter as a command and configuration interface. The
C++ part, which is fast to run but slower to change, is used for detailed
protocol implementation. The OTcl part, on the other hand, which runs
much slower but can be changed very quickly, is used for simulation configu-
ration. One of the advantages of this split-language programming approach
is that it allows for fast generation of large scenarios. On the other hand,
one disadvantage is that modifying and extending the simulator requires
programming and debugging in both languages simultaneously. To simply
use the simulator, it is sufficient to know OTcl. However, modification to
existing protocols or implementation of new ones requires C++ knowledge.

Network Animator (NAM) is an animation tool for viewing network
simulation traces and real world packet traces. It supports topology layout,
packet level animation and various data inspection tools. Figure 2.5 shows
a NAM window explaining the most important functions.

Before starting to use NAM, a trace file needs to be created. This trace
file is usually generated by ns-2. It contains topology information, e.g.,
stations and links, as well as packet traces. During a simulation, the user
can produce topology configurations, layout information and packet traces
using tracing events in ns-2.

Once the trace file is generated, NAM can be used to animate it. Upon
startup, NAM will read the trace file, create topology, pop up a window,
do layout if necessary and then pause at time 0. Through its user interface,
NAM provides control over many aspects of the animation.
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Figure 2.5: Screenshot of a NAM window.

Appendix A - Configuration of IEEE 802.11e-capable
Stations

In order to ease the performance evaluation of EDCA technology, we have
developed the tools described below. It is our hope that these tools may be
valuable to continue ad hoc research. Therefore, we have decided to make
them available online at http://www.eit.lth.se/staff/ali.hamidian.

• qostest.exe - This is a program written in C# that can behave as either
a sender or receiver. It sets various socket options to either enable
or disable QoS settings, such as the DSCP value in the IP header;
it was hence utilized to perform the preliminary QoS evaluation in
Section 2.2.3. When configured as sender, the sending rate can be
specified by calculating the ratio of the packet size to the sending rate
(taken as arguments). When configured as receiver, it can receive an
indefinite number of packets: a timeout can be specified to eventually
block the receive call. Upon timing out, the receiver will print statistics
that are specific to a certain run.

• parsedotnet.pl - This is a Perl script that parses the output of the
qostest.exe program for several runs, and prints summarized statistics.
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It takes a filename as an argument: it assumes the file contains data
for several runs of qostest.exe, and then proceeds to calculate averages
based on the run information. The output of this program can then
be easily loaded into tools such as MATLAB to ease the plotting and
analysis process.

However, enabling QoS settings via software is not enough: it is neces-
sary to activate the IEEE 802.11e EDCA also via hardware. To this aim,
we have to point out that finding a wireless card that could support EDCA
in ad hoc mode has not been an easy task; in fact, most commercial cards
have support for EDCA in infrastructure mode only. Even worse, some
vendors promise support for EDCA also in ad hoc mode without fulfilling
this promise. It should also be mentioned that the Wi-Fi Alliance has an
optional certification testing support for multimedia content over Wi-Fi net-
works, Wi-Fi MultiMedia (WMM), but this program checks EDCA support
in infrastructure mode only and not in ad hoc mode. In other words, EDCA
support in ad hoc mode is totally up to the vendor to implement. The only
wireless cards we have found that could use EDCA in an ad hoc mode are:

• Intel PRO/Wireless 3945ABG Network Connection

• Intel Wireless WiFi Link 4965AGN

In our experiments, we used the Intel PRO/Wireless 3945ABG Network
Connection wireless cards that were integrated in our laptops. Once having
a wireless card that supports EDCA in ad hoc mode, this feature has to
be enabled in the hardware. To this aim, in the following we report sketch
instructions on how to do it.

1. Set up an ad hoc network:
Start ⇒ Control Panel ⇒ Network Connection ⇒ Wireless Network
Connection ⇒ Properties ⇒ Wireless Networks ⇒ Add...

• Network name (SSID): MyAdHocNetwork

• Network Authentication: Open

• Data Encryption: Disabled

• Click the box This is computer-to-computer (ad-hoc) network;
wireless access points are not used

2. Set a static IP address:
Start ⇒ Control Panel ⇒ Network Connection ⇒ Wireless Network
Connection ⇒ Properties ⇒ Internet Protocol (TCP/IP) ⇒ Properties
⇒ Use the following IP address
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• IP address: 192.168.10.1

• Subnet mask: 255.255.255.0

3. Enable the use of the IP TOS socket option:
Start ⇒ Run ⇒ regedit ⇒ HKEY LOCAL MACHINE\SYSTEM\Curr-
entControlSet\Services\Tcpip\Parameters ⇒ Edit ⇒ New ⇒ DWORD
Value

• Create and set a new DWORD registry value:
DisableUserTOSSetting=0

4. Enable WMM in ad hoc mode:
Start ⇒ Control Panel ⇒ Network Connection ⇒ Wireless Network
Connection ⇒ Properties ⇒ Configure ⇒ Advanced ⇒ Ad Hoc QoS
Mode
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Chapter 3

Internet Connectivity for
MANETs

Although an autonomous, stand-alone MANET is useful in many cases, a
MANET connected to the Internet is much more desirable. This is because
Internet plays an important role in the daily life of many people by offering
a broad range of services. This network interconnection between a wireless
MANET and the wired Internet is achieved by using an ad hoc routing
protocol that is able to route packets not only within a MANET, but also
from a MANET to the Internet. However, most ad hoc routing protocols
have been designed to route packets within an autonomous MANET and
not between a MANET and a wired network. Therefore, we have extended
the AODV routing protocol to provide Internet access to mobile stations in
a MANET. Our solution is called AODV+ and the reason we chose AODV
as the basis for our solution is that AODV is a popular and widely used ad
hoc routing protocol.

In addition to an ad hoc routing protocol with support for Internet
access, we also need Internet gateways1 that act as bridges between the two
networks. In other words, we need gateways that can translate between
both “languages” since all communication between the two networks pass
through the gateways. Figure 3.1 illustrates the role of the gateway being
able to communicate with both wired and wireless stations. Before a wireless
device in a MANET can communicate with an Internet host, it needs to find
a route to a gateway. Thus, a gateway discovery mechanism needs to be
considered in Internet access solutions. Consequently, AODV+ implements
three different methods for gateway discovery: reactive, proactive, and hybrid
gateway discovery.

As Figure 3.1 shows, the gateway implements the three lower layers in

1From now on and throughout this text we use the shorter term gateway instead of
Internet gateway since no other kind of gateways are of importance in this thesis.
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Figure 3.1: The gateway acts as a bridge between the wireless MANET and
the wired Internet. Therefore, it must be able to understand the protocols
used in both networks.

the protocol stack, that is, the physical layer, the data link layer, and the net-
work layer. The MANET station and the Internet host, on the other hand,
also implement protocols operating on higher layers, e.g., Real-time Trans-
port Protocol (RTP), TCP, and UDP at the transport layer and Hypertext
Transfer Protocol (HTTP), File Transfer Protocol (FTP), BitTorrent, and
VoIP at the application layer.

In this chapter, we present three different methods for gateway discovery.
Next we present an Internet access solution for MANETs, AODV+, and
show by simulations that it is capable of providing Internet access to mobile
stations in a MANET. Finally, after a short conclusion, we give a detailed
description of the implementation of AODV+ as well as the three gateway
discovery methods.

3.1 Related Work

There has been much research on Internet access for ad hoc networks during
the last decade. In the beginning of the decade some works focused on
Internet access solution based on Mobile IPv4 [20] and Mobile IPv6 [21].
For example, in [22] the authors present a solution that provides Internet
access by using tunneling and Mobile IP with foreign agent care-of addresses.
In order to access the Internet, mobile stations need to register with a foreign
agent and tunnel all packets destined for the Internet to the registered foreign
agent. The foreign agent decapsulates the packets and forwards them to the
destination. The ad hoc routing protocol AODV is used within ad hoc
networks to route packets between mobile stations and foreign agents.

Another example of work based on Mobile IP is presented in [23], where
AODV cooperates with the Mobile IP protocol. Mobile IP is used for mobile
station registrations with a foreign agent, whereas AODV is used for routing
within the ad hoc network and for obtaining routes to the foreign agent. In
this solution, the foreign agent discovery mechanism is incorporated into the
ad hoc routing protocol.
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As the interest for Mobile IP decreased, the focus on Internet access re-
search changed to solutions that were not based on Mobile IP. For example,
in [24] the authors discuss issues like gateway discovery and address auto-
configuration. One of the leading and most promising works in the field
was the now outdated Internet draft [25], which describes the operation of
gateways and how to obtain globally routable addresses.

However, most of the related works propose solutions that have not been
evaluated. This is due to lack of implementations of the proposed designs.
An implementation and evaluation may reveal problems that are not obvi-
ous at first. As opposed to other works, we do not only propose a solution
for Internet access and/or gateway discovery but also provide an implemen-
tation of the proposed mechanisms. Moreover, our open source solution
is contributed to the ns-2 community and thus used research done in the
field and allowing others to do a thorough investigation of our solution.
Accordingly, we have found that our work has been used by researchers
for various kinds of studies (e.g., [26, 27, 28, 29]), proposing improvements
and enhancements to our solution, especially the gateway discovery mech-
anisms [30, 31, 32, 33, 34]. Thus, the main contribution of our work is a
theoretic discussion of problems related to interconnecting wireless ad hoc
networks with the wired Internet in combination with a public implementa-
tion and evaluation of this proposed solution.

3.2 Gateway Discovery

The question of whether the registration process with the gateway should be
initiated by the gateway (proactive method), by the mobile station (reactive
method) or by either of the two (hybrid proactive/reactive method) has been
studied in this thesis.

3.2.1 Reactive Gateway Discovery

The reactive gateway discovery is initiated by a mobile station when it deter-
mines that it needs to access the Internet. The mobile station broadcasts a
RREQ with an ’I’-flag set, i.e., a RREQ I, to the ALL MANET GW MULTI-
CAST address, which is the IP address for the group of all gateways in
a MANET. Thus, the RREQ I is processed only by the gateways in the
MANET. Intermediate mobile stations that receive a RREQ I just rebroad-
cast it. Since the message format is RREQ, which has a RREQ ID field,
duplicated RREQ Is can be detected and discarded. When a gateway re-
ceives a RREQ I it sends back a RREP with an ’I’-flag set, i.e., a RREP I,
which among other things, contains the IP address of the gateway.

The advantage of this approach is that RREQ Is are generated only when
a mobile station needs to find a route to reachable gateways. Hence, periodic
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flooding of the whole MANET, which has obvious disadvantages, is avoided.
On the other hand, the disadvantage of reactive gateway discovery is that
a handover cannot be initiated before a mobile station loses its Internet
connection. As a consequence, a situation can occur where a mobile station
uses a gateway for its Internet connection although there are other gateways
that are more suitable. Moreover, there is a delay caused by the route
discovery process.

3.2.2 Proactive Gateway Discovery

The proactive gateway discovery is initiated by the gateway itself. The gate-
way periodically broadcasts a Gateway Advertisement (GWADV) message
to inform mobile stations in the network of its presence. The time be-
tween two consecutive advertisements is determined by the ADVERTISE-
MENT INTERVAL parameter and must be chosen with care so that the
network is not flooded too frequently.

Upon receipt of the GWADV, the mobile stations update their routing
tables and rebroadcast the message in order to spread it further in the
network. To assure that all mobile stations within the MANET receive the
advertisement, the TTL is set to the maximum value, i.e., NET DIAMETER
defined by AODV. However, this will lead to lots of unnecessary duplicated
GWADVs. A conceivable solution that prevents duplicated GWADVs, is to
introduce a “GWADV ID” field in the GWADV message format similar to
the “RREQ ID” field in the RREQ message format.

It is worth mentioning that mobile stations randomize their rebroadcast-
ing of GWADV messages in order to avoid synchronization and subsequent
collisions with other stations’ rebroadcasts.

The advantage of this approach is that there is a chance for mobile sta-
tions to initiate a handover before they lose their Internet connection. More-
over, the need for a time-consuming route discovery process is eliminated
since the routes to the gateways are updated periodically. On the other
hand, the disadvantage is that limited resources in a MANET will be used
a lot since GWADVs are flooded through the whole MANET periodically.

3.2.2.1 Duplicated Broadcast Messages

The problem of duplicated broadcast messages in MANETs is well known.
In AODV, RREQ messages are broadcasted. To avoid duplicated RREQs,
a RREQ ID is used. When a RREQ is received by a mobile station, it
first checks to determine whether it already has received a RREQ with the
same originator IP address and RREQ ID. If such a RREQ has already been
received, the station discards the newly received RREQ.

Here, we use the idea of comparing the RREQ ID with the originator
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Type R A I Reserved Prefix Sz Hop Count

GWADV ID

Destination IP Address

Destination Sequence Number

Originator IP Address

Lifetime

Figure 3.2: The format of the GWADV message.

IP address to solve the problem of duplicated GWADVs. A GWADV is an
extended RREP I message: since RREPs do not contain any field similar
to the RREQ ID field in RREQ messages, we have extended the RREP
message extended with the GWADV ID field. Figure 3.2 illustrates the
GWADV message format.

When a mobile station receives a GWADV, it first checks to determine
whether a GWADV with the same originator IP address and RREQ ID has
already been received during the last BCAST ID SAVE seconds. If such
a GWADV message has not been received, the message is rebroadcasted;
otherwise, the newly received GWADV is discarded. Hence, duplicated
GWADVs are not forwarded and the advertisement is flooded through the
whole network without causing too much congestion.

3.2.3 Hybrid Gateway Discovery

To minimize the disadvantages of proactive and reactive gateway discovery
strategies, they can be combined into a hybrid proactive/reactive method for
gateway discovery. For mobile stations in a certain zone around a gateway,
proactive gateway discovery is used, whereas mobile stations residing outside
this zone use reactive gateway discovery to find a route to the gateway.

The gateway periodically broadcasts a GWADV message. Upon receipt
of the message, the mobile stations update their routing table and then
rebroadcast the message. The maximum number of hops a GWADV can dis-
seminate through the MANET is determined by ADVERTISEMENT ZONE.
This value defines the zone within which proactive gateway discovery is used.
When a mobile station residing outside this zone needs gateway information,
it broadcasts a RREQ I to the ALL MANET GW MULTICAST address.
Mobile stations receiving the RREQ I just rebroadcast it. When a gateway
receives a RREQ I, it responds by sending a RREP I towards the source.

Thus, the proactive gateway discovery method is used to handle the
mobile stations less or equal than ADVERTISEMENT ZONE hops away
from the gateway and the reactive gateway discovery method is used to
handle the mobile stations more than ADVERTISEMENT ZONE hops away
from the gateway.
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3.3 Internet Connectivity for MANETs - AODV+

Whenever a mobile station is about to communicate with a fixed wired In-
ternet host, the mobile station searches its routing table for a route towards
the destination. If a route is found, the communication can be established;
otherwise, the mobile station starts a route discovery process by broadcast-
ing a RREQ message with its own IP address as the Originator IP Address
field and the address of the Internet host specified in the Destination IP
Address field.

When an intermediate mobile station receives a RREQ, it searches its
routing table for a route towards the destination, i.e., the Internet host in
our case. If a route is not found, the intermediate station simply updates
its routing table and rebroadcasts the RREQ. However, if a route is found,
according to the AODV operation rules the intermediate station would send
a RREP back to the originator of the RREQ. However, in that case the
source would think that the destination is a mobile station that can be
reached via the intermediate station. It is important that the source knows
that the destination is an Internet host and not a mobile station, because
these are sometimes processed differently. In AODV+, this problem has been
solved by preventing the intermediate station to send a RREP back to the
originator of the RREQ if the destination is an Internet host. Instead, the
intermediate station updates its routing table and rebroadcasts the received
RREQ message. To determine whether the destination is an Internet host,
an intermediate station consults its routing table. If the next hop address
of the destination is a default route (see Figure 3.3), the destination is an
Internet host; otherwise, it is a mobile station or a gateway.

Since the destination is an Internet host, no mobile station will ever
send a RREP back to the originator of the RREQ. Thus, the RREQ is
rebroadcasted until its TTL value reaches zero. When the timer of the
RREQ expires, a new RREQ message is broadcasted with a larger TTL
value. However, since the Internet host cannot receive the RREQ message
(no matter how large the TTL value is) the source will never receive the
RREP message it is waiting for. This problem has been solved by letting
the source assume the destination is an Internet host if a network-wide search
has been done without receiving any corresponding RREP. In that case, the
source must find a route to a gateway (if it does not have one already) and
send its data packets towards the gateway, which in turn forwards them
towards the Internet host.

It should be mentioned that when using the expanding ring search, a
considerable route discovery delay will occur if the destination is an Inter-
net host. Modifying the parameters involved in the expanding ring search
technique (such as TTL START and TTL THRESHOLD) can decrease the
route discovery delay if the destination is an Internet host. However, the
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modification can also result in increased routing overhead if the destina-
tion is a mobile station. The modification could for example be to in-
crease TTL START. Assuming the destination is an Internet host, increas-
ing TTL START would result in less number of broadcasted RREQs (and,
consequently, less delay) before the source assumes that the destination is
an Internet host. As an alternative approach to waiting for a network-wide
search, the gateway could respond to incoming RREQs on behalf of wired
stations on the Internet.

3.3.1 Handover in Multiple Gateway Scenarios

Due to the multi-hop nature of a MANET, there might be several reachable
gateways for a mobile station at some point of time. If a mobile station
receives gateway advertisements from more than one gateway, it has to de-
cide which gateway to use for its connection to the Internet. In AODV+, a
mobile station initiates a handover when it receives an advertisement from
a gateway that is closer (in terms of number of hops) than the one it is
currently registered with. Apart from the hop count, there are other poten-
tial criteria that could be used to determine whether a handover is needed;
e.g., geographical distance, radio signal level, signal delay and direction of
station movement [35]. However, the question of a suitable metric for route
selection is a general routing issue in MANET research.

3.3.2 Gateway Operation

When a gateway receives a RREQ, it consults its routing table for the des-
tination IP address specified in the RREQ message. If the address is not
found, the gateway sends a RREP with an ’I’ flag (RREP I) back to the
originator of the RREQ. On the other hand, if the gateway finds the desti-
nation in its routing table, it sends a RREP according to ordinary AODV
procedures, but may also optionally send a RREP I back to the originator
of the RREQ. This will provide the mobile station a default route although
it has not requested it. If the mobile station is to communicate with the In-
ternet later, the default route is already established, and a time-consuming
gateway discovery process can be avoided.

3.3.3 Unreachable Gateway

An interesting issue to consider is when a mobile station becomes isolated
from the rest of the network while communicating with an Internet host.
This could happen, for example, if the mobile station moves outside the
transmission range of not only the gateways, but also all other wireless sta-
tions in the MANET. Losing its Internet connection, the isolated station
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Destination Address Next Hop Address

Internet host Default

Default Gateway

Gateway Intermediate mobile station

Figure 3.3: The routing table of a mobile station after creating a route entry
for an Internet host.

will obviously initiate a gateway discovery process. However, since all gate-
ways are unreachable, the gateway discovery will not succeed. After trying a
gateway discovery RREQ I RETRIES times at the maximum TTL without
receiving any RREP I, all data packets destined for the Internet host will
be dropped from the buffer.

3.3.4 Routing Table Management

Another issue that must be taken into consideration is how the routing
table should be updated after a network-wide search without receiving any
corresponding RREP. Once the source has determined that the destination
is an Internet host located on the Internet, it has to create a route entry
for the Internet host in its routing table. If the route entry for the wired
destination would not be created in the routing table, the source would not
find the address to the Internet host in its routing table when the next data
packet would be generated and hence, the source would have to do another
time consuming network-wide search.

Figure 3.3 shows how the routing table of a mobile station should look
like after creating a route entry for an Internet host. The first entry indicates
that the destination is an Internet host since the next hop is specified by
the default route. The second entry specifies which gateway the station has
chosen for its Internet connection. The last entry gives information about
the next hop towards the gateway.

Another issue is how to setup the routing table of an intermediate mobile
station chosen to forward data packets towards the gateway. Since the for-
ward route entries are created for the gateway (the source of the RREP I)
and not for the Internet host, which is the final destination of the data
packets, intermediate mobile stations will not find any valid route for the
Internet host when it receives data packets from the source. Therefore, it
would normally drop the data packets because it does not know how to
forward them. In AODV+, if an intermediate mobile station does not find
a valid route to the destination and if the destination is an Internet host,
the intermediate mobile station creates or updates the route entry for the
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Internet host in its routing table and forwards the data packets towards the
gateway.

3.4 Evaluation

In order to evaluate the performance of the three gateway discovery meth-
ods, we used the network simulator ns-2 (ns-2.27). First, the source code of
AODV in ns-2 was extended to provide Internet access to mobile stations.
Then the three gateway discovery methods were implemented. This code,
which is referred to as AODV+, has been contributed to the ns-2 commu-
nity [36] and is free to be downloaded and used by everyone.

The presented results are averages over ten simulation runs, each with
different randomly generated movement patterns. The simulation time is
set to 1000 seconds. Since we are interested in studying the behavior of
the network in steady state, i.e., after the transient state during which the
connections are set up, the first 100 seconds of the simulation are ignored.

3.4.1 Simulation Setup

The studied scenario consists of 60 mobile stations, two gateways, two
routers and two hosts. The topology is a rectangular area with 1300 m
length and 800 m width. A rectangular area was chosen in order to force
the use of longer routes between stations, compared to a square area with
the same station density. The two gateways are placed on each side of the
area; their x- and y-coordinates in meters are (200,500) and (1100,500).

Ten of the 60 mobile stations are Constant Bit Rate (CBR) traffic sources
sending UDP data packets with a size of 512 bytes, to one of the two hosts,
chosen randomly. The traffic sources are distributed randomly within the
MANET. At the network layer AODV+ is used as the ad hoc routing pro-
tocol, whereas DCF is used at the MAC sublayer with its default values for
the contention parameters. Finally, at the physical stations use IEEE 802.11
DSSS.

A screenshot of the simulation scenario is shown in Figure 3.4. The
60 small circles represent the mobile stations. The two hexagonal stations
at each side of the figure are the gateways and the four square stations are
the two hosts and the two routers.

3.4.2 The Mobility Model

The mobile stations move according to an improved version of the commonly
used random waypoint model. It has been shown that the original random
waypoint model can generate misleading results [37]. With the improved
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Figure 3.4: Screenshot of the simulation scenario.

random waypoint model, the mobile station speed reaches steady state after
a quick warm-up period.

Each mobile station begins the simulation by selecting a random desti-
nation in the defined area and moves to that destination at a random speed.
The random speed is distributed uniformly in the interval [1,19] m/s. Upon
reaching the destination, the mobile station pauses for ten seconds, selects
another destination, and proceeds as described. This movement pattern is
repeated for the duration of the simulation. The movement patterns are gen-
erated using the movement generator tool setdest and the traffic connection
pattern is generated by the traffic generator cbrgen.

If the gateways use proactive or hybrid gateway discovery, they broad-
cast GWADVs periodically every ADVERTISEMENT INTERVAL seconds.
ADVERTISEMENT ZONE, which is set to three, is used for the hybrid
gateway discovery method and defines the zone within which proactive gate-
way discovery is used. Outside this zone the reactive gateway discovery is
used. We have summarized the simulation parameters in Table 3.1.

3.4.3 Performance Metrics

In comparing the gateway discovery approaches, the evaluation has been
done according to the following three metrics:

• The packet delivery ratio: calculated as the number of data packets
received at the destination’s application layer divided by the number
of data packets generated at the application layer of the source.
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Table 3.1: The simulation parameters.

Parameter Value

Topology area 1300 m × 800 m

Number of mobile stations 60

Number of traffic sources 10

Number of gateways 2

Packet size 512 bytes

Speed [1,19] m/s

Pause time 5 s

Data rate 2 Mbps

Transmission range 250 m

Carrier sense range 550 m

Simulation time 1000 s

Warmup time 100 s

ADVERTISEMENT INTERVAL 5 seconds

ADVERTISEMENT ZONE 3 hops

• The average end-to-end delay: calculated as the time when a
frame is received at the destination’s application layer minus the time
when the same frame was generated at the application layer of the
source.

• The AODV overhead: calculated as the total amount of transmitted
AODV messages in bytes divided by the sum of the transmitted AODV
messages plus the data packets in bytes.

3.4.4 Simulation Results

In all figures discussed in this section it should be noted that the term “traffic
load” denotes only the data traffic that each source generates, which is ten
times less than the total data traffic in the whole network. To that come
also control packets sent by the data link and network layers.

Figure 3.5 shows the impact of the advertisement interval on the aver-
age end-to-end delay when the traffic load changes for the proactive gateway
discovery method. It can be observed that the curve representing the adver-
tisement interval of one second differs greatly from other curves representing
higher advertisement intervals. The reason is that a very short interval leads
to a lot of advertisements and thus a lot of overhead, which in turn means
many collisions, retransmissions and route discoveries that increase the end-
to-end delay.

Figures 3.6, 3.7, and 3.8 show the packet delivery ratio, the average end-
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Figure 3.5: The impact of advertisement interval.

to-end delay, and the AODV overhead respectively for the three gateway
discovery methods when the traffic load increases.

Packet losses occur frequently due to many reasons, e.g., when a source
sends packets along a path with a recently broken link but the source has
not been informed of that yet; or when a source has no other stations within
its transmission range (i.e., the station is isolated) for some time and its
outgoing buffer is full. Since the data packets use the connection-less UDP,
which provides an unreliable delivery service, high packet losses may occur.

As Figure 3.6 shows, the packet delivery ratio is high when the traffic
load is light but decreases when the traffic increases. This result is expected
but it can also be seen that increasing the traffic affects all three approaches
pretty much the same way. One can also see that the delivery ratio is
somewhat lower for very light loads (5 kbps/source) compared to light loads
(20 kbps/source). The reason for this is that once a connection has been
established, it is not fully used when the traffic is very light. Therefore, only
a few packets are sent before the connection breaks (e.g., due to mobility)
and a new route must be discovered.

Figure 3.7 shows that the average end-to-end delay increases as expected
when the traffic load increases, since increased traffic load means more col-
lisions, retransmissions and route discoveries. We can also see that the
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Figure 3.6: Packet delivery ratio vs. traffic load.

difference between the different strategies is negligible.

One might have expected that the delivery ratio and the average end-
to-end delay would have been different for the reactive compared to, e.g.,
the proactive method. From one point of view, the reactive method should
perform better since it generates less overhead, which should cause less num-
ber of collisions. On the other hand, the reactive method should perform
worse because it does not send periodic advertisements, which would have
given shorter routes (in terms of number of hops) in the long term. Since
a number of other aspects need to be taken into account, it is our belief
that the given scenario and the assumptions made for the simulation have
a significant impact on the results.

There are some problems with the Address Resolution Protocol (ARP)
implementation in ns-2, which is based on the Berkeley Software Distribu-
tion (BSD) implementation of ARP [38], that have negative impacts on our
results. Each station has an ARP queue that can hold only one packet for
each destination while requesting the MAC address of the next hop. If other
packets arrive to the queue before the MAC address is resolved, all but the
last one will be dropped [39]. This can lead to loss of important messages
from upper layers, such as RREP or RREP I messages from AODV. Conse-
quently, if the source does not receive any RREP or RREP I before its timer
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Figure 3.7: Average end-to-end delay vs. traffic load.

expires, it has to re-attempt its gateway discovery process where the reply
could be lost again. It should be noted that these replies can be dropped
by ARP on each hop between the gateway and the source where an address
resolution process is started. In the worst case, the source will give up after
some attempts and the session is aborted. Increasing the buffer size of ARP
can prevent situations like this to occur.

There is another problem, where ARP is involved, which cannot be solved
by increasing the buffer size. Since there is no timer involved in the address
resolution process, a retransmission will not occur until it is triggered by a
new incoming packet. This can have a significant impact on the end-to-end
delay. Suppose that a data packet is sent to ARP from the routing protocol
and that the address resolution fails because of some reason (e.g., collision).
Before a new data packet is sent to ARP to trigger a new ARP Request
transmission, the routing protocol changes its route towards the destination
(with a new next hop) and, hence, no MAC address resolution is needed for
the old next hop anymore. So far there is no problem except that the old
data packet remains in the ARP queue. If much later, the station needs
to resolve the MAC address of the old next hop and the ARP resolution
succeeds, the data packet waiting in the queue will be sent to the next hop
resulting in a very high end-to-end delay. Increasing the buffer size will in
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fact only make the problem even worse since then there are more than a
single data packet that will be delivered to the next hop with a very long
end-to-end delay. This problem could be solved by periodically purging the
ARP queue.

Finally, the lack of retransmissions means that one single loss of an
ARP Request or an ARP Reply means that the data packet (e.g., RREP I)
cannot be sent to the source, which will be forced to re-attempt its gateway
discovery process.

The first problem caused by ARP has been investigated in [40], which
shows that increasing the ARP buffer size makes the situation much better
(although another solution is preferred). The second problem is discussed
in [41], which suggests a cross-layer feedback mechanism from MAC to ARP.

Another thing that affects the simulation results in a negative way is
when sources become isolated from the MANET such that they cannot reach
any gateway. Isolated sources result in decreased packet delivery ratio and
increased end-to-end delay.

In Figure 3.8 the AODV overhead is dominated by the periodically
broadcasted GWADV messages. As the figure shows, the AODV overhead
is significantly larger for the proactive approach than for the reactive ap-
proach, especially for light traffic loads. This result is expected since the
proactive approach periodically broadcasts gateway information, no mat-
ter if the mobile stations need them or not, whereas the reactive approach
broadcasts gateway information only when a mobile station needs it. More-
over, the figure shows that the overhead of the hybrid approach, which is
a mixture of both the proactive and the reactive approach, is between the
two other methods.

3.5 Conclusion

We have presented a solution for Internet access for mobile stations in a
MANET. The MANET routing protocol AODV has been extended to route
packets between a wireless MANET and the wired Internet. To achieve
this, we need devices that are able to communicate with both the MANET
and the wired Internet. As all communication between the wireless and
the wired network must pass through these devices, they are referred to
as gateways. In this thesis, three methods for detection of these gateways
have been presented, implemented and compared. The three methods for
gateway detection are referred to as reactive, proactive and hybrid gateway
discovery. When it comes to end-to-end delay and packet delivery ratio,
the three methods show surprisingly similar behavior. The fact that the
proactive method shows much higher overhead in terms of control packets
than the other methods is more obvious.
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Figure 3.8: AODV overhead vs. traffic load.

Thus, we have demonstrated the ability of AODV+ providing Internet
access to mobile nodes in a MANET. By contributing the code to the ns-
2 community, we made it possible to be used by many research groups to
further study the interconnection between wireless MANETs and the wired
Internet.

Appendix A - Implementation of AODV+

The following sections we describe some details about the implementation
of AODV+. The AODV-related files in the ns-2 distribution are aodv.{h,cc},
aodv packet.h, aodv rqueue.{h,cc}, aodv rtable.{h,cc}, and aodv logs.{h,cc}.
The main code is implemented in aodv.cc and the functions are declared in
aodv.h. The AODV message formats (RREQ, RREP, RERR, RREP-ACK,
and HELLO) are defined in aodv packet.h. Moreover, the new GWADV
message format has been added and defined in this file.

Here, we explain the main modifications, which have been done in aodv.cc.
The functions are explained in a logical order: when a mobile station is to
send a data packet to a destination, it tries to find a route to the destination
(rt resolve). If the mobile station does not have any valid route to the desti-
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nation it broadcasts a RREQ message (sendRequest). The RREQ message
is eventually received by the destination or another station that knows a
route to the destination (recvRequest). The station sends a RREP/RREP I
message back to the originator of the RREQ (sendReply). The originator
of the RREQ receives the RREP/RREP I message (recvReply) and starts
sending data packets to the destination (find send entry if the destination
is an Internet host).

Modifications in aodv.cc

• void AODV::rt resolve
This function is invoked in two situations. First, when a mobile station
is to send a data packet and second, when an intermediate station
receives a data packet, which it must forward towards its destination.

If the function is invoked by a (source) mobile station that wants to
send data packets to some destination, there is a check to determine if
the destination is an Internet host and the route to the Internet host
is invalid. If this is the case, the source broadcasts a RREQ I message
to find a route to a gateway; otherwise, the mobile station acts as
described in the AODV RFC without any modifications.

If the function is invoked by an intermediate station, which has re-
ceived a data packet that must be forwarded, the packet is processed
differently depending on if the intermediate station is a mobile station
or a gateway. If the intermediate station is a mobile station and it
has a default route, the data packet is destined for an Internet host.
Therefore, the intermediate mobile station updates its route entry for
the Internet host and forwards the packet towards the gateway. On the
other hand, if the intermediate station is a gateway, it has received a
data packet from an Internet host destined for a mobile station. Con-
sequently, the gateway broadcasts a RREQ message to discover a route
to the destination.

• void AODV::sendRequest
This function is invoked when a mobile station needs to find a route
to another station by broadcasting a RREQ. The RREQ is broad-
casted according to the expanding ring search algorithm described in
Section 2.3.1. However, when a RREQ has been broadcasted through
the whole network, i.e., when a mobile station has done a network-
wide search, without receiving any corresponding RREP, it assumes
that the destination station is an Internet host located on the Internet.
First, the mobile station updates its route entry for the Internet host.
Then, it checks for buffered packets destined for the Internet host. In
case there are such packets, they are forwarded towards the gateway.
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This function is also invoked when a mobile station needs to find a
route to a gateway by broadcasting a RREQ I. The RREQ I is broad-
casted in the same way as a RREQ message. A mobile station needs
to find a route to a gateway when it detects a link break and the
destination of the route is an Internet host.

• void AODV::recvRequest
This function is invoked when a station receives a RREQ or a RREQ I
message. The message is processed differently depending on if the sta-
tion is a mobile station or a gateway. If the station is a mobile station,
the code runs without any modifications, i.e., the station tries to sends
a RREP back to the originator of the RREQ message. However, in
case the station is a gateway, a RREP I is sent back to the originator
of the RREQ message.

• void AODV::sendReply
This function is invoked by a station that has received a RREQ or a
RREQ I message and either it is the destination or it has a valid route
to the destination. The function just sends back a RREP or RREP I
message (depending on the value in the “flag” field) to the originator
of the RREQ or RREQ I. See also the comments on the recvRequest
function.

• void AODV::recvReply
This function is invoked when a mobile station receives a RREP or a
RREP I message. The message is processed differently depending on
if it is a RREP or a RREP I. If the message is a RREP, the code runs
without any modifications. However, if the message is a RREP I the
mobile station saves the address of the gateway and creates or updates
the route entry for the default route with the address of the gateway
as the next hop. If the mobile station already has a route to another
gateway than the originator of the newly received RREP I message, it
performs gateway selection with the number of hops to the gateways
as metric.

Then the mobile station checks if it has any packets queued in its buffer
destined for an Internet host. If such packets exist and there exists
a valid default route, all packets queued in the buffer are forwarded
towards the gateway.

• rt entry* AODV::find send entry
This function is invoked when a station needs to find the correct next
hop towards an Internet host. The function searches the routing table
and returns the correct next hop. This is needed since default routes,
which are not valid next hops, have been introduced.
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Table 3.2: Default values for some important parameters associated with
the operations of AODV.

Parameter Value

MY ROUTE TIMEOUT 10 s

ACTIVE ROUTE TIMEOUT 10 s

REV ROUTE LIFE 6 s

BCAST ID SAVE 6 s

NETWORK DIAMETER 30 hops

NODE TRAVERSAL TIME 30 ms

RREQ RETRIES 2

MAX RREQ TIMEOUT 10 s

TTL START 1

TTL INCREMENT 2

TTL THRESHOLD 7

As an example, take a look at Figure 3.3 in Section 3.3.4. If this
function is not invoked, the packets destined for FS will be sent to
next hop “DEFAULT”, which is defined as a constant in aodv.h. Since
there is no station with this address, the packets will be dropped.
Therefore, this function is invoked to find the correct next hop, i.e.,
the intermediate mobile station in this example. Hence, the packets are
forwarded to the intermediate mobile station, which forwards them to
the gateway, which in turn, forwards them towards the Internet host.

Modifications in aodv.h

The default values for some important parameters associated with the op-
eration of AODV are specified in aodv.h. The parameters and their default
values are presented in Table 3.2 and described below. These values do not
always match the default values given in the AODV RFC.

• MY ROUTE TIMEOUT: the value copied into the Lifetime field of
RREPs generated by destination stations. The Lifetime field specifies
the expiration or deletion time of the route.

• ACTIVE ROUTE TIMEOUT: the lifetime of an active route.

• REV ROUTE LIFE: the lifetime of a reverse route created when an
intermediate mobile station receives a RREQ originated by another
mobile station. There is no such parameter in the AODV RFC; in-
stead, it is calculated according to a simple formula.
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Table 3.3: Some important parameters associated with the gateway opera-
tion.

Parameter Value

DEFAULT -10

ALL MANET GW MULTICAST -20

GWINFO LIFETIME 10 seconds

ADVERTISEMENT INTERVAL 5 seconds

ADVERTISEMENT ZONE 3 hops

• BCAST ID SAVE: the time the RREQ ID should be saved. After
BCAST ID SAVE seconds, the RREQ ID is deleted. The RREQ ID
is stored in order to prevent duplicated RREQs and GWADVs being
forwarded. This parameter is replaced by PATH DISCOVERY TIME
in the AODV RFC.

• NETWORK DIAMETER: the maximum value for the TTL field in
the IP header of the RREQ message. A RREQ dissemination with
TTL equal to NETWORK DIAMETER is referred to as a network-
wide search. This parameter is called NET DIAMETER in the AODV
RFC.

• NODE TRAVERSAL TIME: the time it takes for a station to process
a packet.

• RREQ RETRIES: the number of times to reattempt a network-wide
search before timing out for MAX RREQ TIMEOUT seconds.

• MAX RREQ TIMEOUT: the time a mobile station has to wait after
doing network-wide search RREQ RETRIES times. This parameter
is not defined in the AODV RFC.

• TTL START, TTL INCREMENT, and TTL THRESHOLD: the pa-
rameters used by the expanding ring search technique.

• DEFAULT: the address of the default route. The value of this param-
eter is chosen to be negative so it cannot be mixed with the address
of a mobile station.

• ALL MANET GW MULTICAST: the multicast address of all the gate-
ways in the MANET. The value of this parameter is chosen to be
negative so it cannot be mixed with the address of a mobile station.

• GWINFO LIFETIME: the lifetime of a RREP I sent by a gateway.
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• ADVERTISEMENT INTERVAL: the interval between two consecu-
tive GWADV messages.

• ADVERTISEMENT ZONE: the zone within which mobile stations re-
ceive the gateway information message. Hence, this value limits the
GWADV message propagation.

Modifications in aodv packet.h

• struct hdr aodv request
A field for flags has been added to RREQ messages. This field is used
to set the I-flag when necessary.

• struct hdr aodv reply
A field for flags has been added to RREP messages. This field is used
to set the I-flag when necessary.

• struct hdr aodv advertisement
The GWADV is a new AODV message that is basically a RREP mes-
sage extended with the GWADV ID field. Figure 3.2 illustrates the
GWADV message format. This message is periodically broadcasted
by gateways to advertise their addresses to mobile stations in the
MANET.

Appendix B - Implementation of Gateway Discov-
ery Methods

The following sections present the implementation of the three discovery
methods examined in this chapter. The main part of the implementation
has been done in aodv.cc.

Implementation of Proactive Gateway Discovery

void AODV::sendAdvertisement() {

/*

Only gateways broadcast GWADV messages

*/

if(index != thisnode->base_stn()) {

//I’m not gateway; return

return;

}

//Allocate a GWADV message

Packet *p = Packet::alloc();
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struct hdr_cmn *ch = HDR_CMN(p);

struct hdr_ip *ih = HDR_IP(p);

struct hdr_aodv_advertisement *ad = HDR_AODV_ADVERTISEMENT(p);

//Fill in the GWADV message

ad->ad_type = AODVTYPE_ADVERTISEMENT;

ad->ad_hop_count = 1;

seqno++;

if(seqno%2) seqno++;

ad->ad_dst_seqno = seqno;

ad->ad_src = index;

ad->ad_lifetime = (1 + ALLOWED_HELLO_LOSS) * (u_int32_t)

ADVERTISEMENT_INTERVAL;

ad->ad_bcast_id = ad_bid++;

ch->ptype() = PT_AODV;

ch->size() = IP_HDR_LEN + ad->size();

ch->iface() = -2;

ch->error() = 0;

ch->addr_type() = NS_AF_NONE;

ch->prev_hop_ = index;

ih->saddr() = index;

ih->daddr() = IP_BROADCAST;

ih->sport() = RT_PORT;

ih->dport() = RT_PORT;

//The GWADV is flooded through the whole MANET

ih->ttl_ = NETWORK_DIAMETER;

Scheduler::instance().schedule(target_, p, 0.0);

}

Implementation of Reactive Gateway Discovery

void AODV::sendRequest(nsaddr_t dst, u_int8_t flag) {

//Allocate a RREQ message

Packet *p = Packet::alloc();

struct hdr_cmn *ch = HDR_CMN(p);

struct hdr_ip *ih = HDR_IP(p);

struct hdr_aodv_request *rq = HDR_AODV_REQUEST(p);

aodv_rt_entry *rt = rtable.rt_lookup(dst);

assert(rt);
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/*

Return if

1. route is up

2. RREQ_I has already been sent

3. network-wide search has been done three times

rt_req_cnt is the number of times we did network-wide

search. RREQ_RETRIES is the maximum number we will

allow broadcasting RREQs before going to a long timeout.

*/

if(rt->rt_flags == RTF_UP) {

assert(rt->rt_hops != INFINITY2);

Packet::free((Packet *)p);

return;

}

if(rt->rt_req_timeout > CURRENT_TIME) {

Packet::free((Packet *)p);

return;

}

if((rt->rt_req_cnt > RREQ_RETRIES)) {

rt->rt_req_timeout = CURRENT_TIME + MAX_RREQ_TIMEOUT;

rt->rt_req_cnt = 0;

Packet *buf_pkt;

while ((buf_pkt = rqueue.deque(rt->rt_dst))) {

drop(buf_pkt, DROP_RTR_NO_ROUTE);

}

Packet::free((Packet *)p);

return;

}

//... OMITTED CODE NOT RELEVANT TO GATEWAY DISCOVERY ...//

//Determine the TTL to be used this time.

if(rt->rt_last_hop_count < INFINITY2) {

rt->rt_req_last_ttl =

max(rt->rt_req_last_ttl, rt->rt_last_hop_count);

}
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if (0 == rt->rt_req_last_ttl) {

//First time query broadcast

ih->ttl_ = TTL_START;

}

else {

//expanding ring search

if (rt->rt_req_last_ttl < TTL_THRESHOLD)

ih->ttl_ = rt->rt_req_last_ttl + TTL_INCREMENT;

else {

//network-wide broadcast

ih->ttl_ = NETWORK_DIAMETER;

rt->rt_req_cnt += 1;

}

}

//remember the TTL used for the next time

rt->rt_req_last_ttl = ih->ttl_;

//PerHopTime is the roundtrip time per hop for route

//requests. Also note that we are making timeouts to

//be larger if we have done network wide broadcast before.

rt->rt_req_timeout = 2.0 * (double) ih->ttl_ * PerHopTime(rt);

if (rt->rt_req_cnt > 0)

rt->rt_req_timeout *= rt->rt_req_cnt;

rt->rt_req_timeout += CURRENT_TIME;

//Don’t let the timeout to be too large, however ...

if (rt->rt_req_timeout > CURRENT_TIME + MAX_RREQ_TIMEOUT)

rt->rt_req_timeout = CURRENT_TIME + MAX_RREQ_TIMEOUT;

rt->rt_expire = 0;

//Fill in the RREQ message

ch->ptype() = PT_AODV;

ch->size() = IP_HDR_LEN + rq->size();

ch->iface() = -2;

ch->error() = 0;

ch->addr_type() = NS_AF_NONE;

ch->prev_hop_ = index;

ih->saddr() = index;

ih->daddr() = IP_BROADCAST;
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ih->sport() = RT_PORT;

ih->dport() = RT_PORT;

rq->rq_type = AODVTYPE_RREQ;

rq->rq_hop_count = 1;

rq->rq_bcast_id = bid++;

rq->rq_dst = dst;

rq->rq_dst_seqno = (rt ? rt->rt_seqno : 0);

rq->rq_src = index;

seqno += 2;

assert ((seqno%2) == 0);

rq->rq_src_seqno = seqno;

rq->rq_timestamp = CURRENT_TIME;

//The I-flag is set for RREQ_I messages

rq->rq_flags = flag;

Scheduler::instance().schedule(target_, p, 0.);

}

Implementation of Hybrid Gateway Discovery

void AODV::sendReply_I() {

/*

Only gateways broadcast RREP_I messages

*/

if(index != thisnode->base_stn()) {

//I’m not gateway; return

return;

}

//Allocate a RREP_I message

Packet *p = Packet::alloc();

struct hdr_cmn *ch = HDR_CMN(p);

struct hdr_ip *ih = HDR_IP(p);

struct hdr_aodv_reply *rp = HDR_AODV_REPLY(p);

//Fill in the RREP_I message

rp->rp_type = AODVTYPE_RREP;

//The I-flag is set for RREP_I messages

rp->rp_flags = RREP_IFLAG;

rp->rp_hop_count = 1;

rp->rp_dst = index;

seqno++;

if(seqno%2) seqno++;
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rp->rp_dst_seqno = seqno;

rp->rp_lifetime = (1 + ALLOWED_HELLO_LOSS) * (u_int32_t)

ADVERTISEMENT_INTERVAL;

ch->ptype() = PT_AODV;

ch->size() = IP_HDR_LEN + rp->size();

ch->iface() = -2;

ch->error() = 0;

ch->addr_type() = NS_AF_NONE;

ch->prev_hop_ = index;

ih->saddr() = index;

ih->daddr() = IP_BROADCAST;

ih->sport() = RT_PORT;

ih->dport() = RT_PORT;

//TTL is limited in order to avoid too much advertisement

//duplication

ih->ttl_ = ADVERTISEMENT_ZONE;

Scheduler::instance().schedule(target_, p, 0.0);

}
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Chapter 4

QoS in Distributed Wireless
Networks

In this era of wireless hysteria, with new wireless technologies becoming
standardized at a fast rate, we can expect an increased interest for wireless
networks, such as ad hoc and mesh networks. These networks all operate in
a distributed manner, independent of any infrastructure or centralized de-
vice. Providing QoS in these networks is a challenging, but yet important,
task mainly because there is no central device controlling the medium ac-
cess. Despite this fact, distributed approaches have shown to be much more
popular to implement in today’s IEEE 802.11-based wireless networks. Cen-
trally controlled medium access mechanisms are hardly implemented by the
vendors. For example, the distributed medium access mechanism DCF has
been implemented in all products supporting IEEE 802.11, whereas the cen-
tralized PCF has been totally ignored. Although this could be explained by
PCF being optional and its poor QoS support, but still, its centralized op-
eration is an important factor in this development. This claim is supported
by the development of the centralized HCCA, which has also been ignored
despite solving the QoS problems of PCF. Thus, it seems that the destiny
of EDCA and HCCA will be similar to that of their predecessors, i.e., DCF
and PCF. Sure enough, since the standardization of HCF, we have seen
Wi-Fi MultiMedia (WMM), which is a subset of EDCA, replacing the older
DCF as the dominant medium access scheme for wireless networks based
on IEEE 802.11. At the same time, WMM Scheduled Access (WMM-SA),
which is a subset of HCCA, has been ignored by the Wi-Fi Alliance. The
most important reasons for this development are simple and fast installa-
tion for the distributed techniques and high complexity for the centralized
ones. Thus, when it comes to providing QoS, we believe that any realistic
proposed enhancement for IEEE 802.11 networks should be distributed and
compatible with EDCA. Accordingly, we have designed a MAC scheme that
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has these characteristics.
In this chapter we will present our scheme, called EDCA with Resource

Reservation (EDCA/RR), and evaluate its performance regarding QoS pro-
visioning of real-time applications. In addition, we will present the Dis-
tributed Deterministic Channel Access (DDCA) scheme, which is a multi-
hop extension of EDCA/RR and can be used in WMNs.

4.1 Related Work

There has been a lot of research on providing QoS in ad hoc networks. How-
ever, some of these suggest IEEE 802.11-incompatible solutions - complete
architectures [42], cross-layer frameworks [43, 44], and other solutions based
on, e.g., time division multiple access [45, 46], multiple channels [47, 48], and
token passing [49, 50]. As mentioned earlier, we believe that any realistic
QoS proposal must be compatible with IEEE 802.11, that is, the de facto
standard for WLANs. Among the studies that are based on IEEE 802.11
and focus on distributed solutions, most proposed solutions are based on
random medium access [51, 52, 53, 54, 55]; thus, they cannot provide QoS
guarantees. Below we present some of these works but also some related
works that aim at providing QoS guarantees through resource reservation.

4.1.1 Service Differentiation Proposals

To improve the performance of EDCA, the authors in [51] propose to adjust
the value of the CW taking into account both application requirements and
network conditions. The authors in [52] follow another, but similar, ap-
proach by dynamically adapting the priority class instead of the CW value
also taking into account both application requirements and network condi-
tions. The improvements of EDCA are still based on service differentiation
so it is not possible to guarantee QoS.

The Extended EDCA (E2DCA) is a distributed and dynamic bandwidth
allocation scheme proposed in [53]. As the name implies, the scheme is based
on EDCA and is compatible with IEEE 802.11. Using ideas from control
theory, E2DCA aims to provide delay guarantees to real-time traffic. More
specifically, the goal is to drive the queuing delay experienced by each frame
to a desired target delay. The scheme is shown to perform better than EDCA
regarding average delay of real-time traffic and goodput of best-effort traffic.
However, since E2DCA is a scheme providing service differentiation, just like
EDCA it suffers from performance degradation as the traffic load increases.

In [54], the authors present the Dynamic Contention Control (DCC)
scheme, which is a modified version of EDCA with the aim to support real-
time traffic in multi-hop ad hoc networks. Stations use per-hop delay esti-
mations to dynamically adjust the contention window for each user priority.
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Moreover, DCC can alleviate frame delay and jitter by generating a non-
uniform random backoff timer for retransmitted frames. More specifically,
a retransmitted frame with the smallest remaining time constraint and the
largest residual hop count is intended to use the shortest backoff time among
frames with the same number of retransmission retries. The authors show
that, compared to EDCA, DCC can reduce the average packet delay and
increase the amount of packets meeting the end-to-end delay requirements.
However, just like previous contention-based mechanisms, the performance
of DCC degrades with increasing traffic load.

A few distributed MAC schemes based on IEEE 802.11 and designed for
providing QoS are studied in [55]. The schemes are classified into priority-
based and fair-scheduling-based approaches. The priority-based schemes,
like EDCA, provide service differentiation by allowing faster access to the
channel to traffic classes with higher priority. The authors do not consider
these schemes in their simulations since they are unfair: as the number of
high-priority streams increase, they tend to grab the channel, preventing fair
access for low-priority streams. Thus, the authors make a simple comparison
between the three approaches using fair scheduling: Distributed Weighted
Fair Queuing (DWFQ) [56, 57], Distributed Fair Scheduling (DFS) [58], and
their own proposal Distributed Deficit Round Robin (DDRR) [59], which
is based on the concept of Deficit Round Robin (DRR) [60]. In DDRR,
each traffic class determines its allotted service quantum rate based on its
throughput requirements and maintains a deficit counter of accumulated
quanta. The deficit counter is decreased by the size of the transmitted
frame and a traffic class can transmit only when the counter is positive. As
the authors note themselves, the proposed mechanisms only provide service
differentiation; none of them can guarantee QoS since they do not have any
mechanism for admission control or resource allocation.

4.1.2 Resource Reservation Proposals

Even though there are many proposals for QoS provisioning, most of them
provide service differentiation only. Among the few studies that have the
potential to provide QoS guarantees, are based on IEEE 802.11, and of-
fer distributed solutions, we can mention the Distributed Reservation Re-
quest Protocol (DRRP) [61], which is a decentralized MAC scheme based
on EDCA. Whenever a station (A) needs to reserve medium access for com-
munication with another station (B), it sends a data frame containing reser-
vation request information. Upon reception of such a reservation request,
B sends an ACK frame that also contains information about the reserva-
tion request. The ACK frame is overheard by the neighbors of B; thus, the
2-hop neighborhood of A is also informed of the reservation request. The
reservation request includes information regarding the duration and repeti-
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tion interval of the next transmission. All neighbors receive the reservation
information by overhearing the transmissions between A and B. However,
since the neighbors do not acknowledge the overheard frames and these can
be lost, the reservation request is transmitted periodically so the informa-
tion about its periodicity is also included in the reservation request. The
scheme is similar to our scheme EDCA/RR (which will be presented in Sec-
tion 4.2), allowing stations to reserve access to the medium. However, as
opposed to EDCA/RR, DRRP has no distributed admission control mech-
anism, cannot handle reservation collisions caused by uninformed stations
(see Section 4.2.4) that lie outside the transmission range of both the trans-
mitter and the receiver, and requires applications to specify in advance how
many reservation slots they need. Finally, although multi-hopping is one of
the advantages of DRRP, there is no mechanism for the routing protocol to
consider the QoS requirements of the requested reservation during the route
discovery process. Thus, the routing protocol might very well find a route
that cannot support the requested service. On the other hand, a multi-hop
extension of EDCA/RR for IEEE 802.11s [62] wireless mesh networks, which
are based on EDCA as well, could easily collaborate with the mesh routing
protocol operating at the MAC sublayer just like EDCA/RR.

The Distributed end-to-end Allocation of time slots for REal-time traf-
fic (DARE) [63] is another distributed MAC scheme that allows stations
to reserve periodic time slots. In particular, DARE extends the RTS/CTS
reservation concept of IEEE 802.11 DCF to a multi-hop end-to-end per-
spective. To reserve resources for a real-time flow over several hops, the
routing protocol at the source must first find a route to the destination.
The route is assumed to be symmetric. Once such a route is established,
the source sends a Request-To-Reserve (RTR) frame, which includes the
requested duration and periodicity of a time slot as well as the address of
the destination. When an intermediate station receives the RTR frame, it
checks whether the request is conflicting with already existing reservations.
If the intermediate station can make the requested reservation, it processes
the RTR frame and forwards it; otherwise, the request is rejected. Once the
destination receives the RTR frame, it responds with a Clear-To-Reserve
(CTR) frame. When the source receives the CTR frame, it can start trans-
mitting real-time traffic at the next reserved interval. DARE is also able to
repair and release reservations. One of the main disadvantages with DARE
is the very complex and inefficient method for multiple reservations. A re-
quested reservation may conflict with existing ones so stations might have
to re-schedule reservations and send messages back and forth trying to find
a suitable reservation slot; this can happen at every hop between the source
and the destination! The authors mention that slot shifting becomes nec-
essary more frequently as the number of reservations increases. Thus, new
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reservations can only be admitted if they can squeeze in between existing
ones and the problems get worse as the network grows. Obviously, this is
a scalability problem. As opposed to EDCA/RR, DARE is based on DCF
instead of EDCA, has no distributed admission control mechanism, cannot
handle uninformed stations and reservation collisions but relies on real-time
applications being robust to packet loss, wastes resources by transmitting
dummy packets during silent periods to prevent a false reservation release
instead of having an explicit reservation deletion process, and last but not
least, has a very complex and inefficient method for multiple reservations.
Similar to DRRP, DARE supports multi-hopping but since the routing pro-
tocol does not take into account the QoS requirements, the discovered route
might very well not support the requested service.

As opposed to the previous work, in this thesis we propose a MAC scheme
that i) is based on EDCA and is compatible with IEEE 802.11; ii) operates in
a fully distributed manner offering distributed admission control, scheduling,
and medium access; iii) provides QoS guarantees by allowing applications
with strict QoS requirements to reserve TXOPs for contention-free medium
access; iv) provides all the existing favorable features of EDCA (which per-
forms very well during light traffic load), i.e., in addition to contention-free
medium access and parameterized QoS, it also provides contention-based
medium access and prioritized QoS ; and v) offers a solution that handles
uninformed stations that lie outside the transmission range of both the trans-
mitter and the receiver. In other words, EDCA/RR is a realistic approach
that can be implemented into existing wireless systems to fill the gap between
the distributed but contention-based EDCA/WMM and the contention-free
but centralized and ignored HCCA/WMM-SA.

4.2 EDCA with Resource Reservation

In the beginning of this chapter, we argued for distributed medium access
mechanisms. We discussed that the distributed EDCA is being implemented
by the majority of the vendors, replacing the older DCF as the dominant
medium access mechanism. At the same time, it seems the centralized
HCCA is being neglected just as PCF; despite the fact that HCCA is a great
improvement compared to its predecessor. This development was explained
by simple and fast installation for the distributed techniques and high com-
plexity for the centralized ones. As a result of this reasoning, we claimed
that any realistic MAC proposal for IEEE 802.11-based networks should
be distributed and compatible with the new EDCA standard for medium
access. The problem with EDCA is, however, that it can provide service dif-
ferentiation only, whereas we would like to have a solution that can provide
QoS guarantees as well. Hence, the motivation of our work is to find a dis-
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tributed QoS solution that offers both contention-based and contention-free
medium access. In other words, we would like to combine the advantages
of EDCA, being distributed, with the advantages of HCCA, being able to
provide QoS guarantees through resource reservation. To achieve this, our
strategy was to incorporate the favorable features of HCCA into EDCA, re-
sulting in EDCA with Resource Reservation (EDCA/RR). EDCA/RR pro-
vides all existing features of EDCA and, in addition, gives applications with
hard QoS requirements the possibility to reserve transmission time for guar-
anteed medium access. In other words, EDCA/RR provides both prioritized
and parameterized QoS.

4.2.1 Distributed Scheduling and Admission Control

As mentioned earlier in Chapter 2, the IEEE 802.11e standard amendment
provides guidelines for the design of a simple scheduler and ACU. Since
the scheduler and ACU are rather simple, there have been efforts proposing
more sophisticated, efficient, and flexible solutions.

One problem with the ACU is that it is based on the minimum phys-
ical rate, from which the actual physical rate could be quite different. As
a consequence, the ACU could be somewhat conservative and pessimistic.
Therefore, the Physical Rate-based Admission Control (PRBAC) [64] tries
to overcome this problem by considering physical rate variance due to wire-
less medium characteristics and station mobility. The key point of PRBAC
is to use the long-term average physical rate for admission control and the
instantaneous physical rate for calculating the TXOP duration. In this way,
more traffic streams can be admitted thanks to the more optimistic algo-
rithm. However, being more optimistic can result in over-reserved resources
and, consequently, packet losses. Therefore, the authors propose a simple
packet-dropping method to alleviate this problem.

Another, perhaps more severe, problem with the ACU (and PRBAC,
which it is based on), is that it performs well for CBR applications but not
for Variable Bit Rate (VBR) applications. The reason for this is that the
ACU and PRBAC only consider the mean data rate and the mean frame size.
This is not suitable for VBR traffic where the instantaneous data rate and
frame size can vary a lot from the corresponding mean values. Therefore,
a new admission control scheme for VBR traffic is presented in [65]. The
authors propose a method to calculate the TXOP duration such that it can
provide statistical guarantee on the packet loss probability.

Yet another problem with the sample scheduler is that each station can
only schedule TXOPs of fixed length at constant intervals. In [66], the
authors extend their proposed admission control scheme in [65], by using
variable SIs resulting in more admitted traffic streams.

The issue of fairness is considered in [67], proposing Fair HCF (FHCF),
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which is a scheduling algorithm that aims to be fair to both CBR and
VBR traffic. Basically, the scheme is composed of two schedulers: the QAP
scheduler and the node scheduler. The QAP scheduler estimates the queue
length for each station before the next SI. This estimated value is compared
to the ideal queue length and gives the estimation error, which is used by the
QAP scheduler to adapt the calculation of the TXOP duration. The node
scheduler has to redistribute the unused reserved time to traffic streams
within the station.

The scheduler in [68], which is called Scheduling based on Estimated
Transmission Times - Earliest Due Date (SETT-EDD), has extended the
sample scheduler by allowing the stations to schedule TXOPs of variable
length at variable SIs. SETT-EDD uses ideas from real-time scheduling
theory to schedule TXOPs based on earliest deadlines to reduce delay and
packet loss due to expiration.

One drawback of the sample scheduler, which has not been considered by
SETT-EDD, is that the duration of the TXOP to be reserved is calculated
based on average traffic rates or estimations. In [69] the calculation is instead
based on actual requirements. This is achieved by using two fields with
information about the queue size and the requested duration of the TXOP
to be reserved.

In the current implementation of EDCA/RR, we have implemented the
sample scheduler and ACU, rather than any enhanced algorithms, because
we wanted to minimize their effect on the reported results. However, since
EDCA/RR is not dependent on any specific scheduling or admission control
algorithm, any proposed enhancement (such as those mentioned above) can
be used together with EDCA/RR; perhaps with some minor modifications.
Thus, EDCA/RR does not only provide distributed resource reservation,
but also distributed admission control and scheduling. The distributed ad-
mission control and scheduling is realized simply by implementing the al-
gorithms in the stations instead of in the QAP only. For this idea to hold,
stations must broadcast their reservation requests to all neighbors instead
of unicasting them to the QAP alone. A more detailed description of the
operation of EDCA/RR and its reservation setup procedure is presented in
the following sections.

4.2.2 EDCA vs. EDCA/RR

As mentioned earlier, EDCA/RR has all the existing functionalities of EDCA
plus the capability to reserve resources for high-priority1 traffic with strict
QoS needs. Hence, if we prevent stations to reserve TXOPs, EDCA and

1In this thesis, we sometimes use the term “high-priority traffic” when referring to
“traffic with QoS requirements”. In the same way, we sometimes use the term “low-
priority traffic” when referring to “traffic with no QoS requirements”.
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EDCA/RR work exactly the same - except for delivering important con-
trol messages. While studying EDCA, we noticed that connections between
two stations could be heavily delayed. This was because important control
messages such as management frames (e.g., ADDTS Requests/Responses),
ARP frames (e.g., ARP Requests/Replies), routing packets (e.g., AODV
RREQs/RREPs), and other important higher-layer packets, shared their
transmission queue with data frames. This could result in long connection
setup times due to control frames being transmitted after all queued data
frames having been serviced. In order to avoid such situations, one could
optionally add a new AC, especially configured for important control mes-
sages. As an alternative approach to adding a new AC, the existing ACs
could be implemented such that important control messages were inserted
at the front of the queue ahead of any data frames. If this optional fea-
ture is not preferred, EDCA and EDCA/RR will have exactly the same
behavior when there are no reserved TXOPs. In our current EDCA/RR
implementation, however, we chose to add a new AC, called AC CO for
control messages, with the same high-priority access parameters as AC VO
except for TXOP limit, which was set to zero. This is necessary in order to
remove the possibility of sending more than one frame during each successful
medium access, as control messages are usually transmitted one at a time.

4.2.3 Basic Reservation Setup

When a station determines that it needs to reserve TXOPs for one of its high-
priority traffic streams, it requests admission for its traffic stream. More
specifically, when the first frame of a traffic stream with QoS requirements
reaches the MAC sublayer, the admission control algorithm checks whether
the traffic stream can be admitted. This check is done locally within the
station and not by sending a message to a central device, such as a QAP.
In case the traffic stream is rejected, the application can either try to lower
its QoS demands or fall back to EDCA for contention-based medium access.
However, if the traffic stream can be admitted, the reserving station broad-
casts an ADDTS Request to start the reservation setup process. In order to
decrease the reservation delay, the ADDTS Request is sent from AC CO.

The broadcasted ADDTS Request contains a TSPEC element with in-
formation such as nominal MSDU size, mean data rate, SI, service start
time, and minimum PHY rate. This information is stored and used by the
neighbors to schedule the reservation exactly as the reserving station. After
storing the TSPEC information, the neighbors send an ADDTS Response
back to the reserving station.

Usually, when an IEEE 802.11 frame is broadcasted, stations do not
start a timer to wait for a response. However, since we want to make sure
that all neighbors receive information about the TXOP reservation, we need
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a mechanism for reliable broadcasting. To realize such a mechanism, the
reserving station starts a timer when the ADDTS Request is broadcasted
and waits for all neighbors to send their ADDTS Responses. If the reserving
station does not receive ADDTS Response from all neighbors, the timer will
expire and the ADDTS Request will be retransmitted, up till a specified
number of times, e.g., RESERVATION RETRIES times. With n neighbors
and r received ADDTS Responses, the time a station has to wait before
retransmitting the ADDTS Request is calculated as follows:

timeout = txtime{ADDTS Request} + (n − r) ×

(BACKOFF DELAY + txtime{ADDTS Response} +

txtime{ACK}),

where BACKOFF DELAY = CWmax × aSlotTime and txtime{frame f }
is the transmission time of frame f. Note that we must give the neigh-
bors a chance to respond to the ADDTS Request, so, in addition to the
transmission time of the ADDTS Request, the ADDTS Responses and their
associated ACKs, we must also consider the backoff delay of the neighbors.

When the reserving station receives an ADDTS Response, it stores the
address of the neighbor. Once it has received an ADDTS Response from
all neighbors, the reservation setup is done, i.e., the reserving station has
successfully reserved periodic TXOPs with a specified duration every SI.
The first TXOP starts at the requested service start time, whereas the rest
continue periodically every SI:

TXOPn = service start time + n × SI, n = 0, 1, 2...

If the time when all responses are received has already passed the re-
quested service start time, the station waits until the next TXOP to start
its transmission. During the reserved TXOPs, the station can access the
medium without needing to start a backoff procedure, knowing that the
neighbors will refrain from transmitting. In other words, the station has
contention-free access to the medium. The MSDUs belonging to a traffic
stream with reserved TXOPs are not allowed to be transmitted at time
instants other than during the reserved TXOPs.

Multiple reservations are managed rather easily by EDCA/RR; Fig-
ure 4.1 illustrates a case where there are two existing TXOP reservations,
whereas a third is being setup. When a traffic stream finishes and has no
more frames to send, it can broadcast a Delete Traffic Stream (DELTS)
frame notifying other stations to delete the TXOP reservation belonging to
that traffic stream and to reschedule the TXOPs of any remaining traffic
stream.
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Figure 4.1: Scheduling multiple TXOP reservations.

Whereas some QoS demanding applications are somewhat robust to
packet loss and do not need to retransmit lost frames, others might ben-
efit from it. On that ground, EDCA/RR supports retransmitting lost high-
priority data frames as an optional feature, and lets the application decide
whether retransmission should be used. For example, the delay bound of
an application might be such that a frame can be retransmitted and still
not exceed the delay bound. In our current implementation, high-priority
data frames lost within a TXOP are handled immediately by retransmitting
the frames after SIFS duration, in case the remaining time in the TXOP
is enough for the retransmission. Thus, it is not necessary to start a back-
off procedure after every transmission failure. To support retransmission of
high-priority frames, the scheduler must calculate a sufficiently long TXOP
duration.

4.2.4 The Uninformed Station Problem

In the original version of EDCA/RR, there was no mechanism to handle
the uninformed station problem. An uninformed station is a station that is
not informed of the existing TXOP reservations in the network. The prob-
lem that could occur is that uninformed stations could cause reservation
collisions. Stations that are informed of the existing reservations in the net-
work do not start a transmission unless it finishes before a TXOP starts.
But unfortunately, uninformed stations do not receive any ADDTS Request
containing a TSPEC element, which contains information about the reser-
vation in progress, so they will stay uninformed of the TXOP reservations.
Therefore, they might start a transmission that extends across a reserved
TXOP and collides with the reservation.

To illustrate the problem caused by uninformed stations, suppose there
are three stations in a row (see Figure 4.2a): A, B and C, where A and B
as well as B and C are within each other’s transmission range, but A and C
cannot hear each other. Assume further that A is about to send high-priority
traffic to B so it has broadcasted an ADDTS Request (1) and B has replied
with an ADDTS Response (2). However, C is not informed of A’s TXOP
reservation since it has not received A’s ADDTS Request. Thus, there is
a chance that C starts transmitting just before a TXOP reserved by A is
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Data (4) B CA

ADDTS Request (1)

Data (3)

ADDTS Response (2) ADDTS Response (2)

(b) Station C is informed

Figure 4.2: (a) C is not informed of a A’s TXOP reservation so it can start
transmitting just before a reserved TXOP of A is about to start; (b) C
is informed of the TXOP reservation of A and defers during A’s reserved
TXOPs.

about to start (3). In that case a collision would occur during A’s reserved
TXOP (4), meaning that A would no longer have collision-free access to the
medium. In order to prevent these kinds of situations, C must be informed
of A’s TXOP reservation.

4.2.4.1 Solution by Overhearing

There are different ways of achieving the goal of spreading the TSPEC to
stations outside the reserving station’s transmission range. One possible
approach is to rebroadcast the ADDTS Request sent by the reserving sta-
tion during the reservation setup process. Hence, in our example, B would
rebroadcast the ADDTS Request of A to let also C receive the request
containing the TSPEC. However, there are many problems related to this
approach. One question that comes to one’s mind is whether C should send
an ADDTS Response to B just like B has to send an ADDTS Response to A.
Before answering this question, we must consider that A might have more
1- and 2-hop neighbors; let us call them B1, B2, ..., Bn and C1, C2, ..., Cn.
This means that if C has to respond to B, then every other station two hops
away from A (C1, C2, ..., Cn) should also respond to B because those are
also uninformed stations. Moreover, this procedure would continue until all
stations one hop away from A (B1, B2, ..., Bn) rebroadcast the ADDTS Re-
quest from A, and all stations two hops away from A send back an ADDTS
Response. Obviously, this would lead to a lot of overhead and a significant
increase in the reservation delay.

Ruling out the option where C has to send an ADDTS Response to
B, B could just rebroadcast the ADDTS Request without requiring any
response back from C. In other words, we could rely on C overhearing the
ADDTS Request. Although this approach would require significantly less
extra signaling compared to the previous option, there is an even better
approach.

Instead of rebroadcasting the ADDTS Request, we could extend the
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ADDTS Response frames to include TSPEC elements and let all stations
overhear the ADDTS Responses to become informed of the reservation in
progress. This way, the TSPEC will be known to all stations within two
hops from the reserving station, without any additional signaling and with
a limited increase of overhead. Thus, in our example (see Figure 4.2b), when
B receives the ADDTS Request (1), it stores the reservation information in-
cluded in the TSPEC element, copies it into the TSPEC of the extended
ADDTS Response, and transmits the response back to A (2). Station C
will overhear this frame (2), store the information included in the TSPEC
element, and refrain from transmitting frames that do not finish before the
start of a reserved TXOP (3). Consequently, A can access the medium (4)
knowing that stations within its 2-hop neighborhood will refrain from trans-
mitting during its reserved TXOPs. This approach is much less complex
and results in very little overhead compared to previous methods mentioned
above.

4.2.4.2 Solution by Reactive Notification

Studying the uninformed station problem further, we noticed that the so-
lution based on overhearing works fine as long as all uninformed stations
lie in the transmission range of either the source or destination. However,
this might not always be the case in reality. Thus, even though the goal is
to inform all 2-hop neighbors of the existing reservations in the network, it
is unavoidable that sometimes a station might not be able to overhear an
ADDTS Response; as a consequence, there is a chance that its transmissions
collide with reserved TXOPs. Here, we present a solution to this problem,
which is not necessarily specific to EDCA/RR, but could also be applied to
other reservation-based MAC protocols for wireless networks based on IEEE
802.11.

A TXOP owner that senses the medium busy at the start of its TXOP
realizes that the ongoing transmission causing the busy medium must belong
to a station that has not yet been informed of the reservation of the TXOP
owner. To prevent a transmission collision, the TXOP owner may choose
to skip the collided TXOP and wait until the next TXOP. Meanwhile, the
station causing the collision must be notified of the reservation of the TXOP
owner. In order to do that, we use those neighbors of the colliding station
that are informed of the existing reservations. If the informed neighbors
sense the medium busy just before a TXOP is about to start, just like the
TXOP owner they realize that the transmitting station cannot be aware of
the upcoming TXOP reservation. However, just by sensing a busy medium,
the informed neighbors cannot know the address of the colliding station;
but once the colliding transmission is finished, the neighbors can decode the
frame header to get the address of the colliding station. Then, the neighbors
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Figure 4.3: The Schedule element format.

wait until the end of the ongoing TXOP and send a Schedule frame to notify
the colliding station about the existing reservations in the network.

The Schedule frame contains the Schedule element, which is illustrated
in Figure 4.3. Both the Schedule frame and the Schedule element are defined
in IEEE 802.11e. Here, we have extended the schedule element with three
fields from the TSPEC element, namely, nominal MSDU size, mean data
rate, and minimum PHY rate. These fields are necessary as they contain
information about a TXOP reservation. Moreover, the Schedule element
has been extended with another field, called TXOP Owner Address, con-
taining the MAC address of the station whose TXOP was corrupted. This
information is needed by the destination of the Schedule frame, i.e., the
colliding station, so it can update its TSPEC information for the correct
TXOP owner. Thus, extended with these four fields, the Schedule frame
is used to reactively notify colliding stations of the TXOP reservation that
was corrupted.

4.2.5 Reservation Setup - Alternative Approach

With the introduction of this mechanism solving the uninformed station
problem, the reservation setup could alternatively be implemented in an-
other simpler and faster, but less reliable way. Depending on the level of
desired reliability and QoS guarantee, one approach might be preferable over
another. Instead of requiring all 1-hop neighbors sending back an ADDTS
Response to the reserving station, we could rely on overhearing and use
Schedule frames to inform uninformed neighbors, as presented above.

Thus, if a traffic stream can be admitted, the reserving station broadcasts
an ADDTS Request, but as opposed to the reliable reservation approach dis-
cussed in Section 4.2.3, it does not wait for neighbors sending back ADDTS
Responses. Since this broadcasted frame does not need to be reliable, the
reserving station does not need to start a timer to retransmit the ADDTS
Request in case all ADDTS Responses have not been received. The TSPEC
information is used by neighbors to schedule the reservation exactly as the
reserving station. The reserving station assumes that the ADDTS Request
has been received by all neighbors and starts transmitting at the advertised
service start time. Whenever the transmission of an uninformed station,
whether 1-hop or 2-hop neighbor, collides with a reserved TXOP, it will be
informed of the existing reservations using the reactive notification method
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discussed in Section 4.2.4.2. This alternative reservation scheme will be less
reliable but also more simple and have less reservation delay.

4.3 Distributed Deterministic Channel Access for
Wireless Mesh Networks

Since the idea behind EDCA/RR was shown to be promising, we decided
to explore the idea to use a similar concept for WMNs. This multi-hop
extension of EDCA/RR is called Distributed Deterministic Channel Access
(DDCA).

In order to provide end-to-end QoS guarantees in a wireless, multi-hop
network, we need a routing protocol that is able to find a multi-hop route
between two communicating devices. For MANETs, there have been lots
of proposed routing protocols, e.g., AODV, DYMO, OLSR, and OLSRv2.
In addition, the upcoming IEEE 802.11s [62] standard for mesh networking
suggests a routing protocol called Hybrid Wireless Mesh Protocol (HWMP).
As the name indicates it is a hybrid reactive/proactive routing protocol.
The reactive part is called Radio Metric AODV (RM-AODV), whereas the
proactive part is based on tree-based routing.

Since IEEE 802.11s will have a reactive routing protocol based on AODV,
we integrated DDCA with AODV in order to provide deterministic medium
access in a WMN. Later, when the standard becomes ready, it should not be
difficult to combine DDCA with HWMP. In fact, since DDCA operates at
the MAC sublayer, it should even be easier to make DDCA collaborate with
HWMP also operating at the MAC sublayer compared to AODV operating
at the network layer. Furthermore, the fact that IEEE 802.11s is based on
EDCA makes the integration of EDCA/RR into IEEE 802.11s rather simple.

DDCA is a multi-hop extension of EDCA/RR. Consequently, the two
schemes have many similarities. The main difference between DDCA and
EDCA/RR is the reservation setup procedure. In DDCA, stations do not use
ADDTS Requests or ADDTS Responses. Instead, stations use a modified
version of the alternative and less reliable reservation approach (presented
in Section 4.2.5), which is more suitable for multi-hop wireless networks,
such as WMNs.

4.3.1 Route Discovery and Reservation Setup

Instead of first starting a route discovery process and then a reservation
setup process, our idea is to combine the route discovery and reservation
setup procedures. The advantage of this approach is that the route discovery
is aware of the QoS requirements of the application so the reserving station
will search for a route that fulfills those QoS requirements. Other advantages
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are faster route discovery and reservation setup and less overhead.

When the first packet of a traffic stream with QoS requirements reaches
the network layer, the ad hoc routing protocol checks its routing table for
a route to the destination. Since this is the first packet of a QoS-requiring
traffic stream, it must trigger a route discovery/reservation setup process
by generating a Route and Reservation Request (RRQ). Thus, the routing
protocol must be modified not to return a route to the destination if that
route is not known to support the requested QoS requirements. The RRQ
message is a RREQ extended with some fields copied from the high-priority
packet: frame size, data rate and priority class. These parameters are set by
the application for the TSPEC and are used during the calculation of SI and
TXOP duration. After creating the RRQ message, it is sent down in the
protocol stack to the data link layer. The MAC sublayer starts the reserva-
tion setup procedure by checking if the new traffic stream can be admitted.
Note that DDCA only checks whether to admit or reject the traffic stream -
it does not reserve any TXOPs yet. The reason for this is that at this point,
the station cannot know whether a (multi-hop) route between the source
and the destination really exists - and even if such a route exists, the station
cannot know whether the route has enough resources to be reserved. Each
station has knowledge about the reservations of its 2-hops neighborhood,
but not about the reservations of those further away. Therefore, the actual
reservation is made once the destination sends a response back to the source
(after receiving an RRQ indicating that a route with enough resources ex-
ists). If the admission control fails, the application might prefer an ordinary
non-QoS route (not taking into account the QoS requirements of the appli-
cation) to the destination than not having any route at all. Although some
applications need a certain minimum level of QoS to work properly (e.g.,
multiplayer online games), others might be able to function tolerably de-
spite insufficient QoS levels (e.g., VoIP applications). The preferred option
shall be indicated by the application. Thus, if the traffic stream is rejected,
depending on the QoS requirements of the application, either it is notified
to abort because there are not enough resources to reserve or the routing
protocol is notified to generate a RREQ instead.

On the other hand, if the admission control is successful, the RRQ is
broadcasted as usual, i.e., as if it was a normal RREQ message. A station
that receives the message, stores the information about the reservation at the
MAC sublayer and then checks at the network layer if it is the destination
of the RRQ. If it is not the destination, it will start the reservation setup
procedure at the MAC sublayer to check whether the new traffic stream can
be admitted. Once again, if the admission control fails, depending on the
QoS requirements of the application, either it is notified to abort because
there are not enough resources to reserve or the routing protocol is notified
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to search for an ordinary non-QoS route to the destination. However, if the
traffic stream can be admitted, the station marks the status of the route as
“admitted” and rebroadcasts the RRQ.

One question that arises here is if the rebroadcasted RRQ should contain
the reservation information of the originating station or that of the interme-
diate station. To clarify the problem, let us assume a simple scenario with
four stations in a row, similar to the scenario illustrated in Figure 4.2 but
extended with another station called D. Each station is within the transmis-
sion range of its direct neighbor(s) and cannot hear stations two hops away.
Moreover, we assume that A is about to send traffic with QoS requirements
to D so it has broadcasted an RRQ, which B is about to rebroadcast since
it is an intermediate station and not the destination. Now the question is
whether B’s RRQ should contain information about the reservation by the
originating station A or by the intermediate station B. Since C must refrain
from transmitting during the reservations of both A and B, it needs to be in-
formed of the reservation of both stations. Therefore, the RRQ must carry
the reservation information of both A and B. Similarly, when C rebroad-
casts the RRQ, it will contain the reservation information of both B and C
in order to prevent D from transmitting during B’s and C’s reservations.

The RRQ is forwarded by intermediate stations until it is received by
the destination. The destination responds with a Route and Reservation
Reply (RRP), which is an ordinary RREP message extended with informa-
tion about the TXOP reservation. This message confirms the reservation
request by changing the status of the route from “admitted” to “reserved”.
Moreover, on the way back from the destination to the source, the RRP will
inform intermediate stations and the source of the reservations that have
been completed in a later phase of the route and reservation discovery pro-
cess. Thus, D unicasts an RRP to its next hop C, which changes the status
of the route from “admitted” to “reserved”. Next, C appends information
about D’s and its own reservation to the RRP before forwarding it to B.
When B receives this RRP, it will be informed of the reservations of C and
D. This way, the RRP is forwarded until it is received by A. Upon receiving
the RRP, the source A becomes informed of other reservations in the net-
work and has deterministic contention-free access to the medium. Stations
that overhear the RRP will also get informed of the reservations and thus
refrain from transmitting during the reserved TXOPs.

If a station along the route between the source and the destination can-
not reserve the requested resources, the destination will never generate an
RRP, which may result in some stations keeping the preliminary status of
the route as “admitted”. Moreover, it is possible that stations temporarily
reserve resources during the dissemination of the RRQ, but the RRP is sent
along another path. Therefore, we need a timer to release the temporary
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reservations. This timer is started once the status of a route is marked as
“admitted”. When the timer expires, the routes that are still marked as
“admitted” will be reset to release the temporary reservations.

4.4 Evaluation

In order to evaluate the performance of EDCA and EDCA/RR, we used
the popular network simulator ns-2 [19]. Although many EDCA studies
using ns-2 are based on the TKN EDCA model [70], our implementation
of EDCA/RR is based on an accurate and detailed EDCA implementation
by Mike Moreton [71] for ns-2.26. The main reason for this choice is that
the TKN model is based on the legacy IEEE 802.11 implementation in ns-2,
which is reported to contain many errors, some of which are still remaining
in the TKN model; instead, Moreton’s model is reported to be correct [72].

The presented results are averages over 100 simulation runs, each ran
for 300 simulated seconds. We were interested in studying the behavior
of the network in steady state, i.e., after the transient state during which
the connections are set up. After some testing, we concluded that it took
somewhat less than 30 seconds until all connections had been set up, so in
our simulations, the first 30 seconds are ignored.

4.4.1 Simulation Setup

The simulated scenario, illustrated in Figure 4.4, consists of 25 wireless
stations, a gateway, a router, an FTP server, an HTTP server, and a video
streaming server. The size of the simulation area is 1000 m × 1000 m.
The gateway is placed in the middle of the scene, with x- and y-coordinates
in meters at (500,500) and connected to the three servers via a router on
the wired network. All wireless stations can communicate directly with the
gateway. The placement of the wireless stations is chosen such that they
are within the interference range of each other. The transmission range is
250 m and the carrier sense range is 550 m, i.e., the default ns-2 values.

In order to evaluate the effectiveness of EDCA and EDCA/RR in pro-
tecting real-time VoIP traffic from interfering transmissions by uninformed
stations, we deliberately placed four stations outside the transmission range
of all wireless stations involved in VoIP communication, i.e., outside the
transmission range of both transmitters and receivers. Throughout this text,
we will refer to these stations as “uninformed stations” for simplicity2. More-

2We say for simplicity because these stations may be able to correctly overhear the AD-
DTS Responses from the gateway. However, since these stations rely on overhearing from
one single device (the gateway), there is a significant chance that the ADDTS Responses
might not be correctly overheard. Thus, these stations are in fact possible uninformed
stations, but we will refer to them as uninformed stations.
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Figure 4.4: A snapshot of the scenario showing the case with five VoIP calls.

over, to disturb the VoIP traffic even further, we deliberately chose to use
applications with different characteristics; these are modeled as follows:

• VoIP: The bi-directional VoIP traffic is modeled according to a G.711
voice codec generating 160 bytes every 20 ms, resulting in 64 kbps.
This kind of traffic is given high priority and its frames are sent using
AC VO. When EDCA/RR is used, these streams reserve TXOPs for
contention-free medium access.

• FTP: The FTP application represents a bulk data transfer of large
size, sending TCP segments equal to 1000 bytes. The application has
always something to send and runs throughout the whole simulation.
FTP is given low priority and its frames are sent using AC BE.

• HTTP: The HTTP traffic is modeled according to NSWEB/SURGE [73].
HTTP is given low priority and its frames are sent using AC BE.

• Video: The video traffic is modeled as an H.261 video codec generating
30 frames per second; each with a size equal to 1600 bytes, resulting
in 384 kbps. Video is given high priority and its frames are sent using
AC VI, but these streams do not reserve TXOPs. The fragmentation
threshold for UDP packets, equal to 1000 bytes by default in ns-2, is
increased to prevent video packets becoming fragmented.

In our simulations, between 0 and 12 of the 25 stations are involved
in VoIP communication, that is, there are 0-6 VoIP calls3. The choice of

3The notion of a VoIP call refers to two VoIP streams, one going from station A to
station B, and the other going in the opposite direction.
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Table 4.1: Some important simulation parameters.

Parameter Value

Topology area 1000 m × 1000 m

Number of stations 25

Number of VoIP calls 0-6 (variable)

Number of FTP clients 3

Number of HTTP clients 3

Number of video streaming clients 7

VoIP packet size 160 bytes

VoIP data rate 64 kbps

Video packet size 1600 bytes

Video data rate 384 kbps

FTP packet size 1000 bytes

Transmission range 250 m

Carrier sense range 550 m

Simulation time 300 s

Warmup time 30 s

varying the number of real-time VoIP calls was made to demonstrate the
ability of EDCA/RR to handle multiple reservations. Three stations are
downloading files from the FTP server on the Internet, whereas three others
are surfing the Web; i.e., they communicate with the HTTP server. Fi-
nally, seven stations are involved in downlink video streaming sessions with
the video streaming server. When there are five or six VoIP calls, the un-
informed stations are active and involved in video streaming transmission.
More specifically, two of the four uninformed stations are active when there
are five VoIP calls, whereas all four are active when there are six VoIP calls.
Figure 4.4 illustrates the case with five VoIP calls (10 VoIP stations), three
FTP clients, three HTTP clients, and seven video streaming clients.

Since the operation of EDCA/RR is basically the same as that of EDCA
when there are no TXOP reservations, we deliberately configured the ad-
mission control unit to allow for many reservations in order to be able to see
the differences between the two schemes. The beacon interval is assumed
to be 100 ms and we made 80% of the time available for TXOP reserva-
tions. The scheduler and admission control unit calculate an SI equal to
25 ms and TXOPs equal to 1.23 ms for the VoIP calls under EDCA/RR.
Thus, EDCA/RR can admit ⌊0.8×25/1.23⌋ = 16 TXOP reservations or,
equivalently, eight VoIP calls. The simulation and TSPEC parameters are
summarized in Table 4.1 and Table 4.2 respectively. A description of the
TSPEC parameters is provided in Section 2.2.2.2.
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Table 4.2: Some important TSPEC parameters used to schedule TXOPs
and perform admission control for the VoIP traffic.

Parameter Value

SI 25 ms

ρ 80 kbps

L 200 bytes

M 200 bytes

R 11 Mbps

O 640 µs

TXOP 1.23 ms

The VoIP and video messages are encapsulated in RTP/UDP/IP pack-
ets, whereas the FTP messages are encapsulated in TCP/IP packets. At
the network layer, AODV+ is used as the ad hoc routing protocol (see
Section 3.3), using reactive gateway discovery to access the wired network
via the gateway. At the MAC sublayer the stations use either EDCA or
EDCA/RR, depending on the MAC scheme under evaluation. Finally, at
the physical layer they use IEEE 802.11b, or more specifically HR/DSSS
using the short preamble and header mode (HR/DSSS/short).

The traffic sources are started randomly between 1.0 and 1.5 s from each
other, according to a uniform distribution. There is no mobility in network.
The VoIP calls are made within the ad hoc network, whereas the FTP,
HTTP and video streaming clients communicate with the corresponding
wired server.

As discussed in the IEEE 802.11e standard amendment, the unpre-
dictable and error-prone nature of wireless media in general and unlicensed
spectra in particular, may make it impossible to provide absolute QoS guar-
antees. However, in a controlled environment free of external interference,
it is possible to provide techniques that can provide guaranteed medium
access and thus QoS guarantees [1]. Studying EDCA/RR in both error-free
and lossy media, allows us to see whether it really is capable of providing
true QoS guarantees in controlled environments free of external interference
and how well it fulfills the task in error-prone media. Therefore, we use the
error model provided by ns-2 to simulate packet loss. The simulations are
run both for the case when the medium is error-free and when 5% of the
packets are lost.

4.4.2 Performance Metrics

In comparing the ability of EDCA and EDCA/RR to provide QoS, the
evaluation is done according to the following metrics:
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• The average end-to-end delay together with its 99% confidence
interval and Complementary Cumulative Distribution Func-
tion (CCDF): the end-to-end delay is calculated as the time when a
frame is received at the destination’s application layer minus the time
when the same frame was generated at the application layer of the
source.

• The jitter: calculated as the variance of the end-to-end delay.

• The packet delivery ratio: calculated as the number of data frames
received at the destination’s application layer divided by the number
of data frames generated at the application layer of the source.

• The average throughput: calculated as the number of data bits
received at the destination’s application layer divided by the time the
considered traffic type (VoIP, FTP/HTTP, or video) is active.

4.4.3 Simulation Results

In this section, we sometimes use the term “contending traffic” when refer-
ring to FTP, HTTP, and video traffic since these always contend for medium
access as opposed to VoIP traffic, which gets contention-free medium access
under EDCA/RR. Also, the results of the TCP-based traffic, i.e., FTP and
HTTP, are presented together.

4.4.3.1 Average End-to-End Delay Analysis

Table 4.3a and 4.3b show the average end-to-end delay and its 99% confi-
dence interval experienced by the VoIP calls. Regarding EDCA, both tables
show that the average end-to-end delay increases to very high levels as the
traffic load increases. This is a typical behavior for contention-based medium
access schemes like EDCA and it is this kind of behavior that we would like
to avoid. Another typical, but more advantageous, behavior for random-
access schemes is that they have very low medium access delays when the
network load is light. This is also shown in the tables.

An interesting observation that needs to be commented is the sharp in-
crease of the average end-to-end delay as the number of VoIP calls increases
from four to five. This is because the uninformed stations are active in
video streaming transmissions when there are five or six VoIP calls. More-
over, we recall that these stations lie outside the transmission range of all
wireless stations involved in VoIP communication, i.e., outside the transmis-
sion range of both transmitters and receivers. Hence, the results show that
these stations have a great negative impact on EDCA.

For the contention-free EDCA/RR, on the other hand, the average end-
to-end delay is rather constant when the medium is error-free, whereas we
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Table 4.3: The average end-to-end delay and its 99% confidence interval of
the VoIP traffic.

(a) 0% packet error

Number of Delay (ms) Confidence interval (ms)

VoIP calls EDCA EDCA/RR EDCA EDCA/RR

1 5.16 12.59 ( 5.11, 5.21) (12.33,12.84)

2 7.07 12.64 ( 6.99, 7.14) (12.44,12.84)

3 11.33 12.61 (11.20,11.47) (12.44,12.77)

4 17.93 12.63 (17.69,18.16) (12.49,12.78)

5 88.81 12.60 (87.27,90.35) (12.47,12.72)

6 93.51 12.60 (91.80,95.21) (12.49,12.71)

(b) 5% packet error

Number of Delay (ms) Confidence interval (ms)

VoIP calls EDCA EDCA/RR EDCA EDCA/RR

1 9.26 16.84 ( 9.01, 9.50) (16.60,17.08)

2 14.30 17.00 (13.89,14.70) (16.81,17.19)

3 22.41 17.16 (21.89,22.92) (16.98,17.34)

4 32.00 17.21 (31.06,32.93) (17.06,17.36)

5 60.98 17.53 (59.57,62.39) (17.38,17.69)

6 77.01 18.03 (75.56,78.47) (17.84,18.23)

see a slight increase when the medium is lossy. Moreover, we can see that
EDCA/RR can handle uninformed stations since the average end-to-end
delay does not increase sharply when the number of VoIP calls increases
from four to five. As the results show, EDCA/RR is clearly a technique
that achieves the goal of providing guaranteed medium access within the
limitations of error-prone wireless media.

Let us continue to analyze the results, focusing on the average end-to-
end delay for EDCA when the medium is error-free compared to when it is
lossy. It is interesting to note that, when the traffic load is high (5-6 VoIP
calls), the average end-to-end delay for EDCA is lower when the medium is
lossy compared to when it is error-free. The main reasons for this behavior
are:

a) Dropped frames are not considered in the end-to-end delay calcula-
tions. As the packet delivery ratio analysis will show in Section 4.4.3.5,
more VoIP frames are dropped in lossy compared to error-free media,
as one would expect. This effect becomes more notable when the traf-
fic load is high, causing the difference of the delivery ratio between
error-free and lossy media to increase significantly from below 1% to
6-7%. The low packet delivery ratio for VoIP in lossy media with high
traffic load shows that the combination of lossy media and high traffic
load results in, not only retransmissions, but also packet drops (UDP-
based VoIP frames are dropped after four transmission attempts at
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Table 4.4: Default EDCA parameter set for IEEE 802.11b PHY

AC CWmin CWmax AIFSN TXOP limit

AC BK 31 1023 7 0

AC BE 31 1023 3 0

AC VI 15 31 2 6.016 ms

AC VO 7 15 2 3.264 ms

the MAC sublayer). The dropped VoIP frames would likely have the
highest end-to-end delays if they would have been received success-
fully. However, since they are not considered in the delay calculations,
when the medium is lossy and the traffic load is high, the average
end-to-end delay becomes lower for those frames that are successfully
transmitted.

b) Transmission failures (as a consequence of lossy media and high traffic
load) have a greater negative impact on low-priority ACs (AC BK and
AC BE) than on high-priority ACs (AC VI and AC VO), thereby mak-
ing the network appear less loaded to VoIP traffic when the medium is
lossy and especially when the traffic load is high. This is because the
CW, which is doubled after each transmission failure, becomes much
larger for low-priority ACs than for high-priority ACs. As we can see
in Table 4.4 (the same table presented in Section 2.2.2.1 but repeated
here for the sake of easier reading), the default CWmin and CWmax
values are 31 and 1023 for AC BE (used by FTP and HTTP), and
7 and 15 for AC VO (used by VoIP). For example, after three trans-
mission failures, CW is equal to 127 for AC BE and 15 for AC VO,
resulting in much higher medium access delays for FTP and HTTP
traffic compared to VoIP traffic. Since high traffic load, in combination
with lossy media, increases the probability of transmission failures, the
result is longer and longer medium access delays for low-priority traf-
fic, and in effect, decreased low-priority traffic load. The throughput
analysis in Section 4.4.3.4 will support this claim, showing that the
throughput of low-priority FTP/HTTP traffic falls much more than
that of high-priority VoIP traffic, when comparing EDCA in error-free
and lossy media. For example, with six VoIP calls, the VoIP through-
put falls from 593 kbps in error-free medium to 543 kbps in lossy
medium giving 8% throughput fall, compared to the 98% throughput
fall for FTP/HTTP falling from 306 kbps to 6 kbps!

To sum up, since the frames with largest end-to-end delays are dropped
and not considered in the calculations, and since the backoff mechanism
in IEEE 802.11e disfavors low-priority traffic after transmission failures, the
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(a) 0% packet error (b) 5% packet error

Figure 4.5: The CCDF of VoIP End-to-End Delay.

average end-to-end delay is reported to be lower for EDCA when the medium
is lossy and the traffic load is high. This behavior is not seen in EDCA/RR
thanks to periodic and contention-free medium access for the VoIP calls.

4.4.3.2 CCDF Analysis

Figure 4.5 shows the CCDF of the end-to-end delay experienced by the VoIP
calls in error-free and lossy media. Although the average value, confidence
interval and variance of the end-to-end delay reveal useful information to
us, its CCDF will add to our understanding about the delay characteristics
of the two MAC schemes under investigation. For example, Figure 4.5b
shows that more than 8% of the VoIP frames have an end-to-end delay over
150 ms under EDCA in lossy medium, resulting in a significant impact on
the voice quality [74]; the corresponding value for EDCA/RR is less than
0.3%. Moreover, we notice that all six curves representing 1-6 VoIP calls are
overlapping under EDCA/RR, implying that the performance of EDCA/RR
is independent of the traffic load in the network.

Continuing to study the EDCA/RR curves, we notice a “knee point” at
25 ms both in error-free and lossy media. This value has its origin in SI,
which is calculated by the scheduler. Moreover, Figure 4.5a shows that more
than 99% of the VoIP frames have an end-to-end delay less than 25 ms in
error-free media, which once again shows that EDCA/RR keeps it promises
of providing QoS guarantees in controlled environments.

For EDCA, on the contrary, the situation is totally different with an
increasing amount of VoIP frames with very high end-to-end delays as the
traffic load increases. Also here the results show that, when the traffic load
is high (the curves representing five or six VoIP calls), the CCDF of the
end-to-end delay for EDCA is lower when the medium is lossy compared to
when it is error-free. The reasons for this behavior are the same as those
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Table 4.5: The jitter of the VoIP traffic.

(a) 0% packet error

Number of Jitter (10−4s2)

VoIP calls EDCA EDCA/RR

1 0.7 0.50

2 1.5 0.51

3 4.8 0.51

4 14 0.51

5 390 0.51

6 560 0.51

(b) 5% packet error

Number of Jitter (10−4s2)

VoIP calls EDCA EDCA/RR

1 6.0 1.4

2 24 1.7

3 53 2.7

4 139 2.4

5 339 3.8

6 561 5.5

explained earlier in Section 4.4.3.1: since the frames with largest end-to-
end delays are dropped and not considered in the calculations, and since
the backoff mechanism in IEEE 802.11e disfavors low-priority traffic after
transmission failures, the average end-to-end delay is reported to be lower
for EDCA when the medium is lossy and the traffic load is high.

4.4.3.3 Jitter Analysis

Table 4.5a and 4.5b show the jitter experienced by the VoIP calls. Re-
garding EDCA, the tables show that the jitter starts from very low values
and increases by 2-3 orders of magnitude as the number of VoIP calls in-
creases. Considering EDCA/RR, the jitter is constant low in error-free
media, whereas it increases very slowly in lossy media. Moreover, we can
see that high traffic load (that is, when there are five or six VoIP calls) have
a great negative impact on EDCA, whereas their impact on EDCA/RR is
very limited. To sum up, again the results show that EDCA/RR is able to
provide QoS to high-priority traffic even during high traffic load.

4.4.3.4 Average Throughput Analysis

Figure 4.6a and 4.6b show the total required and actual VoIP throughput for
all VoIP calls as the number of VoIP calls increases. First, let us concentrate
on whether the two schemes are able to provide the required throughput to
the VoIP calls. Since we consider bi-directional VoIP communication, each
VoIP call requires 2 × 64 kbps = 128 kbps. As the results show, EDCA/RR
fully manages to give the required throughput to the VoIP applications both
in error-free and lossy media, whereas EDCA fails to do so when the traffic
load increases. With the given traffic load (three FTP clients, three HTTP
clients and seven video streaming clients), EDCA can provide the required
throughput to one VoIP call only in lossy media. Two VoIP calls require
256 kbps, which EDCA is close to fulfill, whereas six VoIP calls require
768 kbps, which EDCA is far from being able to provide. In fact, EDCA
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Figure 4.6: Average VoIP Throughput in (a) error-free and (b) lossy media.

fails to fulfill the throughput requirements, not only in lossy, but also in
error-free media when the traffic load is high. This will of course have
consequences on the voice quality that the users experience.

Let us now move on to the analysis of the FTP/HTTP and video traffic.
Table 4.6a and Table 4.6b show the average throughput for FTP/HTTP and
video as the number of VoIP calls increases. The VoIP throughput is also
there for the sake of easier comparison. The general view revealed by the
results is expected: the throughput of the FTP/HTTP and video traffic de-
creases with increasing traffic and error rate for both EDCA and EDCA/RR.
Leaving the general view, to focus on the FTP/HTTP throughput in lossy
media, it is worth to note that the FTP/HTTP throughput drops to ex-
tremely low levels for EDCA when the traffic load is high. Obviously, the
TCP-based FTP/HTTP flows are starved by the UDP-based VoIP and video
streams. For EDCA/RR, on the other hand, the throughput does not de-
crease as dramatically as for EDCA (64 kbps compared to 6 kbps when there
are six VoIP calls). The reason for this is that, due to the contention-free
medium access for VoIP traffic in EDCA/RR, the TCP-based flows have to
contend for medium access with UDP-based video streams only; whereas in
EDCA, they have to contend with UDP-based VoIP streams as well. The
more streams contending for medium access, the higher is the probability
for collisions and retransmissions resulting in lower throughput.

Next, we notice that EDCA/RR performs better than EDCA even though
there are no VoIP calls, that is, there are no reserved TXOPs. One might
have expected a comparable or similar performance since both schemes have
contending traffic only. However, from Section 4.2.2 we recall that, except
for the resource reservation capability of EDCA/RR, the two schemes differ
in another way: EDCA/RR has an extra AC used for important control mes-
sages. Thanks to this extra AC, ARP frames, AODV packets, and ADDTS
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Table 4.6: The average throughput of the VoIP, FTP/HTTP, and video
traffic.

(a) 0% packet error

Throughput (kbps)

Number of VoIP FTP/HTTP Video

VoIP calls EDCA EDCA/RR EDCA EDCA/RR EDCA EDCA/RR

0 0 0 1283 1358 2684 2684

1 128 128 1105 1102 2683 2685

2 256 256 836 841 2681 2685

3 384 384 592 574 2672 2685

4 512 512 414 358 2658 2606

5 576 640 399 300 2507 2211

6 593 768 306 204 2453 1829

(b) 5% packet error

Throughput (kbps)

Number of VoIP FTP/HTTP Video

VoIP calls EDCA EDCA/RR EDCA EDCA/RR EDCA EDCA/RR

0 0 0 386 612 2670 2678

1 128 128 255 306 2651 2680

2 255 256 106 171 2591 2680

3 381 384 32 115 2274 2459

4 500 512 14 89 1748 2083

5 531 640 8 77 1247 1702

6 543 768 6 64 1138 1326

Request/Response frames are delivered faster to their destinations, result-
ing in faster address resolution, route discovery and connection setup and
thus higher throughput. The observant reader might now wonder why the
impact of this enhancement is seen in the throughput of FTP/HTTP only,
and not in that much in the throughput of the video traffic. For example,
when the medium is error-free, the video throughput is exactly the same
(2684 kbps) for both EDCA and EDCA/RR, whereas there is a significant
difference in the FTP/HTTP throughput of the two schemes: 1358 kbps
compared to 1283 kbps. To explain this behavior, we recall that each video
stream requires 384 kbps so seven video streams require 2688 kbps, which
is basically what they receive4. The TCP-based FTP and HTTP flows, on
the other hand, adapt their data rate according to the flow and congestion
control mechanism of TCP and depending on the condition of the network,
they try to transmit as fast as possible while avoiding congestion. To sum
up, EDCA/RR performs better than EDCA, even when there are no TXOP
reservations, thanks to the introduction of an extra AC used for control
messages.

4The reason why the video streams do not get exactly 2688 kbps, but “only” 2684 kbps,
is a small amount of packet loss due to collisions on the wireless medium. The packet
delivery ratio analysis in the next section confirms this claim.
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Another point worth to comment is that, comparing the throughput
of FTP/HTTP with that of video, the throughput fall is much larger for
FTP/HTTP than that for video. For example, in the case of EDCA in error-
free media, the throughput of FTP/HTTP falls with 76% from 1283 kbps to
306 kbps as the number of VoIP calls increases, whereas the video through-
put decreases with only 9% from 2684 kbps to 2453 kbps. One reason
for this is of course the higher priority given to video traffic compared to
FTP/HTTP traffic. Another reason is the flow and congestion control mech-
anism of TCP slowing down the sending rate of FTP and HTTP traffic when
the traffic load is high, whereas UDP continues to aggressively send packets
at the same rate without caring about the condition of the network.

Yet another interesting observation is made by studying the throughput
of the contending traffic, i.e., FTP/HTTP and video, when the medium
is error-free compared to when it is lossy. With 0% packet error, the
throughput of the contending traffic becomes higher for EDCA compared
to EDCA/RR as the number of VoIP calls increases. On the other hand,
with 5% packet error the throughput is higher for EDCA/RR. In the case of
EDCA/RR and error-free medium, the throughput of the contending traffic
is negatively affected by the increasing part of the medium being reserved by
VoIP applications. However, in the case of lossy medium, the effect of the
capacity reservation by EDCA/RR is not that negative anymore. This is
because at the same time as decreasing the available resources for contend-
ing traffic, capacity reservation results in fewer traffic streams contending
for medium access as the VoIP streams in EDCA/RR are not allowed to
transmit at time instants other than during their reserved TXOPs. Thus,
only when the medium is error-free and the amount of reserved capacity
starts becoming significant (after 2-3 VoIP calls), the negative impact of not
having access to the whole capacity affects the performance of the contend-
ing traffic more than the positive impact of less number of contending traffic
streams. In all other cases, the contending traffic benefits from the fact that,
in EDCA/RR, VoIP applications with reserved TXOPs do not contend for
medium access causing collisions, backoff and retransmissions.

4.4.3.5 Packet Delivery Ratio Analysis

Table 4.7a and 4.7b show the packet delivery ratio (or equivalently, one
minus the packet loss) experienced by the VoIP, FTP/HTTP and video
traffic. Let us start the analysis by studying the packet delivery ratio for
VoIP in error-free and lossy media. The results show that, the delivery ratio
decreases when EDCA is used. For the contention-free EDCA/RR, on the
other hand, the packet loss is negligible. Once more we see that EDCA
suffers from high traffic load, with up to 29% of the VoIP frames being lost
when the medium is lossy.
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Table 4.7: The packet delivery ratio of the VoIP, FTP/HTTP, and video
traffic.

(a) 0% packet error

Packet delivery ratio (%)

Number of VoIP FTP/HTTP Video

VoIP calls EDCA EDCA/RR EDCA EDCA/RR EDCA EDCA/RR

0 - - 99.03 99.08 99.87 99.87

1 100 100 98.78 98.80 99.85 99.88

2 99.99 100 98.59 98.65 99.77 99.89

3 99.98 100 98.59 98.41 99.51 99.91

4 99.95 100 98.76 98.17 98.97 97.01

5 90.48 100 99.07 99.37 93.71 82.32

6 77.91 100 99.09 99.84 91.90 68.12

(b) 5% packet error

Packet delivery ratio (%)

Number of VoIP FTP/HTTP Video

VoIP calls EDCA EDCA/RR EDCA EDCA/RR EDCA EDCA/RR

0 - - 99.28 99.25 99.36 99.64

1 99.92 99.98 99.03 98.87 98.81 99.69

2 99.79 99.97 98.66 98.56 96.73 99.71

3 99.35 99.97 97.25 98.35 85.49 91.54

4 99.01 99.97 94.37 98.10 65.58 77.56

5 83.23 99.96 83.37 98.12 47.19 63.40

6 71.35 99.96 69.94 97.77 43.42 49.40

Let us now study the delivery ratio of the video traffic when the medium
is error-free compared to when it is lossy. Here we observe that, in the
case of error-free medium, the packet loss becomes higher for EDCA/RR
compared to EDCA as the number of VoIP calls increases, whereas the
opposite behavior is seen in lossy media. To explain this, once more we
look at the delivery ratio for VoIP traffic, and note that its delivery ratio
is equal or very close to 100% for EDCA/RR, whereas it was significantly
lower in EDCA. Thus, it is clear that EDCA/RR takes capacity from video
and gives it to VoIP; in other words, the price of nearly loss-free VoIP
transmission is lower performance for the video traffic. However, despite
this cost, we can see that EDCA/RR has lower packet loss than EDCA
when the medium is lossy. The reason for this behavior is the same as for
EDCA/RR reporting higher video throughput than EDCA in lossy media,
but lower video throughput in error-free media with increasing traffic load.
This was discussed in the previous section analyzing the throughput: in
error-free media, where there is no external source of error and, consequently,
a very low probability of packet loss, the performance of the video traffic
is negatively affected by an increasing part of the medium being reserved
by VoIP traffic. In lossy media with higher packet loss probability, on the
contrary, reserving TXOPs for VoIP transmission actually helps improving
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the performance of the video traffic. This is because the consequence of
TXOP reservations is, not only less time available for contending traffic, but
also less traffic contending for medium access, and thus, lower probability of
collisions and packet loss. The less traffic contending for medium access is a
result of the policy that traffic streams with TXOP reservations are allowed
to transmit only during their reserved TXOPs.

Studying the packet delivery ratio of FTP/HTTP in error-free and lossy
media, we see a very high delivery ratio in error-free media for both EDCA
and EDCA/RR. This is due to the reliable delivery service provided by TCP.
In lossy media, on the other hand, the delivery ratio decreases for EDCA,
whereas it remains rather high for EDCA/RR. This effect has a common
reason as for the dramatic throughput fall of FTP/HTTP when EDCA is
used in lossy media: whereas the TCP-based traffic in EDCA/RR has to
contend for medium access with UDP-based video traffic only, in EDCA
it has to contend with UDP-based VoIP streams as well. Hence, using
EDCA/RR, the less number of contending stations in lossy media results in
lower probability of collisions and retransmissions and, consequently, better
performance for the contending traffic.

Moreover, the results show that, as the traffic load increases, the packet
loss becomes much larger for video than for FTP/HTTP, in spite of higher
priority given to video traffic. This behavior is expected and explained by the
reliable delivery service offered by TCP. FTP and HTTP use the connection-
oriented TCP, which retransmits dropped packets, whereas video uses the
connection-less UDP, which provides an unreliable delivery service. Thus,
when video packets are dropped by IEEE 802.11 MAC after four transmis-
sion attempts, FTP and HTTP packets will continue to be retransmitted
by TCP, resulting in higher packet delivery ratio. Also note that the higher
priority for video traffic has a slightly noticeable impact on the results: when
the medium is rather reliable (low traffic load, no packet error), the higher
priority makes up for the unreliable service provided by UDP, resulting in a
slightly higher packet delivery ratio for the video traffic compared to that of
the FTP/HTTP traffic. However, as soon as the medium becomes unreli-
able, this positive impact of higher priority can no longer match the positive
impact of reliable delivery service of TCP.

4.4.3.6 Instantaneous Throughput Analysis

In the experiments done so far, 80% of the time has been available for
TXOP reservations, which means that the admission control algorithm in
EDCA/RR has been able to admit 8 VoIP calls. Consequently, all six VoIP
calls have been admitted. Now we would like to study how EDCA/RR
performs when a VoIP call is rejected. Therefore, we decrease the amount
of time available for TXOP reservations from 80% to 30%. Thus, with an SI

90



4.4. EVALUATION

equal to 25 ms and TXOPs equal to 1.23 ms for the VoIP calls, EDCA/RR
can admit ⌊0.3×25/1.23⌋ = 6 VoIP streams or, equivalently, three VoIP
calls.

Since EDCA/RR can admit only three VoIP calls, we will use four VoIP
calls in this experiment because we want the fourth VoIP call to be rejected.
Let us now study the instantaneous VoIP throughput when starting new
VoIP calls in the network. The parameters and their corresponding values
used in this experiment are the same as those reported in Section 4.4.1,
unless otherwise stated.

As mentioned earlier, a VoIP call consists of two VoIP streams, each
transmitting 64 kbps. In this scenario we also have a high-quality video
stream transmitting at 6.4 Mbps. This video stream is running in the back-
ground from the start until the end of the simulation, which lasts for 60 sec-
onds. The purpose of the video stream is to add traffic to the network and
disturb the VoIP traffic. The two VoIP streams of a VoIP call are started
one second after each other, whereas the four VoIP calls are started 10 sec-
onds from each other. Hence, the 8 VoIP streams are started at the 10th
and 11th, 20th and 21st, 30th and 31st, and 40th and 41st second of the
simulation. Once the streams are started, they continue transmitting until
the end of the simulation.

The outcome of this experiment is shown in Figure 4.7. The figure
shows the throughput of each VoIP stream measured at the application
layer. Consequently, we must keep in mind that the bit rate on the wireless
medium is much higher due to the overheads at the transport, network, data
link, and physical layer. Since we are interested in the performance of the
VoIP calls only, the throughput of the video stream is not included in the
figure.

Figure 4.7a shows the case with EDCA when the medium is error-free.
We can see that the first and second VoIP calls have a constant throughput,
but as soon as the third call is started after 30 seconds, the throughput
of all VoIP calls start to fluctuate. When the fourth VoIP call starts after
40 seconds, the situation gets even worse. Under EDCA/RR, on the other
hand, the VoIP calls try to reserve TXOPs and if the reservation requests
are admitted by the admission control algorithm, the VoIP calls get the
amount of bandwidth they require. With 30% of the resources available for
TXOP reservations, we know that the first three VoIP calls will be admitted,
whereas the fourth will be rejected and contend for medium access. This
can be seen in Figure 4.7b, which shows a constant throughput both for the
three admitted VoIP calls and for the rejected VoIP call. It is interesting
to note that, even though the fourth VoIP call is rejected, thus contending
for medium access, its throughput is constant. The reason for this behavior
is that, as opposed to the case with EDCA, the fourth (rejected) VoIP call

91



CHAPTER 4. QOS IN DISTRIBUTED WIRELESS
NETWORKS

0 10 20 30 40 50 60
Time (s)

0

20

40

60

80

100

120

T
hr

ou
gh

pu
t (

kb
ps

)

1st VoIP call
1st VoIP call
2nd VoIP call
2nd VoIP call
3rd VoIP call
3rd VoIP call
4th VoIP call
4th VoIP call

(a) EDCA - 0% packet error

0 10 20 30 40 50 60
Time (s)

0

20

40

60

80

100

120

T
hr

ou
gh

pu
t (

kb
ps

)

1st VoIP call - admitted
1st VoIP call - admitted
2nd VoIP call - admitted
2nd VoIP call - admitted
3rd VoIP call - admitted
3rd VoIP call - admitted
4th VoIP call - rejected
4th VoIP call - rejected

(b) EDCA/RR - 0% packet error

0 10 20 30 40 50 60
Time (s)

0

20

40

60

80

100

120

T
hr

ou
gh

pu
t (

kb
ps

)

1st VoIP call
1st VoIP call
2nd VoIP call
2nd VoIP call
3rd VoIP call
3rd VoIP call
4th VoIP call
4th VoIP call

(c) EDCA - 5% packet error

0 10 20 30 40 50 60
Time (s)

0

20

40

60

80

100

120

T
hr

ou
gh

pu
t (

kb
ps

)

1st VoIP call - admitted
1st VoIP call - admitted
2nd VoIP call - admitted
2nd VoIP call - admitted
3rd VoIP call - admitted
3rd VoIP call - admitted
4th VoIP call - rejected
4th VoIP call - rejected

(d) EDCA/RR - 5% packet error

Figure 4.7: Instantaneous VoIP Throughput under (a) EDCA and (b)
EDCA/RR in error-free media, and under (c) EDCA and (d) EDCA/RR in
lossy media.

does not have to contend for medium access with three other VoIP calls;
instead, it has a smaller amount of time reserved for contention, but during
that contention period, it is the only VoIP call contending for medium access
with the video stream. Hence, we notice that EDCA/RR does not only have
a positive impact on the admitted VoIP calls, but also on the contending
VoIP traffic.

Studying the same scenario when the medium is lossy, Figure 4.7c shows
that EDCA performs extremely poorly when the fourth VoIP call is started.
This overloaded network affects not only the fourth VoIP call, but also all
other existing traffic in the network. Thus, the overall performance of the
network is rather poor. It is also worth to notice that the throughput of the
VoIP calls drops to very low levels, sometimes as low as 0 kbps! This has of
course a significant impact on the voice quality experienced by the end users.
Under EDCA/RR, on the other hand, Figure 4.7d shows a small throughput
variation, but this variation is negligible compared to that experienced by
the VoIP calls under EDCA. Again, we can see that also the rejected VoIP
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call has a rather constant throughput since it does not have to contend for
medium access with many other streams.

To sum up, after this experiment we can point out three advantages of
EDCA/RR compared to EDCA. First, the variance of the throughput of
the admitted VoIP calls is very low; i.e., the throughput is rather constant
around 64 kbps. Second, the throughput of the admitted VoIP calls is
not decreased when the traffic increases. Third, resource reservation seems
beneficial for not only the admitted streams, but also for the rejected ones. A
similar conclusion was drawn in the previous throughput and packet delivery
ratio analyzes in Section 4.4.3.4 and Section 4.4.3.5, showing that resource
reservation was beneficial for not only admitted VoIP traffic, but also for
contending traffic.

4.5 Conclusion

In this chapter we have presented EDCA/RR, which is a distributed MAC
scheme based on EDCA and compatible with IEEE 802.11. One advantage
with this solution is that it operates in a fully distributed manner offering
distributed admission control, scheduling, and medium access. Moreover,
it provides QoS guarantees by allowing applications with strict QoS re-
quirements to reserve TXOPs for contention-free medium access. However,
EDCA/RR does not only provide contention-free medium access and pa-
rameterized QoS ; it also provides contention-based medium access and pri-
oritized QoS. This is possible since EDCA/RR provides all existing features
of EDCA as well.

We have evaluated the ability of EDCA and EDCA/RR to provide QoS
guarantees. Our results show that EDCA/RR is clearly a technique that
can provide guaranteed QoS within the limitations of error-prone wireless
media. In particular, we have seen that, whereas EDCA suffers from severe
performance degradation with increased network load, EDCA/RR succeeds
providing low and controlled end-to-end delay and jitter, the throughput as
required by the real-time application, and negligible packet loss. In addition,
we would like to stress that, not only does EDCA/RR provide better service
than EDCA in lossy wireless media regarding real-time traffic, but also when
it comes to contending non-real-time traffic.

Since EDCA/RR is based on existing and commonly used protocols, it
is a realistic approach that can be implemented into existing wireless sys-
tems to fill the void left by the ignored HCCA/WMM-SA. In other words,
since HCCA/WMM-SA will most probably not find their way into our IEEE
802.11-based wireless equipment, EDCA/RR can be considered as a good
compromise keeping the preferable distributed medium access approach of
EDCA/WMM but extending it with guaranteed QoS provisioning capabili-
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ties of HCCA/WMM-SA.
Although EDCA/RR can be used in a multi-hop environment, it is based

on EDCA, which is mainly designed for single-hop networks. Since multi-hop
mesh networks are expected to offer new communication possibilities and
since the idea behind EDCA/RR showed to be promising, we also presented
a distributed and reservation-based MAC scheme for WMNs. This scheme
is called DDCA, and has the same advantageous properties of EDCA/RR.
In other words, it is also based on EDCA, it operates in a fully distributed
way, provides QoS guarantees via resource reservation, and provides both
parameterized and prioritized QoS.
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Chapter 5

Experiments on a Wireless
Mesh Network

A WMN1 is a multi-hop wireless network consisting of stationary devices
that are usually not power-constrained. The aim of WMN technology is to
provide capabilities that can facilitate the deployment of multi-hop wireless
networks with access to the Internet. The architecture of a WMN makes it
a hybrid wireless network between a WLAN and a MANET. In essence, a
WMN is able to extend the coverage of the network infrastructure by multi-
hop wireless connections between APs. The APs in a WMN can hence be
detached from any wired infrastructure while being connected to each other
through wireless links. As shown in Figure 5.1, nodes in a WMN can be
categorized into:

• Mesh Point (MP): A device that provides mesh services; it can relay
messages in an ad hoc fashion to other MPs in the WMN.

• Mesh Access Point (MAP): A special MP that also provides AP ser-
vices, i.e., it provides wireless connectivity.

• Mesh Point collocated with a mesh Portal (MPP): A special MP that
also serves as a gateway to a wired network, i.e., it provides wired
connectivity.

• Station (STA): A mobile user device that does not participate in mesh
services; instead it can communicate with other stations via an AP, a
MAP, or an MPP.

In essence, WMNs are composed of MPs that facilitate the connectiv-
ity and intercommunication of wireless clients through multi-hop wireless

1In this chapter we consider IEEE 802.11-based WMNs.
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Figure 5.1: Wireless mesh network architecture.

paths. WMNs may be connected to the Internet through an MPP, whereas
the MPs function as wireless bridges within the WMN. Therefore, if we
compare WMNs with MANETs, end hosts and routing devices are distinct
in a WMN, whereas every device can play both roles in MANETs. Further-
more, MPs in WMNs are often stationary and not power-constrained; thus,
routing protocols designed for WMNs are free from the burden of dealing
with mobility and power constraints.

A peculiar feature of WMNs is that, if the source and the destination
are not in the same Basic Service Set (BSS) domain, the source MAP does
not forward packets to all the MAPs in the Extended Service Set (ESS);
instead, the packets are sent via MPs to reach the destination. A WMN
can be viewed as a multi-hop, ad hoc, packet switching, and forwarding
network between MPs in the same ESS. The Wireless Distribution System
(WDS) uses an extension of IEEE 802.11, named IEEE 802.11s, to provide
a protocol for self-configuring paths among MPs in a multi-hop topology,
supporting broadcast, multicast, and unicast traffic.

Generally, the primary purpose of the WMN is to create a low-cost,
easily deployable, high performance wireless coverage. WMNs can be useful
network architecture where Ethernet cabling does not exist or its installation
is economically prohibitive. Examples include small and large offices, manu-
facturing plants, university campuses government buildings, and health care
centers/hospitals.

In this chapter, we present the idea behind Augmented Reality (AR),
which is born as a variation of Virtual Reality (VR), but differs from its
ancestor as it does not put the user into an exclusively virtual environment.
Instead, AR supplements reality by superimposing digital objects upon the
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real world, which remains visible for the user. After a brief overview of
AR, we give a few examples of application scenarios where collaborative AR
applications and WMNs form an attractive combination of technologies.
Next we present the tool used to set up a WMN testbed that we used for
some real-world experiments. Finally, we present the results from our off-
the-shelf testbed and conclude the chapter.

5.1 Related Work

Delving into the scientific literature, we can find works that relate to our case
study such as the preliminary WMN testbed in [75]. However, most works
focus on issues such as network capacity, transmission reliability, packet
routing, and security [76, 77]. Although important and inspiring, each of
them represents only a part of the scenario we are considering, which involves
a real testbed assessment of WMNs to support transmissions (especially real-
time ones) in a department-wide AR environment.

In this context, real-time applications represent an important source
of traffic in the WMN; hence, [78] evaluates the possibility of aggregating
packets to improve VoIP performance over a WMN. The hidden station
problem, the exposed station problem, and the binary exponential backoff
scheme are indicated by [79] as main causes for transmission delay over
multi-hop wireless links, such as in a WMN. The authors hence propose
to reserve at least one path having enough bandwidth before starting to
transmit real-time multimedia contents so as to reduce this delay.

Analyzing a home WMN scenario, [80] shows that the classic shortest-
path selection algorithm with minimum hop counts to search for a gateway
can easily lead to load imbalance in the network and thus negatively affect
both the throughput and the per-packet delay of transmitted data flows.
Therefore, the authors suggest adopting a wireless home mesh router se-
lection mechanism based on a QoS-driven selection metric that takes into
account also the residual capacity on each link. Finally, [81] presents a the-
oretical study of a G/G/1 queuing model to characterize the average delay
and maximum throughput in WMNs, given certain network parameters and
assuming intra-mesh communication.

Strongly characterized by a practical aim, our work differs from the
preceding ones as it is a real testbed evaluation of networking issues and
solutions related to a specific and challenging application instance: collab-
orative services for AR environments. Yet, some of the aforementioned
solutions may be compatible with our tested architecture and contribute in
enhancing its performance.

Regarding work related to AR technology, most of the studies about
AR environments have focused on the problem of promptly aligning dig-
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ital objects over the real world. To this aim, most of the experimental
testbeds reported in scientific literature consider an off-line single user with
pre-stored information about digital objects to be visualized depending on
the user’s position and scene in front of her/him and thus require efficient
technologies in terms of position tracking, image recognition, rendering, and
alignment [82, 83].

To the best of our knowledge, no study has been performed that ana-
lyzes collaborative AR environments, where communication among partici-
pants plays a fundamental role. Collaborative AR environments represent
a very interesting case study, both for the appealing applications that can
be deployed (e.g., team coordination for first aid operations) and for the
research challenges that involve (e.g., prompt delivery of data generated by
any participant to the whole team through multi-hop wireless connectivity).

To this aim, the main contributions of this study are related to pro-
viding practical directions for the networking support of collaborative AR
environments and can be summarized by the following list:

• analysis of networking issues related to the practical deployment of
collaborative AR environments;

• proposal of a networking architecture, based on WMN technology, to
support communication among participants in the considered context;

• creation of a real testbed to evaluate the proposed architecture;

5.2 Augmented Reality

Augmented Reality, also known as Mixed Reality, is the technology that
enables superimposing digital data (e.g., images, links to web pages, and
3D objects) upon a user’s view of the real world [84, 85]. It is clear how
AR descended from Virtual Reality, however, whereas the latter completely
immerses a user in a digital environment, the former combines digital and
physical world. In other words, AR is perfectly suited to help us in perceiving
and managing both our physical world and our information world altogether.

In recent years, AR has been subject by a raising interest from both
researchers and practitioners. This is due to progressive advancements in
this field and to the infinite possibilities for AR technology to complement
and improve the way we interact with our favorite digital services. Indeed,
whereas sociologists agree that we are living in an information society, it
is also evident that we are not naturally equipped to continuously manage
all the information that is available to us. Simply, our real world is not
anymore made of only physical objects: also all the information that is
somehow related to us belongs to our real world, even if our natural senses
are not capable to handle it.
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5.2.1 Collaborative AR Applications

From a research point of view, AR is particularly interesting both for its
technical challenges and for its appealing applications; this is especially true
if we consider collaborative AR applications. Indeed, collaborative AR is
potentially able to enhance the way users perceive the world and interact
with/through it. By overlaying digital data over the physical view it is
possible to provide users with a shared, synthetic, information-based “sixth
sense”. Possible applications for this technology are limited only by our
imagination. In the following we provide a representative list of possible
employments for collaborative AR technology.

Medical applications. AR can be used to enhance a doctor’s view of
a patient, especially for non-invasive surgery or for remote operations. Data
generated by magnetic resonance, computed tomography scans, X-rays, and
ultrasounds could be directly projected over the patient’s body or over a
remote manikin, allowing the doctor to see inside the patient and perform
precise operations without the need for large incisions, and wherever the
doctor and the patient are located with respect to each other [82], [86].

Maintenance and assembly. Assembling, maintaining and repairing
could be tough tasks when regarding complex machineries. To ease these
tasks, AR can project online instructions, drawings, step-by-step animated
examples, known issues, and previously performed reparations over the op-
erator’s view of the machinery [87], [88]. Furthermore, to help any operator
that may be in front of the broken machinery, suggestions could be prepared
in real-time by remote highly specialized operators and projected over the
machinery, along with instructions and requests simultaneously exchanged
by voice communication.

Annotations. People use notes as reminders or to leave messages for
others. These notes could be replaced by digital ones left in an AR en-
vironment [89], [90]. As a major advantage, digital notes could be easily
customized to be public or specifically destined to a certain user (and ex-
isting only in the AR environment as seen by this user); moreover, they
could also be automatically generated from databases (e.g., labels in a store)
and instantaneously modified over the entire AR environment with just one
click/event in a remote location.

Safety ensuring applications. Virtual lines and objects, even through
Head-Up Displays (HUDs), can be used to aid the navigation, especially
in conditions of limited visibility (e.g., under water, in outer space, with
adverse meteorological conditions), or to support and coordinate first aid
squads in an emergency area after a crisis (e.g., earthquake, flooding, major
accident) [91]. Indeed, it is not hard to imagine a scenario where first aid
squads in an emergency area utilize HUDs with superimposed information
about dangers and people’s health conditions while coordinating through
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voice communication.

Entertainment applications. Entertainment applications can exploit
AR technology in several ways. For instance, merging real actors with vir-
tual ones over real or virtual landscapes has become a regular practice in
Hollywood movies allowing great visual effects at a reduced production cost.
This technology is soon going to be used also for gaming applications bring-
ing real people (maybe organized in squads) into a virtual or mixed-reality
arena populated by both digital creatures and humans [92], [93].

Cultural heritage applications. Presentations based on AR tech-
nologies provide museum visitors with the possibility to enrich their visit,
interact with (the digital representation of) a piece of art, and choose the
level of reconstruction of artifacts and historical sites [94], [95]. Furthermore,
investigators can use digital notes superimposed on archaeological sites or
paintings to attach information to the object of study in a non-invasive way
and make it available to other researchers to facilitate research in collabo-
ration [96].

In essence, because of the current proliferation of collaborative applica-
tions, the advancements of AR technology, and the growing availability of
wireless devices, it is interesting to study how these technologies can be in-
tegrated to create effective collaborative AR applications based on wireless
communication in a department-wide environment. The use of WMNs is
ideal for a collaborative AR environment as they are composed by a collec-
tion of routers so as to extend the coverage area of a WLAN from a hot spot
to a hot zone composed by various hot spots [79]. Thus, WMN architecture
enables wireless communication among participants in a hot zone, such as a
department, in a quick and simple way. However, we also need to evaluate
the performance efficiency of WMNs in supporting the involved services,
e.g., control messages and VoIP communication among several users.

5.2.2 Networking in Collaborative AR Environments: Pro-
vided Services

The applications discussed in the previous section can be run off-line, by
simply pre-storing on the adopted device all the information that will be
superimposed on the real world to create the AR environment. Yet, this
method sensibly limits the potentiality of AR applications. Revising the list
of presented applications, we can envision various appealing services that
can be enabled only by networking capabilities. First, any of the appli-
cations could be run from a remote location, e.g., remote surgery, remote
maintenance, and remote annotation. Actions performed by a remote op-
erator could be transmitted to be locally executed by a machine or just
superimposed on the HUD of a local operator in order to assist her/him.

Second, when operating in groups, actions performed by a certain per-
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son may have effects even for other team members. For instance, think of
online game players immersed in an AR arena competing with each other:
information about “shooting” at a certain player has to be transmitted to
the target player and information about decreased points of the hit player
has to be transmitted to all participants. Another example is represented by
an employer that has to leave her/his office temporarily and leaves a virtual
note on the door that automatically reports her/his current location within
the building in case somebody urgently needs to get in touch with her/him.

Last but not least, voice communication among users may be of promi-
nent importance for many collaborative AR applications. Indeed, whereas
sending control messages and assigning virtual notes represent important
features, voice communication is often necessary, or desirable, or just the
fastest way to coordinate a group of users. To this aim, think again of
the doctor remotely assisting another one, or of the game players (or first
aid responders) organized in teams where members of the same team can
communicate with each other. This kind of communication has to be an
integral part of the software architecture supporting the collaborative AR
environment. In this sense, it may be deployed as a VoIP service integrated
within the system.

5.2.3 Networking in Collaborative AR Environments: Chal-
lenges

Networking services depicted in the previous subsection may be roughly
summarized as:

1. transmitting information about virtual notes digitally attached to cer-
tain real object to users walking by the area where the object is located;

2. transmitting control messages (e.g., game events, machinery move-
ments) to users belonging to a certain group or located in a certain
area;

3. establishing VoIP communication among users or groups of users.

Providing these services passes through enabling a continuous coverage
in the whole AR area and ensuring a certain performance level. Focusing on
the first of these two requirements, we have to keep in mind that users could
be moving in an area wider than a single hot spot, thereby, providing seam-
less connectivity becomes a non-trivial challenge. However, mesh networks
may represent a perfect answer to this challenge thanks to their ability in
merging various hot spots into a unified hot zone. Yet, having several wire-
less nodes moving around the AR area transmitting, receiving, and relaying
data through different APs may generate interference and congestion that
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cause the loss of several transmitted packets. Even if the considered appli-
cations (e.g., control messages, VoIP) are generally resilient to (few) packet
losses, having a highly unreliable channel may negatively affect the perfor-
mance of the AR system as perceived by end-users, for instance, by losing
movements remotely commanded by an operator, or critical game events
such as a shooting, or a position update about a virtual object with respect
to a real one.

The second requirement has to be interpreted through the considered
applications. Delivering control messages and providing VoIP support have
different performance requirements/metrics than, for instance, downloading
files.

The aforementioned network services mostly fall into the realm of real-
time applications; it is reasonable to expect that at any moment there will be
several people talking and various control message streams going on, whereas
file transfers will only happen seldom. We are hence more concerned with
the per-packet delay and jitter as these represent performance metrics for
real-time applications. Jitter is strictly linked to per-packet delay; they are
usually present together in a system. Yet, jitter could be even more annoying
than delays in the considered context. In fact, even if message delivery delays
represent a problem for real-time applications, yet, when these delays are
constant, some applications may be built so as to anticipate the delay and
correct the effect (e.g., by superimposing the virtual object on the real one
while calculating its position few tens or hundreds of milliseconds ahead
in time). However, this prediction technique can clearly not be applied in
presence of highly variable delays, i.e., a high jitter.

For these reasons, in our experimental evaluation (reported in Section 5.4)
we have built a real mesh network in a department-wide area, generating
traffic representing the aforementioned AR applications: control messages,
VoIP, and background FTP flow. In this context, we have monitored the
packet loss, jitter, and packet reception rate performance with different net-
work traffic configurations so as to study the behavior of the system when
more services and/or more users are simultaneously exploiting the WMN-
based collaborative AR environment.

5.3 Mesh Connectivity Layer

Microsoft’s Mesh Connectivity Layer (MCL) allows for the deployment of a
WMN using any wireless card [97]. Simply, as a native Windows driver, upon
installation the host system can see a virtual network adapter that allows
for direct connectivity to the wireless mesh network. More specifically, MCL
is an interlayer protocol, architecturally located between the network layer
and the data link layer. Its position allows it to complement surrounding
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layers in a transparent way. The need of modifications of existing systems is
hence minimized, allowing for the use of regular technologies and protocols
while introducing the mesh connectivity feature.

As its routing protocol, MCL uses a modified version of DSR, which is
called Link-Quality Source Routing (LQSR) [98]. LQSR implements all the
basic DSR functionality, including route discovery and route maintenance.
The main differences between LQSR and DSR are related to LQSR’s im-
plementation at layer 2.5 instead of layer 3 and its support for link-quality
metrics. Upon reception of a RREQ, an MP appends not only its own ad-
dress but also the metric for the link over which the RREQ arrived. When
an MP sends a RREP, the reply carries back the complete list of link met-
rics for the route. LQSR uses two metric maintenance mechanisms to handle
link metric variations because link metrics vary a lot, even when nodes are
static. Thus, LQSR uses a reactive mechanism to maintain the metrics for
the links that it is actively using and a proactive background mechanism to
maintain the metrics for all links. The basic operation of LQSR is as follows:

a) it discovers all the neighbors and assigns weights to the links;

b) it determines the channel, the bandwidth, and the loss rate for every
possible link and spreads this information to other MPs;

c) based on this information, LQSR computes a routing metric called
Weighted Cumulative Expected Transmission Time (WCETT) [99],
which defines the best data transmission path from a given source to
a given destination;

d) if the optimum path between a particular source-destination pair changes,
the route is modified accordingly.

Surprisingly, MCL is provided by Microsoft as an open source tool, al-
lowing anyone to modify its code and testing alternative solutions to any of
its components. For our testbed, we intentionally used the default settings
since the goal was to use a tool for quick and easy deployment of WMNs,
that is, an off-the-shelf option for mesh networking.

5.4 Evaluation

In order to evaluate the considered scenario of a WMN supporting collabora-
tive AR applications, we used the MCL software to build our WMN testbed.
The mesh backbone is implemented with Dell Latitude D610 Review laptops
(Pentium M 760, 2.0 GHz, 512 MB RAM) with ZyXEL AG-225H Wireless
Network Interface Cards (WNICs). Instead, the stations are Dell laptops
with Pentium III and 128 MB of RAM. The presented results are averages
over ten experiments, each ran for 30 seconds.
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Figure 5.2: A map of the testbed.

5.4.1 Experiment Setup - The Testbed

A total of five mesh-capable devices are part of our WMN; three MPs,
one MAP, and one MPP. When not differently stated, an FTP and video
streaming server is connected to the MPP, whereas a variable number of
stations (clients) are connected to the MAP. The MPs on the mesh backbone
are operating on channel 11, whereas the stations are communicating with
the MAP on channel 1. The rationale behind this choice is that of keeping
these two channels far from each other so as to decrease the inter-carrier
interference.

The WMN was set up at Boelter Hall, UCLA campus, in the immedi-
ate vicinity of the Network Research Lab. Boelter Hall is a square-shaped
building with an open area in the middle. The map in Figure 5.2 provides
a bird-eye view of our network topology setup in its most general configu-
ration, whereas Figure 5.3 shows two pictures of the actual testbed taken
from different angles.

In order to determine the communication range of each MP in the WMN,
we ran preliminary tests using tools such as ping and traceroute. Then
we carefully positioned the nodes so that non-neighboring MPs could not
communicate with each other unless they communicated via an intermediate
MP. For instance, MP1 in Figure 5.2 cannot communicate directly with MP3
unless the packets are routed through MP2. This way, data packets were
prevented from using shortcuts among MPs as these would have affected the
accuracy and the clarity of collected results by unpredictably decreasing the
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Figure 5.3: A snapshot of the testbed.

actual number of hops with respect to our experimental intentions.

In our experiments, different real-time and collaborative AR applications
(e.g., UDP-based streams of control and VoIP messages, and TCP-based
FTP flows) are run solo or together to evaluate their performance on the
WMN. In particular, we considered VoIP streams, each corresponding to
64 kbps of voice traffic generated according to the G.711 voice codec [74].
Each generated voice packet carries two samples of 80 bytes, i.e., the size
of the payload is 160 bytes. Moreover, we have run experiments with a real
video stream: an MPEG video with a bit rate varying between 218 and
456 kbps. Finally, we also had an FTP flow.

The VoIP traffic was generated using the Distributed Internet Traffic
Generator (D-ITG) [100], whereas we used VLC media player [101] for video
streaming using RTP, and FileZilla [102] for file transfer using FTP. Even if
we consider both elastic and real-time applications, we keep the focal point
on the performance achieved by real-time applications, as they represent the
main service for the considered scenario.

5.4.2 Performance Metrics

In order to evaluate the performance of the WMN testbed, we used the
following metrics:
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• The average jitter: the average of delay differences between consec-
utive packets; if Si is the sending time and Ri is the receiving time of
packet i and n is the total number of packets, then:

average jitter =

∑

n

1 |∆Di|

n
,

where

∆Di = (Ri − Si) − (Ri−1 − Si−1).

• The average packet loss: the amount of data packets (in %) gener-
ated by D-ITG that are not successfully received by the destination.

• The average packet reception rate: the goodput in terms of pack-
ets/s successfully received by the destination

5.4.3 Experiment Results

In this section we report on the experimental outcomes of the presented
WMN testbed. The first subsection regards a scenario with competing elas-
tic and real-time flows, whereas the second subsection considers different
real-time applications simultaneously sharing the WMN.

5.4.3.1 Elastic Flows vs. Real-time Flows

As our first experiment, we run a single elastic application (i.e., an FTP/TCP
download session) over our WMN, varying the number of hops that packets
have to traverse from the source (the FTP server) to the destination (the
FTP client). Just to provide a couple of examples, in the considered AR
scenario, this data flow could represent a digital note that has to be super-
imposed on a real object, or a reparation manual for a certain component.

The client was positioned as depicted in Figure 5.2 and engaged with
the MAP, whereas the position of the server is varied: on MAP to have
the 1-hop evaluation, on MP1 to have the 2-hops evaluation, on MP2 to
have the 3-hops evaluation, etc2. The purpose of this experiment is both to
evaluate the performance of a single elastic flow in a WMN and to verify
the reliability of the outcomes produced by our testbed.

Results for this experiment are reported in Figure 5.4. As the figure
shows, the time to download the file increases linearly with the number of

2Of course, when moving the server from MPP to, for example, MP3, the role of MPP
changes to an MP, whereas MP3 becomes an MPP. However, this change of roles of the
mesh devices is not of any importance for us as it does not have any impact on our results.

106



5.4. EVALUATION

1 2 3 4 5
Number of hops

0

50

100

150

200

250

F
T

P
 d

ow
nl

oa
d 

tim
e 

(s
)

Figure 5.4: FTP download time for a 17.3 MB file considering a connection
exploiting several hops in the WMN.

hops the flow has to traverse. This is not surprising and indicates that
our testbed is performing correctly. Indeed, it is well-known in scientific
literature that the available data rate for TCP-based flows decreases for
each wireless hop until becoming unable to support any application after a
certain “ad hoc horizon” [103, 104].

As a second experiment, we consider a scenario with several users simul-
taneously voice chatting with each other and study the impact of changing
the number of hops traversed by the VoIP streams; the configuration also
includes one ongoing FTP session run in the background. The FTP flow
always traverses two hops, whereas ten simultaneous VoIP streams traverse
from two to five hops. Just like the previous experiment, we had to change
the position of the server to evaluate the performance of the considered
scenario under different number of hops. Clearly, the more hops the VoIP
streams traverse, the more is the impact on their performance. This is con-
firmed by Figure 5.5, which shows the average jitter, packet loss, and packet
reception rate experienced by the ten VoIP streams when varying the num-
ber of hops. In particular, the performance of the VoIP streams follows an
exponential trend when the number of hops grows linearly. This has a dev-
astating effect on the perceived quality of the VoIP applications: voices will
result severely scattered if the distance between the participants is larger
than four hops.

As a third experiment, we consider the case where the background traffic
is either represented by an elastic FTP flow or by a video stream. In both
cases, this background traffic is traversing two hops between the FTP/video
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Figure 5.5: (a) Average jitter, (b) average packet loss, and (c) average packet
reception rate experienced by ten VoIP streams

streaming server (connected to MPP) and MP2. Simultaneously, between
one and ten VoIP streams traverse all five hops of the WMN. The average
jitter, packet loss, and packet reception rate for the VoIP streams are re-
ported in Figure 5.6. As expected, the performance of the VoIP streams
worsens when increasing the number of simultaneous VoIP sessions as they
interfere with each other (and with the background traffic).

As the charts show, when the background traffic is represented by the
FTP flow, the jitter grows linearly with the number of simultaneous VoIP
streams, whereas the packet loss is negligible from one to four simultaneous
VoIP streams and then grows very quickly. At that point, however, even the
jitter starts to be too high to ensure good performances. Instead, with the
video stream set as background traffic, a negligible packet loss is ensured
only up to three simultaneous VoIP streams. We can hence conclude that
with the considered configuration, only up to 3-4 simultaneous VoIP streams
can be effectively supported over the WMN.

5.4.3.2 Real-time Flows vs. Real-time Flows

Since real-time applications represent the main source of traffic in the consid-
ered WMN scenario, it is important to evaluate how they would affect each
other if running simultaneously. To this aim, we analyze how the perfor-
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Figure 5.6: (a) Average jitter, (b) average packet loss, and (c) average packet
reception rate experienced by a variable number of VoIP streams with one
concurrent FTP or video flow.

mance of a VoIP session is affected by other generic UDP-based streams, e.g.,
how the quality of an ongoing conversation would be affected by messages
automatically sent to synchronize the alignment between digital objects and
the real world.

Results for this analysis are reported in Figure 5.7, showing the average
jitter, packet loss, and packet reception rate of a VoIP stream while the
background UDP-based traffic (carrying control messages for the AR ap-
pearance) is progressively augmented. Both the VoIP stream and the UDP
streams traverse all five wireless hops through the WMN, i.e., from the sta-
tions to the server connected to MPP. Each UDP traffic source generates
320 kbps. The charts demonstrate a sudden performance worsening when
the number of the background UDP-based streams is increased from two
to three. Indeed, even if both the considered applications are not partic-
ularly bandwidth-consuming, yet, they continuously send out packets and
thus keep the wireless channel busy. When these transmissions involve mul-
tiple hops, they consume their portion of the channel on each of the involved
hops, multiplying their congestion and interference effects until causing the
sudden deterioration of performances seen in the charts.

It becomes hence fundamental to differentiate among the various data
flows and provide adequate performance to the most relevant among them.
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Figure 5.7: (a) Average jitter, (b) average packet loss, and (c) average packet
reception rate experienced by a single VoIP stream when competing with
several concurrent UDP streams.

For instance, when deploying the WMN to support the collaborative AR
environment, the designer should decide whether to privilege VoIP streams
over alignment-control messages or vice-versa. Probably, this decision will
be based on cognitive analysis on the impact of providing certain QoS levels
to final application users, rather than by networking or computer science
studies. Our responsibility as computer scientists is that of providing in-
struments to be able to enforce this differentiation, once decided its rules.

As demonstrated in this chapter, intense network traffic conditions makes
it impossible to adequately support all simultaneous flows (i.e., VoIP ser-
vices, synchronization, virtual and physical objects alignment, file download,
etc.). In these situations, real-time flows should be privileged as the func-
tioning of the collaborative AR world is mostly based on prompt respon-
siveness. Among the various real-time services that could be simultaneously
present, we assume that an intrinsically interactive application such as VoIP
has a greater impact on the global performance of the AR system perceived
by the user than control messages for the alignment of the synthetic objects
over the real world. Once the QoS requirements and priorities for each kind
of service are decided, our purpose is to factually enforce the chosen policy
and provide an adequate performance level at least to the most important
application(s).
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5.5 Conclusion

AR technology represents a great complement for many applications. Yet,
current studies generally focus on graphical enhancements or problems re-
lated to the alignment between digital objects and the real world. Instead,
networking emerges as crucial, even if currently overlooked, when consider-
ing AR for collaborative applications.

To this aim, we have proposed to employ WMN technology to quickly
set up and support AR-based collaborative applications in department-wide,
indoor-outdoor environments. We have reported on the deployment of a real
WMN and used our testbed to provide an evaluation of the actual capability
of this technology in supporting collaborative AR applications. Based on
our results, we can claim that today’s WMN technology is promising even if
performance quickly degrades when increasing the number of wireless hops
between the source and the destination, becoming hardly satisfying after
three wireless hops. Yet, a wise design of the network architecture that limits
the number of consecutive wireless hops may result in a WMN that is able to
satisfy the users’ needs. Also, a QoS mechanism providing medium access
reservation and/or service differentiation could improve the performance
of the applications. For example, by using EDCA or DDCA (presented
in Chapter 4) we are able to provide different priorities to traffic flows or
reserve resources for the most time-critical applications.
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Chapter 6

Contributions and
Conclusions

In this thesis we have studied topics related to distributed wireless computer
networks. More specifically, we have tackled the problems of providing In-
ternet access and QoS guarantees in these networks.

Among the scientific achievements of this thesis, we can mention a suc-
cessfully designed and implemented ad hoc routing protocol that is capable
of routing packets not only within an autonomous MANET, but also be-
tween a wireless MANET and the wired Internet. This way, mobile stations
in a MANET can have access to the Web with the broad range of services
that it offers. Using the popular ns-2 network simulator, we have shown
that our solution, called AODV+, succeeds in this network interconnection
between a MANET and the Internet. As its name implies, our solution is
based on the widely used and popular AODV ad hoc routing protocol. Our
implementation of AODV+ has been contributed to the ns-2 community
in order to help others benefit from the advantages of our solution. Sure
enough, AODV+ has shown to be rather popular and we have found it be-
ing used by researchers and students all around the world. It is worth to
mention that, besides the obsolete Destination-Sequenced Distance Vector
(DSDV) ad hoc routing protocol, AODV+ is the only solution for simula-
tions of wired-cum-wireless scenarios in ns-2.

Furthermore, we have studied the de facto medium access standard for
IEEE 802.11-based wireless networks, namely EDCA, and identified its lim-
itations regarding its ability to provide QoS guarantees. The behavior of
EDCA was studied in a real ad hoc network, showing its capabilities of dif-
ferentiating traffic. However, as the network traffic increases, the overall
performance will decrease for all applications since there is no admission
control mechanism to regulate access to the shared medium. In order to
continue prioritizing real-time traffic even during high traffic load, we have
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proposed a reservation-based MAC scheme that is able to provide QoS guar-
antees.

Since EDCA has been reported not to satisfy time-critical applications,
there was a hope that the introduction of HCCA/WMM-SA into our wireless
devices was going to solve the problems of EDCA. However, as a centralized
MAC scheme, HCCA/WMM-SA is not getting any attention, thus clearing
the way for other solutions. In this context, EDCA/RR is proposed as
a realistic and conceivable solution with advantageous features from both
worlds: it is both distributed and provides contention-free medium access
through resource reservation. In addition, we would like to stress that our
MAC scheme is distributed and compatible with EDCA, which we believe are
two important features that any realistic proposed enhancement for IEEE
802.11 networks should have.

Although EDCA/RR can be used in a multi-hop environment, it is based
on EDCA, which is mainly designed for single-hop networks. Since WMNs
are expected to offer new communication possibilities and since the idea be-
hind EDCA/RR showed to be promising, we also presented a distributed and
reservation-based MAC scheme for WMNs. This scheme is called DDCA,
and has the same advantageous properties as EDCA/RR.

Furthermore, we have complemented our simulation studies with real-
world experiments on an off-the-shelf WMN. Among other things, we studied
the impact of network traffic and number of wireless hops in a multi-hop
WMN. Using real applications together with traffic generators that we could
control in an off-the-shelf WMN, we could gain a clear insight into the
limitations as well as opportunities of WMNs.

Finally, we shall mention that both AODV and EDCA are used in the
upcoming IEEE 802.11s amendment for mesh networking. Since AODV+,
EDCA/RR, and DDCA, are based on and propose enhancements to these
protocols, our solutions can be considered as attractive solutions for future
WMNs. Thus, the solutions presented in this thesis can be implemented into
existing wireless systems to provide Internet access, service differentiation
and resource reservation.
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