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1 Abstract

Understanding the dynamic regulation of gene expression in cells requires the
study of important temporal processes, such as differentiation, the cell division
cycle, or tumorigenesis. However, in such cases, the precise sequence of changes
is generally not known, few if any marker genes are available, and individual
cells may proceed through the process at different rates. These factors make it
very difficult to judge a given cell’s position within the process. Additionally,
bulk RNA-seq data may blur aspects of the process because cells at sampled at
a given wallclock time may be at differing points along the process. The advent
of single cell RNA-seq enables study of sequential gene expression changes by
providing a set of time slices or “snapshots” from individual moments in the
process. To combine these snapshots into a coherent picture, we need to infer an
“internal clock” that tells, for each cell, where it is in the process.

Several techniques, most notably Monocle and Wanderlust, have recently
been developed to address this problem. Monocle and Wanderlust have both
been successfully applied to reveal biological insights about cells moving through
a biological process. However, a number of aspects of the trajectory construc-
tion problem remain unexplored. For example, both Monocle and Wanderlust
assume that the set of expression values they receive as input have been curated
in some way using biological prior knowledge. Wanderlust was designed to work
on data from protein marker expression, a situation in which the number of
markers is relatively small (dozens, not hundreds of markers) and the markers
are hand-picked based on prior knowledge of their involvement in the process.
In the initial application of Monocle, genes were selected based on differential
expression analysis of bulk RNA-seq data collected at initial and final time-
points. In addition, Monocle uses ICA, which assumes that the trajectory lies
along a linear projection of the data. In general, this linearity assumption may
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not hold in biological systems. In contrast, Wanderlust can capture nonlinear
trajectories, but works in the original high-dimensional space, which may make
it more susceptible to noise, particularly when given thousands of genes, many
of which are unrelated to the process being studied. Another challenging aspect
of trajectory construction is the detection of branches. For example, a devel-
opmental process may give rise to multiple cell fates, leading to a bifurcation
in the manifold describing the process. Wanderlust assumes that the process is
non-branching when constructing a trajectory. Monocle provides the capability
of dividing a trajectory into a branches, but requires the user to specify the
number of branches.

In this paper, we present SLICER (Selective Locally linear Inference of
Cellular Expression Relationships), a new approach that uses locally linear
embedding (LLE) to reconstruct cellular trajectories. SLICER provides four
significant advantages over existing methods for inferring cellular trajectories:
(1) the ability to automatically select genes to use in building a cellular trajectory
with no need for biological prior knowledge; (2) use of locally linear embedding,
a nonlinear dimensionality reduction algorithm, for capturing highly nonlinear
relationships between gene expression levels and progression through a process;
(3) automatic detection of the number and location of branches in a cellular
trajectory using a novel metric called geodesic entropy; and (4) the capability to
detect types of features in a trajectory such as “bubbles” that no existing method
can detect. Comparisons using synthetic data show that SLICER outperforms
existing methods, particularly when given input that includes genes unrelated to
the trajectory. We demonstrate the effectiveness of SLICER on newly generated
single cell RNA-seq data from human embryonic stem cells and murine induced
cardiomyocytes.
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Abstract. Genome-wide chromosome conformation capture (Hi-C) has
been widely used to study chromatin interactions and the 3D struc-
tures of the genome. However, few computational approaches are exist-
ing to quantitatively analyze Hi-C data, thus hindering the investigation
of the association between 3D chromatin structure and genome func-
tion. Here, we present HSA, a novel approach to reconstruct 3D chro-
matin structures at the genome-scale by modeling multi-track Hi-C data.
HSA models chromatin as a Markov chain under a generalized linear
model framework, and uses simulated annealing to globally search for
the latent structure underlying the cleavage footprints of different restric-
tion enzymes. HSA is robust, accurate, and outperforms or rivals existing
computational tools when evaluated on simulated and real datasets in
diverse cell types.

Keywords: 3D chromatin structure · Multi-track modeling · Genome-
wide · Hi-C
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Introduction and Motivation. The immune system consists of hundreds of immune
cell types working coordinately to maintain tissue homeostasis. Thus, discovering the
genetic control underlying inter-individual variation in the abundance of immune cell
subpopulations requires simultaneous quantification of numerous immune cell types.
Current experimental technologies, such as fluorescence-activated cell sorting (FACS)
[1], can follow the dynamics of only a limited number of cell types, hence hindering a
comprehensive analysis of the full genetic complexity of immune cell quantities. One
possible way to attain a global immunophenotyping is to mathematically infer, by
means of a deconvolution technique [2–5], the abundance of a variety of immune cell
subpopulations based on gene-expression profiles from a complex tissue, without the
need of direct cell sorting measurements. Based on these predicted immunophenotypes,
a genome-wide association study can be applied to uncover the genetic basis for these
immune traits.

Methods. We developed a novel computational methodology to identify significant
associations between immune traits and polymorphic DNA loci. Our method combines
(i) prior knowledge on the transcriptional profile of various immune cell-types;
(ii) gene-expression data in a given cohort of individuals; and (iii) genotyping data of
the same individuals. Our method utilizes a deconvolution method which computa-
tionally infers the global dynamics of immune cell subsets for each individual.
Specifically, we exploit associations between cell types, genes and genotypes to select
an informative group of marker genes, rather than the full transcriptional profile, to
attain a more accurate deconvolution-based model.

Results. We applied our method to both synthetic and real biological data to evaluate
its ability to uncover the genetic basis of immune traits. Our analysis of synthetic data
confirms that our method can handle non-conventional artifacts and outperforms the
standard approach. Overall, the methodology presented is general and can be applied
using various deconvolution tools and in the context of various biological applications,
in both human and mouse.
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Extended Abstract

Recent advances in sequencing technologies have enabled high throughout pro-
filing of several types of molecular datasets including mRNAs, miRNAs, methy-
lation, and more. Many studies profile one or more of these types of data in a
time course. An important experimental design question in such experiments is
the number of repeats that is required for accurate reconstruction of the signal
being studied. While several studies examined this issue for static experiments
much less work has focused on the importance of repeats for time series analysis.

Obviously, the more points that can be profiled between the start and end
points, the more likely it is that the reconstructed trajectory is accurate. How-
ever, in practice the number of time points that are used is usually very small.
The main limiting factor is often the budget. While technology has greatly
improved, high-throughput NGS studies still cost hundreds of dollars per specific
experiment. This is a major issue for time series studies, especially those that
need to profile multiple types of biological datasets (mRNA, miRNAs, methy-
lation etc.) at each selected point. Another issue that can limit the number of
experiments performed (and so the total number of time points that can be
used) is biological sample availability. Thus, when designing such experiments
researchers often need to balance the overall goals of reconstructing the most
accurate temporal representation of the data types being studied and the need
to limit the number of experiments as discussed above.

Given these constraints, an important question when designing high-
throughput time-series studies is the need for repeat experiments. On the one
hand, repeats are a hallmark of biological experiments providing valuable infor-
mation about noise and reliability of the measured values. On the other, as
discussed above, repeats reduce the number of time points that can be profiled
which may lead to missing key events between sampled points. Further, if we
assume that the biological data being profiled can be represented by a (smooth)
continuous curve, which is often the case, then the autocorrelation between suc-
cessive points can also provide information about noise in the data. In such cases,
more time points, even at the expense of fewer or no repeats, may prove to be a
better strategy.

Indeed, when looking at datasets deposited in GEO (roughly 25% of all GEO
datasets are time-series), we observe that most of these do not use repeats.
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However, to the best of our knowledge, no analysis to date was performed to
determine the trade-offs between a dense sampling strategy (profiling more time
points) and repeat sampling (profiling fewer points, with more than one experi-
ment per point). To study this issue, we use both theoretical analysis and analysis
of real data. In our theoretical analysis, we consider a large number of piecewise
linear curves and noise levels and compare the expected errors when using the
two sampling methods. While the profiles in these biological datasets are usu-
ally not piecewise linear, such curves represent important types of biological
responses (for example, gradual or single activation, cyclic behavior, increase
and then return to baseline, etc.). We also analyze time-series gene expression
data to determine the performance of these strategies on real biological data.

Overall, for both, theoretical analysis when using reasonable noise levels and
real biological data, we see that dense sampling outperforms repeat sampling
indicating that for such data autocorrelation can indeed be a useful feature when
trying to reduce the impact of noise on the reconstructed curves. Our results
support the commonly used (though so far not justified) practice of reducing or
eliminating repeat experiments in time-series high-throughput studies.
Supporting code and datasets: www.cs.cmu.edu/∼esefer/genetheoretical

www.cs.cmu.edu/~esefer/genetheoretical
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Extended Abstract

With the projected rise of genotyping in the clinic, there has been increas-
ing interest in using patient data to perform genomewide association studies
(GWAS) [5, 9]. The idea is to allow doctors and researchers to query patient
electronic health records (EHR) to see which diseases are associated with which
genomic alterations, avoiding the expense and time required to recruit and geno-
type patients for a standard GWAS. Such a system, however, leads to major
privacy concerns for patients [6]. These privacy concerns have led to tight reg-
ulations over who can access this patient data–often it is limited to individuals
who have gone through a time consuming application process.

Various approaches have been suggested for overcoming this bottleneck.
Specifically, there has been growing interest in using a cryptographic tool known
as differential privacy [2] to allow researchers access to this genomic data [3, 4, 8,
11, 12]. Previous approaches for performing differentially private GWAS are
based on rather simple statistics that have some major limitations; in particu-
lar, they do not correct for a problem known as population stratification, some-
thing that is needed when dealing with the genetically diverse populations in
many genetic databases. Population stratification is the name given to system-
atic genomic differences between human populations [10]. It turns out that these
differences make it difficult for GWAS to find biologically meaningful associa-
tions between common alleles in the population and phenotypes. In order to
avoid this problem, various methods have been suggested (EIGENSTRAT [7],
LMMs [10], genomic control [1]).

In this work we focus on producing GWAS results that can handle popula-
tion stratification while still preserving private phenotype information (namely
disease status). In particular, we develop a framework that can turn commonly
used GWAS statistics (such as LMM based statistics and EIGENSTRAT) into
tools for performing privacy preserving GWAS. We demonstrate this framework
on one such statistic, EIGENSTRAT [7]. Our method, denoted PrivSTRAT,
uses a differentially private framework to protect private phenotype information
(disease status) from being leaked while conducting GWAS. Importantly, ours
is the first method able to correct for population stratification while preserving
privacy in GWAS results. This advance introduces the possibility of applying a
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differentially private framework to large, genetically diverse groups of patients
(such as those present in EHR!).

We test the resulting differentially private EIGENSTRAT statistic, PrivS-
TRAT, on both simulated and real GWAS datasets to demonstrate its utility.
Our results show that for many common GWAS queries, PrivSTRAT is able to
achieve high accuracy while enforcing realistic privacy guarantees.

Implementation available at: http://groups.csail.mit.edu/cb/PrivGWAS.

References

1. Devlin, B., Roeder, K.: Genomic control for association studies. Biometrics 55(4),
997–1004 (1999)

2. Dwork, C., Pottenger, R.: Towards practicing privacy. J. Am. Med. Inform. Assoc.
20(1), 102–108 (2013)

3. Jiang, X., Zhao, Y., Wang, X., Malin, B., Wang, S., Ohno-Machado, L., Tang,
H.: A community assessment of privacy preserving techniques for human genomes.
BMC Med. Inform. Decis. Making 14(S1) (2014)

4. Johnson, A., Shmatikov, V.: Privacy-preserving data exploration in genome-wide
association studies. In: KDD, pp. 1079–1087 (2013)

5. Lowe, H., Ferris, T., Hernandez, P., Webe, S.: STRIDE - an integrated standards-
based translational research informatics platform. In: AMIA Annual Symposium
Proceedings, pp. 391–395 (2009)

6. Murphy, S., Gainer, V., Mendis, M., Churchill, S., Kohane, I.: Strategies for main-
taining patient privacy in I2B2. JAMIA 18, 103–108 (2011)

7. Price, A., Patterson, N., Plenge, R., Weinblatt, M., Shadick, N., Reich, D.: Prin-
cipal components analysis corrects for stratification in genome-wide association
studies. Nat. Genet. 38, 904–909 (2006)

8. Uhler, C., Fienberg, S., Slavkovic, A.: Privacy-preserving data sharing for genome-
wide association studies. J. Priv. Confidentiality 5(1), 137–166 (2013)

9. Weber, G., Murphy, S., McMurry, A., MacFadden, D., Nigrin, D., Churchill, S.,
Kohane, I.: The shared health research information network (SHRINE): A proto-
type federated query tool for clinical data repositories. JAMIA 16, 624–630 (2009)

10. Yang, J., Zaitlen, N., Goddard, M., Visscher, P., Price, A.: Advantages and pitfalls
in the application of mixed-model association methods. Nat. Genet. 46(2), 100–106
(2014)

11. Yu, F., Rybar, M., Uhler, C., Fienberg, S.E.: Differentially-private logistic regres-
sion for detecting multiple-SNP association in GWAS databases. In: Domingo-
Ferrer, J. (ed.) PSD 2014. LNCS, vol. 8744, pp. 170–184. Springer, Heidelberg
(2014)

12. Zhao, Y., Wang, X., Jiang, X., Ohno-Machado, L., Tang, H.: Choosing blindly
but wisely: differentially private solicitation of DNA datasets for disease marker
discovery. JAMIA 22, 100–108 (2015)

http://groups.csail.mit.edu/cb/PrivGWAS


Efficient Privacy-Preserving Read Mapping
Using Locality Sensitive Hashing and Secure

Kmer Voting

Victoria Popic(B) and Serafim Batzoglou

Department of Computer Science, Stanford University, Stanford, CA, USA
{viq,serafim}@stanford.edu

Recent sequencing technology breakthroughs have resulted in an exponen-
tial increase in the amount of available sequencing data, enabling major sci-
entific advances in biology and medicine. At the same time, the compute
and storage demands associated with processing such datasets have also dra-
matically increased. Outsourcing computation to commercial low-cost clouds
provides a convenient and cost-effective solution to this problem. However, expos-
ing genomic data to an untrusted third-party also raises serious privacy concerns
[1]. Read alignment is a critical and computationally intensive first step of most
genomic data analysis pipelines. While significant effort has been dedicated to
optimize this task, few approaches have addressed outsourcing this computation
securely to an untrusted party. The few secure solutions that exist either do not
scale to whole genome sequencing datasets [2] or are not competitive with the
state of the art in read mapping [3].

In this work we present BALAUR, a privacy preserving read mapping tech-
nique that securely outsources a significant portion of the read-mapping task to
the public cloud, while being highly competitive with existing state-of-the-art
aligners. Our approach is to reduce the alignment task to a secure voting proce-
dure based on matches between read and reference kmers, taking advantage of the
high similarity between the reads and their corresponding positions in the refer-
ence. At a high level, BALAUR can be summarized in the following two phases:
(1) fast identification of a few candidate alignment positions in the genome using
the locality sensitive hashing scheme MinHash [4] on the private client and (2)
secure kmer voting against each such candidate position to determine the opti-
mal read mappings on the public server. To outsource Phase 2 securely to the
cloud, voting is performed using encrypted kmers of each read and its selected ref-
erence candidate contigs. In order to prevent frequency attacks using background
knowledge (e.g. kmer repeat statistics), our encryption scheme uses the traditional
cryptographic hashing scheme SHA-1, along with unique per-read keys and intra-
read repeat masking, which prevents the adversary from detecting kmers that are
equal across and inside each read or contig. We compare the performance of BAL-
AUR with several popular and efficient non-cryptographic state-of-the-art read
aligners, such as BWA-MEM [5] and Bowtie 2 [6], using simulated and real whole
human genome sequencing datasets. We demonstrate that our approach achieves
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similar accuracy and runtime performance on typical short-read datasets, while
being significantly faster than state of the art in long read mapping.
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Next-generation sequencing technologies allow the measurement of somatic muta-
tions in a large number of patients from the same cancer type. One of the main
goals in the analysis of these mutations is the identification of mutations associ-
ated with clinical parameters, for example survival time. This goal is hindered by
the extensive genetic heterogeneity in cancer, with different genes mutated in dif-
ferent patients. This heterogeneity is due to the fact that genes and mutations act
in the context of pathways, and it is therefore crucial to study mutations in the
context of interactions among genes. In this work we study the problem of iden-
tifying subnetworks of a large gene-gene interaction network that have somatic
mutations associated with survival from genome-wide mutation data of a large
cohort of cancer patients. We formally define the associated computational prob-
lem by using a score for subnetworks based on the test statistic of the log-rank
test, a widely used statistical test for comparing the survival of two given popu-
lations. We show that the computational problem is NP-hard in general and that
it remains NP-hard even when restricted to graphs with at least one node of large
degree, the case of interest for gene-gene interaction networks.

We propose a novel randomized algorithm, called Network of Mutations
Associated with Survival (NoMAS), to find subnetworks of a large interaction
network whose mutations are associated with survival time. NoMAS is based on
the color-coding technique, but differently from previous applications of color-
coding our score is not additive, therefore NoMAS does not inherit the guarantees
given by color-coding for the identification of the optimal solution. Nonetheless,
we prove that under a reasonable model for mutations in cancer NoMAS does
identify the optimal solution with high probability when the subnetwork size is
not too large and given mutations from a sufficiently large number of patients.
We implemented NoMAS and tested it on simulated and cancer data. The results
show that our method does indeed find the optimal solution and performs bet-
ter than greedy approaches commonly used to solve optimization problems on
networks. Moreover, on two large cancer datasets NoMAS identifies subnetworks
with significant association to survival, while none of the genes in the subnetwork
has significant association with survival when considered in isolation.

This work is supported, in part, by the University of Padova under project
CPDA121378/12 and by NSF grant IIS-1247581.
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Abstract. The reconstruction of phylogenetic trees from mixed popula-
tions has become important in the study of cancer evolution, as sequenc-
ing is often performed on bulk tumor tissue containing mixed populations
of cells. Recent work has shown how to reconstruct a perfect phylogeny
tree from samples that contain mixtures of two-state characters, where
each character/locus is either mutated or not. However, most cancers
contain more complex mutations, such as copy-number aberrations, that
exhibit more than two states. We formulate the Multi-State Perfect Phy-
logeny Mixture Deconvolution Problem of reconstructing a multi-state
perfect phylogeny tree given mixtures of the leaves of the tree. We charac-
terize the solutions of this problem as a restricted class of spanning trees
in a graph constructed from the input data, and prove that the prob-
lem is NP-complete. We derive an algorithm to enumerate such trees
in the important special case of cladisitic characters where the order-
ing of the states of each character is given. We apply our algorithm to
simulated data and to two cancer datasets. On simulated data, we find
that for a small number of samples, the Multi-State Perfect Phylogeny
Mixture Deconvolution Problem often has many solutions, but that this
ambiguity declines quickly as the number of samples increases. On real
data, we recover copy-neutral loss of heterozygosity, single-copy amplifi-
cation and single-copy deletion events, as well as their interactions with
single-nucleotide variants.
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The genetic heterogeneity found within tumour cells is considered a major cause
for the development of drug resistance during cancer treatment. Subclonal cell
populations may possess a distinct set of genetic lesions that render them non-
susceptible to the selected therapy resulting in an eventual tumour regrowth
originating from the surviving cells. To develop more efficient therapies it is
therefore paramount to understand the subclonal structure of the individual
tumour along with its mutational history.

Classical next-generation sequencing techniques provide admixed mutation
profiles of millions of cells whose deconvolution into subclones is often an under-
determined problem that limits the resolution at which the subclonal compo-
sition can be reconstructed. Recent technological advances now allow for the
sequencing of individual cells. While this progress comes at the cost of higher
error rates, it still provides the possibility to reconstruct mutational tumour
histories at an unprecedented resolution.

We present a stochastic search algorithm to identify the evolutionary history
of a tumour from noisy and incomplete mutation profiles of single cells. Our app-
roach, termed SCITE, comprises a flexible MCMC sampling scheme that allows
us to compute the maximum likelihood mutation tree and to sample from its
posterior probability distribution. Tree reconstruction can include attachment
of the single-cell samples and can be combined with estimating the error rates
of the sequencing experiments. We evaluate SCITE on real cancer data showing
its scalability to present day single-cell sequencing data and improved accuracy
in tree reconstruction over existing approaches. In addition, we estimate from
simulation studies the number of cells necessary for reliable mutation tree recon-
struction which could inform the design of future single-cell sequencing projects.

K. Jahn and J. Kuipers—Equal contributors
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Understanding associations among microbes and associations between
microbes and their environmental factors from metagenomic sequencing data is a
key research topic in microbial ecology, which could help us to unravel real interac-
tions (e.g., commensalism, parasitism, competition, etc.) in a community as well as
understanding community-wide dynamics. Although several statistical tools have
been developed for metagenomic association studies, they either suffer from com-
positional bias or fail to take into account environmental factors that directly affect
the composition of a microbial community, leading to some false positive asso-
ciations. For example, two unrelated microbes may appear to be associated just
because they both respond to the same environmental perturbation.

We propose metagenomic Lognormal-Dirichlet-Multinomial (mLDM), a hier-
archical Bayesian model with sparsity constraints to bypass compositional
bias and discover new associations among microbes and associations between
microbes and their environmental factors. mLDM is able to: (1) infer both
conditionally dependent associations among microbes and direct associations
between microbes and environmental factors; (2) consider both compositional
bias and variance of metagenomic data; and (3) estimate absolute abundance
for microbes. These associations can capture the direct relationships underly-
ing pairs of microbes and remove the indirect connections induced from other
common factors. mLDM discovers the metagenomic associations using a hierar-
chical Bayesian graphical model with sparse constraints, where the metagenomic
sequencing data generating process is captured by the hierarchical latent vari-
able model. Specifically, we assume that the read counts are proportional to

This paper was selected for oral presentation at RECOMB 2016 and an abstract is
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the latent microbial ratios which are determined by their absolute abundance.
The microbial absolute abundance is influenced by two factors: (1) environmen-
tal factors, whose effects on the microbes are denoted by a linear regression
model; and (2) the associations among microbes encoded by a latent vector,
which is determined by the matrix that records microbial associations and the
mean vector that affects the basic absolute abundance of microbes. By introduc-
ing sparsity regularization, mLDM can capture both the conditionally dependent
associations among microbes and the direct associations between microbes and
environmental factors. The task is formulated as solving an optimization prob-
lem, which can be solved using coordinate descent or proximal methods. For
model selection, we choose the best parameters via extended Bayesian informa-
tion criteria (EBIC).

To show the effectiveness of the proposed mLDM model, we conducted
several experiments using synthetic data, the western English Channel time-
series sequencing data, and the Ocean TARA data, and compared it with
several state-of-the-art methodologies, including PCC, SCC, LSA, CCREPE,
SparCC, CCLasso, glasso (graphical lasso), SPIEC-EASI (mlasso) and SPIEC-
EASI (glasso). The results demonstrate that the association network computed
by the mLDM model, is closest to the true network, and that the mLDM model
can recover most of the conditionally dependent associations. For the latter two
experimental datasets, mLDM can discover most known interactions in addition
to several potentially interesting associations.
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1 Introduction

Metagenomic sequencing techniques produce large data sets of DNA fragments
(e.g. reads or contigs) from environmental samples. To understand the microbial
communities and functional structures within the samples, metagenomic sequence
fragments need to be first assigned to their taxonomic origins from which they
were derived (also called “binning”) to facilitate downstream analyses.

Arguably the most popular metagenomic binning approaches are alignment-
based methods. A sequence fragment is searched against a reference database con-
sisting of full genomes of organisms, and the highest scoring organism is assigned
as the taxonomic origin. Although efficient sequence alignment algorithms, includ-
ing BWA-MEM [1], Bowtie2 [2] and (mega)BLAST [3], can readily be used for this
purpose, the computational cost of alignment-based methods becomes prohibitive
as the size of the sequence dataset grows dramatically, which is often the case in
recent studies.

Another completely different binning approach is based on genomic sequence
composition, which exploits the sequence characteristics of metagenomic frag-
ments and applies machine learning classification algorithms to assign puta-
tive taxnomic origins to all fragments. Since classifiers, such as support vector
machines, are trained on whole reference genome sequences beforehand, composi-
tional methods normally are substantially faster than alignment-based methods
on large datasets. The rationale behind compositional-based binning methods is
based on the fact that different genomes have different conserved sequence com-
position patterns, such as GC content, codon usage or a particular abundance
distribution of consecutive nucleotide k-mers. To design a good compositional-
based algorithm, we need to extract informative and discriminative features from
the reference genomes. Most existing methods, including PhyloPythia(S) [4, 5],
use k-mer frequencies to represent sequence fragments, where k is typically small
(e.g. 6 to 10). While longer k-mers, which capture compositional dependency
c© Springer International Publishing Switzerland 2016
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within larger contexts, could potentially lead to higher binning accuracy, they
are more prone to noise and errors if used in the supervised setting. Moreover,
incorporating long k-mers as features increases computational cost exponentially
and requires significantly larger training datasets.

2 Method

We introduce a novel compositional metagenomic binning algorithm, Opal,
which robustly represents long k-mers in a compact way to better capture the
long-range compositional dependencies in a fragment. The key idea behind our
algorithm is built on locality-sensitive hashing (LSH), a dimensionality-reduction
technique that hashes input high-dimensional data into low-dimensional buck-
ets, with the goal of maximiz the probability of collisions for similar input data.
To the best of our knowledge, it is the first time that LSH functions have
been applied for compositional-based metagenomic binning. We propose to use
them first to represent metagenomic fragments compactly and subsequently for
machine learning classification algorithms to train metagenomic binning mod-
els. Since metagenomic fragments can be very long, sometimes from hundreds
of bps to tens of thousands of bps, we hope to construct compositional pro-
files to encode long-range dependencies within long k-mers. To handle large
ks, we develop string LSH functions to compactly encode global dependencies
with k-mers in a low-dimensional feature vector, as oppose to directly using a
4k-length k-mer profile vector. Although LSH functions are usually constructed
in a uniformly random way, we propose a new and efficient design of LSH func-
tions based on the idea of the low-density parity-check (LDPC) code invented
by Robert G Gallager for noisy message transmission [6, 7]. A key observation
is that Gallager’s LDPC design not only leads to a family of LSH functions
but also makes them efficient such that even a small number of random LSH
functions can effectively encode long fragments. Different from uniformly ran-
dom LSH functions, the Gallager LSH functions are constructed structurally
and hierarchically to ensure the compactness of the feature representation and
robustness when sequencing noise appears in the data. Methodologically, start-
ing from a Gallager design matrix with row weight t, we construct m hash
functions to encode high-order sequence compositions within a k-mer. In con-
trast to the O(4k) complexity it would take to represent contiguous k-mers, our
proposed Gallager LSH adaptation requires only O(m4t) time. For very long
k-mers, we construct the Gallager LSH functions in a hierarchical fashion to fur-
ther capture compositional dependencies from both local and global contexts. It
is also possible to use Opal as a “coarse search” procedure in the compressive
genomics manner to reduce the search space of alignment-based methods [8].
We first apply the compositional-based binning classifier to identify a very small
subset or group of putative taxonomic origins which are ranked very highly by
the classifier. Then we perform sequence alignment between the fragment and
the reference genomes of the top-ranked organisms. This natural combination of
compositional-based and alignment-based methods provides metagenomic bin-
ning with high scalability, high accuracy and high-resolution alignments.
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3 Results

To evaluate the performance of Opal, we trained an SVM model with features gen-
erated by the Gallager LSH method. When tested on a large dataset of 50 micro-
bial species, Opal achieved better binning accuracy than the traditional method
that uses contiguous k-mer profiles as features [4]. Moreover, our method is more
robust to mutations and sequencing errors, compared to the method with the
contiguous k-mer representation. Opal outperformed (in terms of robustness and
accuracy) BWA-MEM [1], the state-of-the-art alignment-based method. Remark-
ably, we achieved up to two orders of magnitude improvement in binning speed on
large datasets with mutations rates ranging from 5 % to 15 % over 20–50 microbial
species; moreover, we found Opal to be substantially more accurate than BWA-
MEM when the rate of sequencing error is high (e.g., 10–15 %). It is counterintu-
itive that a compositional binning approach is as robust as or even more robust
than alignment-based approaches, particularly in the presence of high sequenc-
ing errors or mutations in metagenomic sequence data. Finally, we combined both
compositional and alignment-based methods, by applying the compositional SVM
with the Gallager LSH coding as a “coarse-search” procedure to reduce the tax-
onomic space for a subsequent alignment-based BWA-MEM “fine search.” This
integrated approach is almost 20 times faster than original BWA-MEM and also
has substantially improved binning performance on noisy data. The above results
indicate that Opal enables us to perform accurate metagenomic analysis for very
large metagenomic studies with greatly reduced computational cost.
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Metagenome sequencing has emerged as a technology of choice for analyzing
bacterial populations and discovery of novel organisms and genes. While many
metagenomics assemblers have been developed recently, assembly of metage-
nomic data remains difficult thus stifling biological discoveries.

We developed metaSPAdes tool that addresses the specific challenges of
metagenomic assembly by combining new algorithmic ideas with methods previ-
ously proposed for assembling single cells [1] and highly polymorphic genomes [2].

metaSPAdes features (i) efficient analysis of strain mixtures, (ii) a novel
repeat resolution approach that utilizes the local read coverage of the regions
that are being reconstructed, (iii) a novel algorithm that, somewhat counter-
intuitively, utilizes strain differences to improve reconstruction of the consensus
genomes of a strain mixture, and (iv) improved running time and reduced mem-
ory footprint to enable assemblies of large metagenomes.

We benchmarked metaSPAdes against the state-of-the-art metagenomics
assemblers (MEGAHIT [3], IDBA-UD [4] and Ray-Meta [5]) across diverse
datasets and demonstrated that it results in high-quality assemblies.
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Extended Abstract

Communication and coordination play a major role in the ability of bacterial
cells to adapt to changing environments and conditions. Recent work has shown
that such coordination underlies several aspects of bacterial responses includ-
ing their ability to develop antibiotic resistance. Here we show that a variant
of a commonly used machine learning algorithm, distributed gradient descent, is
utilized by large bacterial swarms to efficiently search for food when faced with
obstacles in their environment. Similar to conventional gradient descent, by sens-
ing the food gradient, each cell has its own belief about the location of the food
source. However, given limits on the ability of each cell to accurately detect and
move toward the food source in a noisy environment with obstacles, the indi-
vidual trajectories may not produce the optimal path to the food source. Thus,
in addition to using their own belief each cell also sends and receives messages
from other cells (either by secreting specific proteins or by physical interaction),
which are integrated to update its belief and determine its direction and velocity.
The process continues until the swarm converges to the food source.

Our main contribution is to better understand the computation performed
by cells during collective foraging. Current models of this process are largely
based on differential equation methods which do not fully take into account how
the topology of the cellular interaction network changes over time. Furthermore,
the assumptions made by these models about the ability of cells to identify the
source(s) of the messages and to utilize a large (effectively continuous valued)
set of messages, are unrealistic given the limited computational powers bacteria
cells possess.

Here, we develop a distributed gradient descent algorithm that makes bio-
logically realistic assumptions regarding the dynamics of the cells, the size of the
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messages communicated, and their ability to identify senders, while still solving
the bacterial food search problem more efficiently (in terms of the overall com-
plexity of messages sent) and more quickly (in terms of the time it takes the
swarm to reach the food source) when compared to current differential equation
models. We prove that our model converges to a local minimum, under reason-
able assumptions on how bacteria communicate and perform simulation studies
and analysis of experimental data. These experiments indicate that our commu-
nication model is feasible and leads to improvements over prior methods and
over single cell and single swarm behavior.

There are many parallel requirements of computational and biological sys-
tems, suggesting that each can learn from the other. We conclude by discussing
how the efficient and robust bacterial gradient descent algorithms we developed
can be used by distributed sensors or wireless networks that operate under strict
communication and computation constraints.

Supporting movies: www.andrew.cmu.edu/user/sabrinar/Bacteria
Simulation Movies/

www.andrew.cmu.edu/user/sabrinar/Bacteria_Simulation_Movies/
www.andrew.cmu.edu/user/sabrinar/Bacteria_Simulation_Movies/


AptaTRACE: Elucidating Sequence-Structure
Binding Motifs by Uncovering Selection Trends

in HT-SELEX Experiments

Phuong Dao1, Jan Hoinka1, Yijie Wang1, Mayumi Takahashi2,
Jiehua Zhou2, Fabrizio Costa3, John Rossi2, John Burnett2,

Rolf Backofen3, and Teresa M. Przytycka1(B)

1 National Center of Biotechnology Information, National Library of Medicine, NIH,
Bethesda, MD 20894 , USA
przytyck@ncbi.nlm.nih.gov

2 Department of Molecular and Cellular Biology,
Beckman Research Institute of City of Hope, Duarte, CA, USA

3 Bioinformatics Group, Department of Computer Science, University of Freiburg,
Freiburg, Germany

Abstract. Aptamers, short synthetic RNA/DNA molecules binding specific tar-
gets with high affinity and specificity, are utilized in an increasing spectrum of
bio-medical applications. Aptamers are identified in vitro via the Systematic
Evolution of Ligands by Exponential Enrichment (SELEX) protocol. SELEX
selects binders through an iterative process that, starting from a pool of random
ssDNA/RNA sequences, amplifies target-affine species through a series of selec-
tion cycles. HT-SELEX, which combines SELEX with high throughput sequenc-
ing, has recently transformed aptamer development and has opened the field to
even more applications. HT-SELEX is capable of generating over half a billion
data points, challenging computational scientists with the task of identifying
aptamer properties such as sequence-structure motifs that determine binding.
While currently available motif finding approaches suggest partial solutions to
this question, none possess the generality or scalability required for HT-SELEX
data, and they do not take advantage of important properties of the experimental
procedure.

We present AptaTRACE, a novel approach for the identification of sequence-
structure binding motifs in HT-SELEX derived aptamers. Our approach lever-
ages the experimental design of the SELEX protocol and identifies sequence-
structure motifs that show a signature of selection towards a preferred structure.
In the initial pool, secondary structural contexts of each k-mer are distributed
according to a background distribution. However, for sequence motifs involved
in binding, in later selection cycles, this distribution becomes biased towards
the structural context favored by the binding interaction with the target site.
Thus, AptaTRACE aims at identifying sequence motifs whose tendency of resid-
ing in a hairpin, bugle loop, inner loop, multiple loop, dangling end, or of being
paired converges to a specific structural context throughout the selection cycles
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of HT-SELEX experiments. For each k-mer, we compute the distribution of
its structural contexts in each sequenced pool. Then, we compute the relative
entropy (KL-divergence) based score, to capture the change in the distribution
of its secondary structure contexts from a cycle to a later cycle. The relative
entropy based score is thus an estimate of the selection towards the preferred
secondary structure(s).

We show our results of applying AptaTRACE to simulated data and an in
vitro selection consisting of high-throughput data from 9 rounds of cell-SELEX.
In testing on simulated data, AptaTRACE outperformed other generic motif
finding methods in terms of sensitivity. By measuring selection towards sequence-
structure motifs by the change in their distributions of the structural contexts
and not based on abundance, AptaTRACE can uncover motifs even when these
are present only in a small fraction of the pool. Moreover, our method can also
help to reduce the number of selection cycles required to produce aptamers
with the desired properties, thus reducing cost and time of this rather expensive
procedure.
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Hidden Markov Models (HMM) are statistical models frequently used in Copy
Number Variant (CNV) detection. Classic frequentist maximum likelihood tech-
niques for parameter estimation like Baum-Welch are not guaranteed to be glob-
ally optimal, and state inference via the Viterbi algorithm only yields a single MAP
segmentation.Nevertheless,Bayesianmethods likeForward-BackwardGibbs sam-
pling (FBG) are rarely used due to long running times and slow convergence.

Here, we exploit that both state sequence inference and wavelet regression
reconstruct a piecewise constant function from noisy data, though under differ-
ent constraints. We draw upon a classic minimaxity result from wavelet theory
to dynamically compress the data into segments of successive observation whose
variance can be explained as emission noise under the current parameters in each
FBG iteration, and are thus unlikely to yield state transitions indicating a break
point. We further show that such a compression can be rapidly recomputed with
little overhead using a simple data structure. Due to the summary treatment
of subsequent observations in segments (or blocks) derived from the wavelet
regression—see panels (a) and (b) below—we simultaneously achieve drastically
reduced running times as well as improved convergence behavior of FBG. To the
best of our knowledge this shows for the first time that a fully Bayesian HMM
can be competitive with or outperform the current state of the art.

This makes routine diagnostic use and re-analysis of legacy data collections
feasible; to this end, we also propose an effective automatic prior. An open
source software implementation is available at http://schlieplab.org/Software/
HaMMLET/.
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One of the hallmarks of cancer genome is aneuploidy, which causes abnormal
copy numbers of alleles. Structural variations (SVs) can further modify the ane-
uploid cancer genomes into a mixture of rearranged genomic segments with exten-
sive range of somatic copy number alterations (CNAs). Indeed, aneuploid cancer
genomes have significantly higher rate of CNAs and SVs. However, althoughmeth-
ods have been developed to identify SVs and allele-specific copy number of genome
(ASCNG) separately, no existing algorithm can simultaneously analyze SVs and
ASCNG. Such integrated approach is particularly important to fully understand
the complexity of cancer genomes.

In this work, we introduce a novel computational method Weaver to identify
allele-specific copy number of SVs (ASCNS) as well as the inter-connectivity of
them in aneuploid cancer genomes. To our knowledge, this is the first method
that can simultaneously analyze SVs and ASCNG. Under the same method
framework, Weaver also provides base-pair resolution ASCNG. Note that in this
work we specifically focus on the quantification of SV copy numbers, which is
the key novelty of our method. Our framework is flexible to allow users to choose
their own variant calling (including SV) tools. We use the variant calling results
to build a cancer genome graph, which is subsequently converted to a pair-
wise Markov Random Field (MRF). In the MRF, the ASCNS and SV phasing
configuration, together with ASCNG, are hidden states in the nodes and the
observations contain all sequencing information, including coverage, read linkage
between SNPs as well as connections between SVs and SNPs. Therefore, our goal
of finding the ASCNS and SV phasing together with ASCNG is formulated as
searching the maximum a posteriori (MAP) solution for MRF. We apply Loopy
Belief Propagation (LBP) framework to solve the problem.

We extensively evaluated the performance of Weaver using simulation. We
also compared with single-molecule Optical Mapping analysis and evaluated
using real data (including MCF-7, HeLa, and TCGA whole genome sequenc-
ing samples). We demonstrated that Weaver is highly accurate and can greatly
refine the analysis of complex cancer genome structure. We believe Weaver pro-
vides a more integrative solution to study complex cancer genomic alterations.
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When the first reads generated using Single Molecule Real Time (SMRT) tech-
nology were made available, most researchers were skeptical about the ability of
existing algorithms to generate high-quality assemblies from error-prone SMRT
reads. Roberts et al. [3] even referred to this widespread skepticism as the error
myth and argued that new assemblers for error-prone reads need to be developed
to debunk this myth.

Recent algorithmic advances resulted in accurate assemblies from error-prone
reads generated by Pacific Biosciences and even from less accurate Oxford
Nanopore reads. However, previous studies of SMRT assemblies were based on the
overlap-layout-consensus (OLC) approach, which dominated genome assembly in
the last decade, is inapplicable to assembling long reads. This is a misunderstand-
ing since the de Bruijn approach, as well as its variation called the A-Bruijn graph
approach [2], was originally developed to assemble rather long Sanger reads.

There is also a misunderstanding that the de Bruijn graph approach can only
assemble highly accurate reads and fails while assembling error-prone SMRT
reads, yet another error myth that we debunk. The A-Bruijn graph approach
was originally designed to assemble inaccurate reads as long as any similari-
ties between reads can be reliably identified. However, while A-Bruijn graphs
have proven to be useful in assembling Sanger reads and mass spectra (highly
inaccurate fingerprints of amino acid sequences of peptides [1]), the question of
how to apply A-Bruijn graphs for assembling SMRT reads remains open. We
show how to generalize de Bruijn graphs to assemble long error-prone reads and
describe the ABruijn assembler, which results in more accurate genome recon-
structions than the state-of-the-art algorithms for assembling Pacific Biosciences
and Oxford Nanopore reads.
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In studies of molecular evolution, phylogenetic trees are rooted trees, whereas
phylogenetic networks are rooted acyclic digraphs. Edges are directed away from
the root and leaves are uniquely labeled with taxa in phylogenetic networks.
An important bioinformatics task is checking the “consistency” of two evolution-
ary models. This has motivated researchers to study the problem of determining
whether a tree is displayed by a network or not, which is called the tree contain-
ment problem (TCP) [2, 3]. The cluster containment problem (CCP) is related
algorithmic problem that asks whether or not a subset of taxa is a cluster in a
tree displayed by a network [2].

Both the TCP and CCP are NP-complete [3], even on a very restricted class
of networks [4]. An open questions was posed by van Iersel et al. asking whether
or not the TCP is solvable in polynomial time for binary reticulation-visible
networks [1, 2, 4]. A network is reticulation-visible if every reticulation separates
the root of the network from some leaves [2], where reticulations are internal
nodes of indegree greater than one and outdegree one.

We give an affirmative answer to the open problem of van Iersel, Semple and
Steel by presenting a cubic time algorithm for the TCP for arbitrary reticulation-
visible networks. The key tool used in our answer is a powerful decomposition
theorem. It also allows us to design a linear-time algorithm for the cluster con-
tainment problem for networks of this type and to prove that every galled net-
work with n leaves has 2(n − 1) reticulation nodes at most. The full version of
this work can be found at arXiv.org (arXiv:1507.02119v2).
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Abstract. Protein-protein interaction (PPI) network alignment greatly benefits
the understanding of evolutionary relationships among species and identifying
conserved sub-networks. Although a few methods have been developed for
multiple PPI networks alignment, the alignment quality is still far away from
perfect. This paper presents a new method ConvexAlign for joint alignment of
multiple PPI networks that can generate functionally much more consistent
alignments than existing methods.

1 Introduction

This paper presents a novel method ConvexAlign for one-to-one global network
alignment (GNA). A one-to-one alignment is a mapping in which one protein is cannot
be aligned more than one protein in another network. ConvexAlign calculates the
optimal alignment by maximizing a scoring function that integrates sequence simi-
larity, network topology and interaction preserving. We formulate the problem as an
integer program and relax it to a convex optimization problem, which enables us to
simultaneously align all the PPI networks, without resorting to the widely-used
seed-and-extension or progressive alignment methods. Then we use ADMM to solve
the relaxed convex optimization problem. Our results show that ConvexAlign out-
performs several popular alignment methods both topologically and biologically.

2 Method

Scoring function. Let G ¼ V ;Eð Þ denote a PPI network where V is the set of vertices
(proteins) and E is the set of edges (interactions). A one-to-one multiple alignment
between N networks is given by a binary matrix X where Xij vi; vj

� � ¼ 1 if and only if vi
and vj are aligned and there is at most one 1 in each row or column of X. It is easy to see
X is positive semi-definite. Let C represent a matrix where each value Cij indicates the
similarity between two proteins vi and vj. Our goal is to find an alignment that max-
imizes the number of matched orthologous proteins and the number of preserved edges.
We define the node score of an alignment A as follows: fnode Að Þ ¼ P

1� i\j�N
Cij;Xij.

We also define the edge score to count the number of preserved edges between all pairs
of networks:
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fedge Að Þ ¼
X

1� i\j�N

~1; yij; 8 vi; vi
0ð Þ 2 Ei; vj; vj

0� � 2 Ej; 1� i\j�N;

where yij ¼ Xij vi; vj
� �

Xij vi0; vj0
� �

. We aim to find the multiple alignment A that maxi-
mizes a combination of node and edge score as follows: f ¼ 1�ð
aÞfnodeðAÞþ afedgeðAÞ, where a describes the trade-off. By doing some calculations, the
above objective function can be reformulated as

max
X

1� i\j�N

1� að Þ Cij;Xij
� �þ a ~1; yij

D E
ð1Þ

yij 2 f0; 1g Eij j� Ejj j;Xij 2 f0; 1g Vij j� Vjj j; 1� i\j�N

Bijyij �F ij Xij
� �

;Xij~1�~1;XT
ij
~1�~1; 1� i\j�N

X<0;Xii ¼ I Vij j; 1� i�N

where Bij is coefficient and ℱij is a linear operator that picks the corresponding element
of Xij for each constraint.

Optimization via Convex Relaxation. It is NP-hard to directly optimize (1) because
the variables are binary. Therefore, we first relax the problem to obtain a convex
optimization problem that can be solved to global optimum within polynomial time.
We then use an ADMM method to solve the relaxed convex optimization problem that

Fig. 1 Specificity and the number of consistent clusters generated by the competing methods for
different c on real data where c is the number of species.
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can align all the proteins together. Finally, a greedy rounding strategy is applied to
convert fractional solution to integral.

3 Results

We use both real and synthetic data to evaluate the performance of our method,
ConvexAlign, with several popular methods. Tested on the PPI networks of five species
human, yeast, fly, mouse and worm, ConvexAlign shows a better performance in terms
of specificity and the number of functionally consistent clusters for all the clusters
composed of proteins from c ¼ 2; 3; 4; 5 species (Fig. 1). We have similar results on
synthetic data.
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1 Introduction

Protein-Protein Interaction (PPI) networks, providing a comprehensive land-
scape of protein interacting patterns, enable us to explore biological processes
and cellular components at multiple resolutions. For a biological process, a num-
ber of proteins need to work together to perform the job. Proteins densely inter-
act with each other, forming large molecular machines or cellular building blocks.
Identification of such densely interconnected clusters or protein complexes from
PPI networks enables us to obtain a better understanding of the hierarchy and
organization of biological processes and cellular components.

Most existing methods apply efficient graph clustering algorithms [1–3] on
PPI networks, often failing to detect possible densely connected subgraphs and
overlapped subgraphs. In this paper, we introduce a novel approximate algorithm
to efficiently enumerate putative protein complexes from biological networks.
The problem is formulated as finding a diverse set of dense subgraphs that
cover as many as proteins as possible. To handle large networks, we take a
divide-and-conquer approach to speedup the algorithm in a distributed manner.
By comparing with existing clustering-based algorithms on several yeast and
human PPI networks, we demonstrate that our method can detect more putative
protein complexes and achieve better accuracy.

2 Method

We propose to model the problem of detecting complexes in biological networks
as discovering the diversified maximal dense subgraphs. With the density mea-
sure, the dense subgraphs, that are protein complexes, can be defined explicitly
and flexibly. Instead of enumerating all the dense subgraphs, we only find a small
set of diversified maximal dense subgraphs. By maximal, we mean those com-
plexes that are not subset of any other dense subgraphs thus cannot be further
extended; By diversified, we mean a diverse set of dense subgraphs which cover
c© Springer International Publishing Switzerland 2016
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as many proteins as possible in the network. Combined into one goal, overlap is
allowed but redundancy should be minimized.

In this paper, searching and diversifying are integrated tightly into one whole
process. The key component of our algorithm is a set of efficient search trees that
compactly traverse all the dense subgraphs by a depth-first construction. A node-
specific potential is adopted to guide the search process. Furthermore, we identify
two properties, the pseudo anti-monotonicity property for density and the sub-
modularity property for diversity, and develop efficient pruning techniques based
on these two properties. In this way, we extract the diversified dense subgraphs
on the fly during the enumeration of the maximal dense subgraphs, thus greatly
improve the scalability of the algorithm. Finally, the algorithm is scaled up in
parallel to handle large-scale networks.

3 Result

We extensively evaluate the effectiveness and efficiency of our method on several
PPI networks from yeast and human. We first evaluate the number of results
and coverage for different methods on all the datasets under different density
thresholds, showing our method can detect more complexes, while getting larger
coverage. Then, we assess the quality of the predicted complexes by a composite
score of three scores: fraction (frac), accuracy (acc) and maximum matching ratio
(mmr), on both weighted and unweighted network (which is the binary version
of the weighted datasets). In almost all the networks, our approach detects more
putative complexes, and achieves higher accuracy and better one-to-one mapping
with reference complexes in the ground truth databases than several state-of-art
algorithms. The source code and supplementary data are available at https://
github.com/zgy921028/MDSMine.

(a) (b)

Fig. 1. Results (bottom-up: frac, acc, mmr) of various methods on 4 PPI weighted
datasets using SGD (a) and MIPS (b) gold standard.
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