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Abstract This paper discusses the design of a decentralized
capturing behavior by multiple mobile robots. The design is
based on a gradient descent method using local information.
The task of capturing a target is divided into two subtasks;
the enclosing subtask and the grasping subtask. An analy-
sis of the convergence of the local control policy in the en-
closing subtask is provided, while ensuring that the neigh-
borhood relation of the robot system is preserved. In the
grasping subtask, the force-closure condition in decentral-
ized form is used to design a local objective function. A lo-
cal estimation of the shape of the object is introduced so that
each robot can decide how to move on the basis of only the
available local information. The proposed local control poli-
cies were evaluated using simulations and the flexibility of
the system was verified owing to the decentralized nature of
the system. The enclosing subtask was implemented using
multiple mobile robots with local observation from omni-
directional CCD cameras.

Keywords Decentralized control · Multiple robots ·
Cooperation · Force-closure

1 Introduction

The decentralized and self-organizing behavior of creatures
(e.g., flocking behavior of birds [15]) has gained a lot of in-
terest in a variety of research areas. From an engineering

Y. Kobayashi (�)
Department Electrical and Electronic Engineering, Tokyo
University of Agriculture and Technology, Tokyo, Japan
e-mail: yu-koba@cc.tuat.ac.jp

S. Hosoe
RIKEN-TRI Collaboration Center, Nagoya, Japan

viewpoint, the decentralized behavior of creatures inspired
the design of flexible and adaptive artificial systems (e.g.,
the decentralized control of multi-legged robots [8, 19]). If
we can design multiple robot systems (such as multiple mo-
bile robots for navigation [2], soccer robots [6], multi-agent
decision making [18], collision avoidance [1], pushing an
object [22] and foraging [20]) which emulate such behav-
iors, we can expect several advantages:

– The system will be less expensive in terms of observa-
tion and communication since each robot in the system is
controlled by only local information.

– The system will be sufficiently robust to allow changes to
the number of elements, specifically, the changes in which
the elements fail.

– The system will adapt to the environment without central-
ized observation or computation.

Roumeliotis et al. proposed decentralized position control
by integrating observed information using a Kalman fil-
ter [16]. Desai et al. proposed formation control of mul-
tiple robots using a non-holonomic constraint [5]. Lin et
al. analyzed a pursuit task using distributed multiple mo-
bile robots [9]. With respect to a so-called sensor-network,
which aims to measure object information by mobile sens-
ing robots, Cortes et al. produced a coverage control strat-
egy that can guarantee the convergence and the correctness
of the algorithm [4]. Chung et al. proposed a target tracking
behavior using multiple mobile robots [3]. Task allocation
among multiple robots has been also discussed by Ulam et
al. [20] and Mataric et al. [11].

With regard to capturing objects, Song et al. proposed
a potential-based formation control of multiple mobile
robots on the object [17]. Yamaguchi proposed a distributed,
smooth, time-varying feedback control law for the hunting
behavior of multiple non-holonomic mobile robots [24].
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Hsieh et al. proposed a pattern generation method using
a position-based constraint between multiple robots [7].
Pereira et al. proposed the notion of “object closure”, where
the object cannot escape in any direction by the existence
of robots, while considering the geometrical position of
the robots and the object [14]. The behavior of robots that
achieves object closure and then moves the object to a spe-
cific position is called “caging” behavior.

In this paper, we propose the decentralized control of
multiple mobile robots in order to capture a (moving) tar-
get object based on only local observation excluding any
explicit communication among the robots. In the proposed
framework, no integrated sensor information is used since
this generally requires some communication among the
robots, as used in [3, 16]. With caging behaviors or by plac-
ing robots along the object designed in [7, 14, 17], the geo-
metrical information of the object is known and used to cal-
culate the configuration space. In the approach of grasping
behavior proposed in this paper, the shape of the object is
assumed to be unknown and can be measured only locally.
This assumption has the advantage of reducing the cost of
observation and communication of each robot. By omitting
the non-holonomic constraints of mobile robots, the control
law proposed in this paper is simpler than the feedback con-
trol law proposed with non-holonomic constraints [5, 24].
With these omissions, it is still possible to achieve the en-
closing behavior using real robots with two wheels, as ex-
perimentally demonstrated in this paper.

First, we will discuss the enclosing behavior design with
decentralized control. With respect to the grasping behavior,
it is shown that the objective function for the total system
can be decentralized while relating the control of the grasp-
ing behavior to the control of the enclosing behavior. The
proposed control policy is applied to an object with a con-
vex but unknown shape. We use local approximation of the
object shape to address this problem.

The task of capturing an object by multiple mobile robots
is described in Sect. 2, accompanied by a discussion on
the design method requirements of the decentralized sys-
tem. The proposed motion control methods are described

in Sects. 3 and 4, corresponding to the problem definitions.
Both methods are evaluated by simulations in Sect. 5. Sec-
tion 6 experimentally implements and verifies the enclosing
behavior using real multiple mobile robots.

2 The Capturing Task

The capturing task of a moving object is divided into two
subtasks. The first subtask is to enclose the target object
while approaching it. The second subtask is to find the op-
timal configuration of robots required to grasp the object by
moving along the surface of the object. Some common as-
sumptions for these two problems are described below:

– Each robot is regarded as a point that can move in any
direction with a limited speed.

– Each robot senses the positions of its neighboring robots.
– Each robot acts on the basis of the local sensor informa-

tion.
– The total number of robots is unknown to each individual

robot.
– Each robot does not communicate with any of the other

robots.
– There is no obstacle in the environment.

A one-dimensional structure is introduced for the configu-
ration of the robot system where each robot recognizes only
(a maximum of) two robots as neighbors as shown in Fig. 1.
We now go on to describe the individual formulations of the
enclosing and the grasping problems.

2.1 The Enclosing Problem

The goal of the robot system is to surround an object while
approaching it.

– The shape of the target object is a circle with known ra-
dius R.

– The target moves randomly, but its speed is slower than
that of the robots.

– Each robot senses the position (center) of the object.

Fig. 1 Enclosure problem with
1-D topology and polar
coordinate system
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The configuration of the robot system is represented in Fig. 1
by a graph. Each robot is expressed as a node and a link be-
tween these nodes indicates that the nodes connected by the
link are the neighbor nodes. The structure (neighborhood
relation) of the robot system changes, in general, from an
open-chain form to a circular form, as shown in Fig. 1. At
the beginning of a task, the ends of the chain system are not
connected because of the large distance between them, as
shown on the left of Fig. 1. After sometime, however, the
system forms a circle when both ends come close enough
to recognize each other as neighbors, as shown on the right
of Fig. 1. We assume that the shape of the object (a circle)
and the radius (R) are known by the robots so that in the
enclosing task, priority is given to the analysis of the basic
nature of the decentralized control. In addition, we assume
that each robot cannot precisely identify the shape of the ob-
ject and thus approximates the object to be circular when it
has not enclosed the object (that is, it is not close enough
to the object) because of the low accuracy of actual sensors.
After sometime, it becomes easier to identify the shape of
the object when each robot comes close enough to the ob-
ject. In the next section, we consider the unknown factors
in identifying the shape of the object while discussing the
grasping task.

2.2 The Grasping Problem

The goal of the grasping task is to determine an optimal con-
figuration that does not allow the object to escape from the
robots. In this task, it is assumed that all of the robots already
touch the surface of the object.

– The object does not move until the optimal configuration
is determined.

– The shape of the object is convex.
– Each robot senses the normal directions of the object sur-

face at its own position and also at the position of the
neighboring robots.1

– After every small movement, each robot does not leave
the surface of the object.

Instead of knowing the overall shape of the object, it is as-
sumed that each robot can obtain local and partial informa-
tion of the object’s shape from the positions and directions
of its neighboring robots as indicated in Fig. 2. For irregu-
lar object shapes, the normal direction of the robot on edges
cannot be uniquely determined. Considering real robots with
volume, it is assumed that the robot can change its position
continuously on the edge of the object as shown in Fig. 3.
In simulations, this assumption is expressed by replacing an
edge with a small curve.

1So that each robot can observe its neighboring robots contacting on
the surface of the object, we assume that the height of robots is higher
than that of the object.

Fig. 2 Robot on object surface

Fig. 3 Assumption on posture on edge

Fig. 4 Design of autonomous decentralized system

2.3 Motion Control and Evaluation Function

Let qi ∈ R
2, i = 1, . . . , n be a state vector of robot i. One

way to design decentralized behavior is to first determine a
potential function W , that corresponds to a global evalua-
tion function, and then derive control Δqi so that the min-
imum value of W is eventually attained (cf. [25]). A sec-
ond way is to directly design Δqi (see Fig. 4). In this re-
search, the second way is followed, and a control law for
enclosing behavior is proposed and analyzed. Then, the re-
lation of this law with an evaluation function is discussed in
Sect. 3. On the basis of the observation in this section, the
design of a control law for grasping behavior is presented in
Sect. 4.

3 Decentralized Enclosing Behavior

The polar coordinate system is used to design the enclos-
ing behavior. As shown in Fig. 1, the position of robot i is
expressed as (ri , θi) in the object coordinate �O . With this
polar coordinate system, the neighboring robots i+ and i− of
robot i are determined according to the following equations:

i+ = arg min
j

|θj − θi |, 0 < θj − θi < θmax, (3.1)
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Fig. 5 Transition from multiple
groups with chain forms to a
circular form

i− = arg min
j

|θj − θi |, 0 > θj − θi > −θmax, (3.2)

where θmax denotes the threshold value for neighbor recog-
nition.2 To simplify the presentation, it is assumed that
θi �= θj for all i �= j . Thus, i+ and i− are uniquely de-
termined if they exist. If a robot does not detect any
neighboring robots, it does not move in θ direction, that
is, θ̇ = 0.

Note that based on the assumption that each robot only
observes the positions of its neighbors within its own coor-
dinates, robot i cannot observe θi , θi+ , θi− . Instead, it can
obtain (θi+ − θi) and (θi− − θi), which is described in detail
in Sect. 6.

With the neighborhood relation defined above, the fol-
lowing two cases arise: (i) The robot system forms a set of
several open chains (see upper left part of Fig. 5). (ii) n

robots make a closed chain (circular structure) surround-
ing the object (see right part of Fig. 5). In case (i), robots
at the edge nodes of the chain will be called edge robots.
In both cases, by renumbering, it is assumed that non-edge
robot i has robots i + 1 and i − 1 as its neighbors and θ ’s
are arranged such that θ1 < · · · < θn holds. In this paper,
the number of open chains is assumed to be one for sim-
plicity. When determining the movements of edge robots
(; let them be robots 1 and n), their virtual neighbors 0
and n + 1 need to be introduced. Their θ values are defined
by:

θ0 = θ1 − θmax, (3.3)

θn+1 = θn + θmax. (3.4)

The same notations θ0 and θn+1 are also used in the cir-
cular case, but in this case they should be understood
as

θ0 = θn − 2π, θn+1 = θ1 + 2π. (3.5)

2Note that we can consider uncertainty of sensing through this thresh-
old value. If the sensors of a robot provide reliable observation only
when its neighboring robot is close to it, we define small value of θmax.

The enclosing behavior aims (1) to achieve a robot config-
uration such that all the robots surround the object with an
equal interval (2) without changing the order of the robots,
guaranteeing that the structure transforms from an open
chain system to a circular system. Owing to the definition
of the neighborhood, and to realize the enclosing behavior,
it is necessary that

n > 2π/θmax, (3.6)

i.e., the number of robots must be greater than 2π/θmax.
This will be assumed throughout the paper. The two is-
sues mentioned above are discussed in the following sec-
tions.

3.1 Convergence with Circular Structure

This section describes how the robot system converges to
the desired configuration in the circular structure case, partly
following our earlier discussion in [9, 21].3 The behavior of
the radius component is designed as follows:

ṙi (t) = −a(ri(t) − R), a > 0. (3.7)

Obviously, the radius component converges to ri(t) = R by
the equation. The behavior of the angular component is de-
signed as follows:

θ̇i (t) = −b(θi−1(t) − 2θi(t) + θi+1(t)),

i = 1, . . . , n, b > 0, (3.8)

where θ0 and θn+1 are defined by (3.5). Note that on the
basis of this equation, each robot can decide θ̇i (t) using
only the relative information of θi+1(t)−θi(t) and θi−1(t)−
θi(t). This equation can be rewritten in matrix form as

θ̇ = Aθ + d, θ = [θ1, . . . , θn]T

3Note that researches [9, 21] are relevant to the issue discussed in
Sect. 3.1. They do not refer to the issues described in the following
Sects. 3.2, 3.3, and 3.4.
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A = −b

⎡
⎢⎢⎢⎢⎢⎣

−2 1 0 · · · 0 0 1
1 −2 1 0 · · · 0 0

. . .

0 0 · · · 0 1 −2 1
1 0 0 · · · 0 1 −2

⎤
⎥⎥⎥⎥⎥⎦

∈ R
n×n

d = b[−2π,0, . . . ,0,2π]T ∈ R
n. (3.9)

It is easy to show that the following holds true:

lim
t→∞ θ(t) = qv + r, (3.10)

where v = [1, . . . ,1]T ∈ R
n and

q = 1

n

n∑
i=1

θi(0) − 1

n − 1
nπ, r = 1

2π
n [0,1, . . . , n − 1]T .

First, define θ̄ by θ̄ = qv + r . Then, it is clear that

Aθ̄ + d = 0, θ̄ ≡ qv + r. (3.11)

Thus, θ̄ is an equilibrium of (3.9). In addition, note the fact
that the eigenvalues of the circulant matrix

C =

⎡
⎢⎢⎢⎣

c1 c2 · · · cn

cn c1 · · · cn−1
...

c2 c3 · · · c1

⎤
⎥⎥⎥⎦ ∈ R

n×n (3.12)

can be expressed as follows:

λi = c1 + c2ω
i−1 + · · · + cnω

(i−1)(n−1), i = 1, . . . , n,

(3.13)

where ω denotes the n-root of 1. Using this equation, the
eigenvalues of A are given as

λi = 2b

{
cos

(
2π

1

i − 1
n

)
− 1

}
, i = 1, . . . , n. (3.14)

Thus, all the eigenvalues except λ1 are negative when b > 0
and therefore (θ − θ̄) converges to the null space of A cor-
responding to λ1 = 0, that is, (θ − θ̄) converges to {q|q =
pv,p ∈ R}. In addition, vT θ = ∑

i θi must be constant be-
cause d

dt
vT θ(t) = 0. This completes the proof of (3.10).

3.2 Preservation of Order

This section shows that the order among robots does not
change under the control of (3.8) in both the circular struc-
ture and the open chain structure cases. First, the circular
case is considered. Contrary to what is to be proved, assume
at instant t , robots i and i + 1 change their order. At this
instant, the following holds true:

θ1(t) < · · · < θi(t) = θi+1(t) < · · · < θn(t). (3.15)

On the other hand, the angle difference between the two
robots satisfies the following:

θ̇i+1 − θ̇i =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b{3(θ1 − θ2) + 2π + θ3 − θn},
i = 1

b{3(θi − θi+1) + (θi+2 − θi−1)},
2 ≤ i ≤ n − 2

b{3(θn−1 − θn) + 2π + θ1 − θn−2},
i = n − 1

(3.16)

In any case, the first term on the right hand of (3.16) is zero
while the last terms are positive, owing to (3.15). Thus, the
following holds true:

d

dt
(θi+1(t) − θi(t))|θi (t)=θi+1(t) > 0. (3.17)

By continuity, this equation must also be satisfied just before
the instant t . However, this obviously contradicts (3.15). It
can be similarly confirmed that the order between θ1 and θn

is also preserved.
For an open chain form, the corresponding differential

equation is

θ̇i+1 − θ̇i =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

b{3(θ1 − θ2) + θmax + θ3 − θ1},
i = 1

b{3(θi − θi+1) + (θi+2 − θi−1)},
2 ≤ i ≤ n − 2

b{3(θn−1 − θn) + θmax + θn − θn−2},
i = n − 1

(3.18)

and the preservation of the order can be similarly proved.
The preservation of the order can be proved by similar

procedures even if the values of b are different among ad-
jacent robots. The convergence of the system can also be
proved using the property of compartment matrices. That
is, the properties of convergence and order preservation are
guaranteed even if the speeds of robots are different owing
to hardware constraints.

3.3 Transition from Open Chain to Circular Form

In this section, the robot system transition from open chain
form to circular form is discussed. In the case of open chain,
the evolutionary equations can be expressed as

θ̇1(t) = b(θ2(t) − θ1(t) − θmax), (3.19)

θ̇n(t) = b(θn−1(t) − θn(t) + θmax). (3.20)

By introducing the following difference system:

Δ1 = θ2 − θ1, Δ2 = θ3 − θ2, . . . ,Δn−1 = θn − θn−1,
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(3.21)

the evolution of the open chain system can be rewritten as

Δ̇i =

⎧⎪⎨
⎪⎩

−2Δ1 + Δ2 + θmax, i = 1

−2Δi + Δi−1 + Δi+1, 2 ≤ i ≤ n − 2

−2Δn−1 + Δn−2 + θmax, i = n − 1.

(3.22)

Let Δ = [Δ1, . . . ,Δn−1]T and S = {Δ ∈ R
n−1|0 ≤ Δi ≤

θmax, i = 1, . . . , n − 1}. First, it will be shown that S is an
invariant set, i.e., any trajectory that starts from S stays in S.

For i = 1, . . . , n − 1, let Si,0 and Si,θmax be defined
as Si,0 = {Δ ∈ R

n−1|Δi = 0,0 ≤ Δj ≤ θmax, j �= i} and
Si,θmax = {Δ ∈ R

n−1|Δi = θmax,0 ≤ Δj ≤ θmax, j �= i}, re-
spectively. Let us consider trajectories that can go out of S

at boundary Si,0. When Δ ∈ Si,0, it can be seen that

Δ̇1 = Δ2 + θmax ≥ 0, i = 1 (3.23)

Δ̇i = Δi−1 + Δi+1 ≥ 0, 2 ≤ i ≤ n − 2 (3.24)

Δ̇n−1 = Δn−2 + θmax ≥ 0, i = n − 1, (3.25)

which means that the trajectory does not go out of S in the
negative direction of Δi . When Δ ∈ Si,θmax , it can be seen
that

Δ̇1 = Δ2 − θmax ≤ 0, i = 1 (3.26)

Δ̇i = −2θmax + Δi−1 + Δi+1 ≤ 0,

2 ≤ i ≤ n − 2 (3.27)

Δ̇n−1 = Δn−2 − θmax ≤ 0, i = n − 1, (3.28)

which means that the trajectory does not go out of S in the
positive direction of Δi . This proves that S is an invariant
set.

Next, we will prove that the open chain form transforms
to the circular form by assuming the contrary. That is, we
assume that the system keeps the open chain form. (3.22)
can be rewritten in matrix form as

Δ̇ = −BΔ + h, h =

⎡
⎢⎢⎢⎢⎢⎣

θmax

0
...

0
θmax

⎤
⎥⎥⎥⎥⎥⎦

,

B =

⎡
⎢⎢⎢⎢⎢⎣

2 −1 0 · · ·
−1 2 −1 0 · · ·

. . .

· · · 0 −1 2 −1
· · · 0 −1 2

⎤
⎥⎥⎥⎥⎥⎦

.

(3.29)

The stability of matrix −B is shown in Appendix. Using
this, the difference system (3.22) converges to the solution

of −BΔ + h = 0, that is, equilibrium Δ = [1, . . . ,1]T θmax.
Therefore, assuming the preservation of the open chain
form, the system converges to the equilibrium Δ =
[1, . . . ,1]T θmax. Let σ denote the angle between robot n

and 1 on the side of the open jaw, that is,

σ = 2π −
n−1∑
i=1

Δi. (3.30)

After convergence, it follows from the assumption n >

2π/θmax that

σ = 2π −(n−1)θmax < nθmax −(n−1)θmax = θmax, (3.31)

which contradicts the assumption of the preservation of the
open chain form. Thus, the transition from the open chain
form to the circular form is proven.

3.4 Local Control and Evaluation Function

It has been shown that the local control law (3.8) can achieve
the convergence to the desired state without changing the
one-dimensional structure. In addition, the open-chain sys-
tem is guaranteed to transform to the circular system. An
interpretation of this control law can be given from an ob-
jective function viewpoint. Let us define the total objective
function W by

W =
n∑

i=1

f (ri, θi, θi+1), (3.32)

where f are local objective functions given by

f (ri, θi, θi+1) = 1

2
α(ri − R)2 + 1

2
β(θi+1 − θi)

2. (3.33)

By considering the gradient of W , the following control laws
that are respectively equivalent to (3.7) and (3.8) can be de-
rived:

Δri = −η
∂W

∂ri
= −ηα(ri − R), (3.34)

Δθi = −η
∂W

∂θi

= −ηβ

(
θi − θi+1 + θi−1

2

)
. (3.35)

The second term in (3.33) will also be used to design the
grasping behavior.

4 Decentralized Grasping Behavior Design

In this section, we consider the grasping task for an object
with an unknown shape. A decentralized control will be de-
rived on the basis of the localized the force-closure condi-
tion and the local approximation of the object shape. First,
we derive the local evaluation function, and then propose a
local control policy by introducing the local approximation
of the object shape.
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4.1 Decentralized Form of Evaluation Function

It is extensively discussed in robotics literature how a robot
can be used to firmly grasp an object [12]. The goal of the
grasping behavior is to design a robot configuration that
does not allow the object to escape in any direction. This
goal is closely related to the notion of force-closure. In this
study, it is assumed that the contact between a robot and the
object is a point contact without friction.

Definition 1 (force-closure) Let Fe ∈ R
6 be an external

wrench given to the object. A grasp is called force-closure
if and only if there exists a contact force f c ∈ FC = {f ∈
R

k|fi ≥ 0} for any external force Fe satisfying

−Fe = Gf c, (4.1)

where G denotes the grasp matrix that transforms a contact
force to the object coordinate.

In the case of contact without friction, the grasp matrix
G with contact points can be written as

G =
[

n1 . . . nk

p1 × n1 . . . pk × nk

]
, (4.2)

where pi denotes the position of robot i in a fixed object
coordinate and ni denotes the normal vector to the object
surface at pi . To check whether the force-closure condition
is satisfied, the following theorem can be used:

Theorem 1 (force-closure condition [12]) The following
two conditions are equivalent:

– The grasp is force-closure.
– The convex hull constructed by column vectors of G con-

tains the neighborhood of the origin.

The convex hull constructed by set of vectors S = {vi |i =
1, . . . , k} is defined as

ConvexHull(S) =
{

v =
k∑

i=1

aivi :
k∑

i=1

ai = 1, ai ≥ 0

}
.

In the grasping task described in this paper, the translational
motion of the object will be focused on, since any rota-
tional motion of the object is less important for capturing.
Thus, the grasp matrix becomes G = [n1, . . . ,nn] ∈ R

2×n.
Corresponding to ni , angle parameters φi are introduced by
φi = arctan(ni2/ni1), that is, angles between ni and vector
[1,0].

Then, assuming that the robots on the object surface are
numbered counter-clockwise by the convexity of the object
they satisfy:

φi < φi+1, i = 1, . . . , n − 1, φn < φ1 + 2π. (4.3)

Fig. 6 Decentralized
force-closure condition

Furthermore, the second condition in the theorem can be
rewritten in a decentralized form as follows:

φi+1 − φi < π, i = 1, . . . , n − 1. (4.4)

φ1 − φn < −π. (4.5)

The implication of these conditions are much more easily
understood by referring to Fig. 6. In the figure
(ni−1,ni ,ni+1) contains the origin as an interior point,
while (ni−1,ni ,n

′
n+1) does not.

On the basis of the above considerations, local evaluation
functions are defined as:

g(φi+1, φi) = (φi+1 − φi)
2 − π2. (4.6)

Obviously, they take negative values if and only if (4.4) and
(4.5) hold true. Thus, on them, the total objective function is
defined as

WG =
n∑

i=1

g(φi+1, φi). (4.7)

The gradient descent for this WG is derived as

Δφi = −η
∂WG

∂φi

= −η

(
φi − φi+1 + φi−1

2

)
. (4.8)

Note that (4.8) is exactly the same as (3.35) in Sect. 3. There-
fore, if φi are adjusted according to (4.8), then the controlled
system benefits from the following advantages:

– The order is maintained, given that the neighborhood re-
lation is defined exactly in the same way as in (3.1) and
(3.2), i.e., just by replacing θi and θmax in (3.1) and (3.2)
by φi and φmax, respectively.

– Each robot can judge whether the force-closure con-
dition is achieved by locally examining the conditions
g(φi+1, φi) < 0.

For the manipulation of robot hands, there are many stud-
ies on how to best determine contact points by introducing
grasp evaluation functions [10, 27]. Liu et al. proposed us-
ing the radius of the minimum hyper sphere that contacts the
convex hull as a grasp evaluation function [10]. This evalu-
ation function relies on the idea that the grasp can be more
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stable when the configuration is far from the boundary of the
force-closure condition, which means it is more difficult to
break the force-closure condition. The minimum of WG cor-
responds to the maximum of evaluation functions discussed
in [10, 27].

4.2 Local Approximation of Object Shape

In this study, note that Δφi cannot be controlled directly in
applications. Instead, this should be achieved by allowing
robots to move along the surface of the object and change
their positions according to the normal direction of the sur-
face. To achieve this, the positions of the robots have to be
related to their changes in orientation. As described below,
this is achieved by locally approximating the object shape
using the neighboring information.

As shown in Fig. 7, the local shape of the object is ap-
proximately parameterized as

pi (u) =
⎧⎨
⎩

vi
1pu + vi

2pu2, 0 ≤ u ≤ 1, (4.9a)

vi
1nu + vi

2nu
2, −1 ≤ u ≤ 0, (4.9b)

where vi
1•,v

i
2• ∈ R

2 denote the parameters for the curve
(• denotes either p or n). By differentiating (4.9a) and
(4.9b), we obtain

∂pi (u)

∂u
= vi

1• + 2vi
2•u, (4.10)

which gives the direction of the curve at pi . The curve
should be perpendicular to the direction of robot i at u = 0.
This condition can be expressed as

[
∂pi (0)

∂u

]T

ni = 0, ni = [
1 0

]T
. (4.11)

Let xi
j ∈ R

2 denote the position of robot j in the coordinate
system of robot i. The conditions that both ends of the curve
coincide with the neighboring robots i + 1 and i − 1 can be
expressed as

pi (−1) = xi
i−1 (4.12)

pi (1) = xi
i+1. (4.13)

Similarly, let ni
j ∈ R

2 denote the unit vector that expresses
the direction of robot j in the coordinate system of robot i.
The condition that the curve is perpendicular to the direc-
tions of neighboring robots i + 1 and i − 1 at both the ends
can be expressed as

[
∂pi (−1)

∂u

]T

ni
i−1 = 0, (4.14)

[
∂pi (1)

∂u

]T

ni
i+1 = 0 (4.15)

Fig. 7 Local approximation of object shape

respectively. For u ≥ 0, (4.11), (4.13), and (4.15) can be rep-
resented in matrices form as

[
vi

1p vi
2p

][
I ni ni

i+1

I O2×1 2ni
i+1

]
= [

xi
i+1 O1×2

]
. (4.16)

From this, the parameters vi
1p,vi

2p can be determined as

[
vi

1p vi
2p

]
= [

xi
i+1 O1×2

][
I ni ni

i+1

I O2×1 2ni
i+1

]−1

. (4.17)

The curve parameters for u ≤ 0 can be similarly obtained as

[
vi

1n vi
2n

] = [
xi

i−1 O1×2
][

I ni ni
i−1

I O2×1 2ni
i−1

]−1

(4.18)

using (4.12) C (4.14) and (4.11).
When the desired change in the robot direction Δφi is ob-

tained using (4.8), this change of direction can be expressed
using the curve parameters and u as

tan(Δφi) = vi
12 + 2vi

22u

vi
11 + 2vi

21u
. (4.19)

The solution to this equation for u is obtained as

ũ = − tan(Δφi)v
i
11 − vi

12

2(tan(Δφi)v
i
21 − vi

22)
. (4.20)

Thus, the displacement of robot i that realizes the change of
direction Δφi is expressed by

ẋi = p(ũ)/Δt, (4.21)

where Δt denotes a sampling time step for controlling a
robot.
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Fig. 8 Trajectories in enclosure problem

Fig. 9 Values of objective functions

5 Simulation

In this section, the proposed local control policy for the en-
closing task and the grasping task is verified by evaluating
the potential function.

5.1 Enclosing Problem

Figure 8 shows an example of robot trajectories where the
circular target moves randomly with robot number n = 6 and
threshold value θmax = π/2. The values of the total objective
function W and local objective functions fi evaluated along
the trajectories are shown in Fig. 9. It can be seen that both
the trajectories of the robots and the total evaluation function
converge. With all of different initial positions of the robots,
the robots finally achieved the enclosing task as far as the
speed of the object is lower than that of the robots.

5.2 Grasping Problem

The proposed local control policy for the grasping task is
tested with n = 4. Figure 10 shows an example of trajec-
tories of robots with an ellipsoidal object. The robots are

Fig. 10 Trajectories of robots for grasping problem

Fig. 11 Total and local objective function

initially placed at the right and top region of the ellip-
soidal object. The circles in the figure indicate the final po-
sitions of the robots. It can be seen that the robots surround
the object and achieve the force-closure condition. The to-
tal objective function WG and the local objective functions
fi, i = 1, . . . ,4 are shown in Fig. 11. It can be seen that
WG decreases and all become negative after 50 time steps.
This indicates that the local force-closure condition for each
robot defined by (4.1) was achieved. It can be observed that
there are non-smooth changes of fi in Fig. 11 around the
35th step. This was caused by the transition from the open-
chain form to the circular form.

The simulation results with a hexagonal object and n = 6
are shown in Figs. 12 and 13. Similarly, the robots are ini-
tially placed at the right bottom region on the surface of the
object. Judging from the positions of the circles in Fig. 12,
it can be observed that a configuration, which does not al-
low the object to escape in any direction, was achieved after
convergence. In Fig. 13, it can be seen that the total objec-
tive function is reduced. In this case, many robots are placed
close to the edges of the object. Considering the stability
of the grasp, the concentration of robots at particular edges
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Fig. 12 Trajectories of robots with a hexagonal object

Fig. 13 Total and local objective functions

is obviously undesirable. In our framework, however, only
translational motion is taken into account. That is, the con-
figuration obtained by the proposed control is stable in the
sense that translational motions of the object can be effec-
tively restrained, but is not sufficiently robust to rotational
motions. More extensive definitions of the evaluation func-
tion may improve this process.

To verify the convergence property, we simulated the
grasping task with different initial conditions. The initial po-
sitions of the robots were decided randomly on the surface
of ellipsoidal and hexagonal objects. The number of steps
required for convergence was evaluated. The condition for
convergence is that average motion 1

n

∑n
i=1 ẋi is less than

a threshold value ε = 0.0001. Table 1 shows the average
and the standard deviation over 20 trials for each object.
The number of robots is 6 for both objects. In all trials, the
robots finally converged to a configuration with the same
function value of W . Although the steps required for conver-
gence were different according to the initial configurations,
the goal of the grasping task was achieved in all cases.

The proposed control scheme has an advantage over an
autonomous decentralized system. That is, it is adaptable to

Table 1 Number of steps required for convergence

Object type Ave. # of steps std. dev.

Ellipsoidal object 306.15 116.33

Hexagonal object 326.65 191.39

Fig. 14 Trajectories of robots with robot removal

Fig. 15 Total and local objective functions

a change in the number of elements in the system. The next
simulation was conducted to verify this adaptability to sys-
tem size changes. Figures 14 and 15 show the results with
four robots, but one robot was removed at the 80th step. The
crosses in Fig. 14 indicate the positions of the robots when
one robot was removed. Each robot modifies its configura-
tion adaptively to the change in the total number of robots.

Figures 16 and 17 show the results with five robots, where
an additional robot was added close to robot 5 at the 80th
step. The crosses for robot 2 and robot 4 were omitted be-
cause their movements after the addition of the robot were
small. It can be observed that the configuration of the robots
was modified as the robots around the newly added robot
spread out, which is the opposite behavior of the previous
simulation where a robot was removed.
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Fig. 16 Trajectories of robots with a robot addition

Fig. 17 Total and local objective functions

6 Experiment

This section describes an implementation of enclosure be-
havior through an experiment using multiple decentralized
mobile robots. Figure 18 shows the mobile robot of Robo-
E by Robos corp. The robot has an omni-directional color
CCD camera (120 × 120 pixels) mounted at the top. Im-
age information is processed by a CPU (SH-4) and the re-
sult is transferred to the other CPU (SH-2) that controls the
wheels. The position of the robot is controlled by two paral-
lel wheels.

The object is equipped with green LEDs and each robot
is equipped with orange LEDs at the bottom (close to the
ground). The robot can identify the object by the color but
cannot identify each robot, that is, it can only know that there
is another robot. Using color information, green pixels and
orange pixels are clustered. The omni-directional visual field
is divided by a line that connects the origin of the image and
the center of the green cluster. In each region, the center of
the orange cluster is measured and is used to determine the
position of a neighboring robot.

Owing to the non-holonomic constraint, it is not possible
to process arbitrary robot movements. Instead, a point that

Fig. 18 Mobile robot Robo-E

Fig. 19 Local coordinates of robot i

has displacement of � from the origin of the robot is con-
trolled (e.g., see [26]). Let O1 denote the controlled point.

Let ro, ra, and rb denote distances from O1 to the object,
robot on the left side and robot on the right side, respectively.
ψo,ψa, and ψb denote the angles of the object, the robot on
the left side, and the robot on the right side, respectively. θa

indicated in Fig. 19 can be calculated as

θa = arctan

(
ra sin(ψa − ψo)

ro − ra cos(ψa − ψo)

)
(6.1)

using the first law of cosines and the law of sines. Similarly,
θb can be calculated. Δθi can be decided by (3.35) as

Δθi = −βη

(
θi − θi+1 + θi−1

2

)
= β ′(θa − θb) (6.2)

Δri can be also decided by (3.34). Displacement in the robot
coordinates can be given as

Δx = xo + (ro − Δr) cos(ψo + π + Δθi), (6.3)

Δy = yo + (ro − Δr) sin(ψo + π + Δθi), (6.4)

where (xo, yo) denotes the position of the object in the robot
coordinates. The rotational speed of two wheels ω1,ω2 that
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realizes the displacement (Δx,Δy) can be determined as

[
ω1

ω2

]
= 2

Rw

[−�/Rs �/Rs

1 1

]−1 [
Δx

Δy

]
, (6.5)

where Rw and Rs denote the radius of the wheel and the
distance from the wheel to the midpoint of the shaft, respec-
tively. This rotational speed is given to the robot as a control
command.

Figure 20 shows the trajectories of four robots. In this
experiment, the object was fixed. The robots at both ends of
the open chain recognize that they are at the ends because
a neighboring robot can be detected only on one side of the
divided regions in the omni-directional images. The robots
at the ends moved to spread the formation based on (3.19)
and (3.20). It was also possible to demonstrate enclosing be-
havior using three robots. The robot system is completely
decentralized and thus it can adaptively change behavior ac-
cording to the number of robots used.

7 Conclusion

In this paper, we have presented a design for the capturing
behavior of an object with decentralized control. The local
control policy can be similarly expressed both in the en-
closing and grasping tasks, although the coordinate systems
used are different. A decentralized form of force-closure
conditions were derived for designing the objective func-
tion for the grasping task. One of the advantages of the
proposed decentralized control is that each robot can judge
whether the force-closure condition is achieved by using lo-
cally observed information. The proposed local control poli-
cies worked effectively in simulations in both tasks. The
enclosing behavior was implemented using multiple mo-
bile robots with local observation via omni-directional CCD
cameras.

We assumed that there is no obstacle in the environment.
When we apply the proposed framework to an environment
with obstacles, techniques of detecting moving obstacles

Fig. 20 Trajectories of four
robots
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[13, 23] will be required to be implemented. Local coordina-
tion of behaviors between enclosing and collision avoidance
will be also an important issue. To demonstrate the grasp-
ing behavior of real robots, it will be necessary to develop
methods for measuring local object shape and for construct-
ing control strategies for maneuvering around the surface of
objects. Switching or smooth connection of enclosure and
grasping are also topics for future study.

Our ideas for building a control policy were (1) to se-
lect a coordinate system suitable for accomplishing the task,
(2) to derive a local condition that is related to the total ob-
jective and to construct an evaluation function, and (3) to
approximate unknown information about the environment
and the object using locally observed information. We ex-
pect that these ideas may also be important to other decen-
tralized control applications in different areas.
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Appendix: Stability of Matrix −B of Difference System

Here the stability of matrix −B defined in (3.29) is consid-
ered. To show the stability, the positive definiteness of B will
be checked. The quadratic form xT Bx can be calculated as

xT Bx = 2
{
x2

1 + x2
2 + · · · + x2

n − x1x2 − x2x3

− · · · − xn−1xn

}
(A.1)

=
{
a1

(
x1 − x2

2

)2

+ a2

(
x2 − 2

3
x3

)2

+ a3

(
x4 − 4

5
x5

)2

+ a4

(
x5 − 5

6
x6

)2

+ · · · + an−2

(
xn−1 − xn

2an−2

)}
, (A.2)

where

a1 = 1, a2 = 3

4
, a3 = 5

8
, a4 = 3

5
, . . . (A.3)

and the coefficient series {ak} satisfies the following rela-
tion;

ak+1 = 1 − 1

4ak

, k = 1, . . . , n − 3. (A.4)

It can be easily seen that

ak >
1

2
⇒ ak+1 = 1 − 1

4ak

>
1

2
, k = 1, . . . , n − 3,

(A.5)

which means that all of the coefficients are positive. Thus,
matrix −B is stable because B is positive definite.
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