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Abstract
The past years of COVID-19 have attracted researchers to carry out benchmark work in face mask detection. However, the
existing work does not focus on the problem of reconstructing the face area behind the mask and completing the face that can
be used for face recognition. In order to address this problem, in this work we have proposed a spatial attention module-based
conditional generative adversarial network method that can generate plausible images of faces without masks by removing
the face masks from the face region. The method proposed in this work utilizes a self-created dataset consisting of faces with
three types of face masks for training and testing purposes. With the proposed method, an SSIM value of 0.91231 which is
3.89% higher and a PSNR value of 30.9879 which is 3.17% higher has been obtained as compared to the vanilla C-GAN
method.

Keywords Image translation · Object removal · Image editing · C-GAN · Spatial attention module

1 Introduction

The COVID-19 pandemic has opened a new realm in com-
puter vision for the detection of the face with masks which
has gained the attention of researchers across the globe.
Researchers across the globe proposed several methods for
the classification and detection of persons wearing face
masks using deep learning-basedmethods. Initially,when the
data for persons wearing facemasks were scarce, researchers
utilized the method of data augmentation to enhance the size
of the dataset. The limitation of data augmentation is that it
canonly create new images fromexisting images by changing
the viewpoints and orientations. However, the other way to
enhance the dataset is by utilizing generative adversarial net-
work (GAN)-based methods which are capable of producing
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synthetic and plausible images from real images. The other
problem that aroused during the COVID-19 pandemic is the
identification of persons behind face masks as face masks aid
in camouflaging the significant facial attributes of the face
which are essential for the identification of a person behind a
face mask. As an advantage of this, the crime rate increased
in many places of the world [1–3]. A certain mischievous
section of the society preferred face masks as an aid to hide
their facial identities and committed crimes such as thefts,
robberies, etc. To propose a solution to generate synthetic
images for persons without face masks, in this work we have
developed an improved conditional generative adversarial
network (C-GAN)-based method to create plausible images
of faceswithoutmasks. The proposedmethodgenerates plau-
sible images for faces without masks by reconstructing the
facial area hidden behind the masks. The generated images
with the proposed method can be a helpful tool in gener-
ating new samples of faces without masks and help crime
investigation agencies to reveal the identities of criminals
committing crimes by hiding their identities behind a face
mask.

The objective of this work is to develop and propose
an interaction-free face mask removal technique for images
having faces with masks. The objective of this work is
achieved by utilizing a deep learning-based conditional gen-
erative adversarial network (C-GAN) [4] method. The deep
learning-basedC-GANmethod is used for generating images
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by performing the image-to-image translation. The C-GAN
method is based on a single generator and discriminator
where the generator generates the plausible images that are
identical to the real images, whereas the discriminator clas-
sifies the generated images as real or fake. In recent years,
C-GAN has shown fascinating results in image-to-image
translation focusing on the task of data augmentation. The
authors in [5] employed a C-GAN method for augmenting
the fruit quality and defect classification dataset. With the
C-GAN method, the authors compressed the size of origi-
nal images by 50% and achieved a classification accuracy of
81.16% for fruit quality and defect. Another work [6] uti-
lized the C-GAN method for creating synthetic samples for
speech adversarial examples and classification. The authors
in [7] utilized the C-GAN method for augmenting the scalo-
gram images of respiratory signals for COVID-19 and further
classified the images generated by the C-GANmethod using
deep learning-based classifiers. Furthermore, along with the
usage of C-GAN for data augmentation, generative adver-
sarial network (GAN) has proven its ability in image editing
tasks. TheGAN-basedmethods empower image editing tasks
by learning from large-scale datasets. The authors in [8] used
a GAN architecture consisting of a single generator and two
discriminators to remove unwanted objects from an image
andfill the damaged regionswith synthetic content. TheGAN
architecture-based EdgeConnect [9] and SPG-Net [10] used
two-stage adversarial method to remove unwanted objects
from the images.

In the last two years, several works using computer vision
and deep learning for the detection of faces with masks are
proposed; however, the other important aspect of identifica-
tion of the person behind the facemask is yet to be addressed.
To address this important problem, in this work we have pro-
posed a novel solution that can unmask the faces with masks
and reconstruct the facial area hidden behind the masks. In
order to develop the solution, firstlywe have created an edited
image dataset consisting of faces with White, Anti-COVID,
and 3 M masks. Further, we performed face mask detec-
tion on the created dataset to extract the face mask regions
as key points. Our solution employs an improved condi-
tional generative adversarial network (C-GAN) consisting of
a generator and a discriminator. To improve the classification
accuracy of the C-GAN method, we have applied the spatial
attention module (SAM) with the discriminator which pro-
duces an attention map and aid the discriminator to classify
between real images for masked faces and synthetic images
for masked faces with high accuracy.

Following are the highlights and contributions of this
work:

• Proposal of spatial attention module-based conditional
generative adversarial network (SAM C-GAN)-based
method for unmaskingmasked faces.We created an edited

image dataset for faces withWhite, Anti-COVID, and 3M
mask consisting of 11,262 images for each facemask type.

• We performed face mask detection on a publicly available
dataset consisting of 52,535 images to extract face mask
regions and used extracted face mask regions as key points
passed to the developed SAM C-GAN-based method to
classify and localize face masks of varying sizes and view-
points.

• The proposed SAMC-GANmethod is evaluated for SSIM
and PSNR metrics. In comparison to C-GAN, the pro-
posed method achieved a 3.89% higher value for SSIM
and a 3.17% higher value for PSNR. Further, the proposed
SAM C-GAN method achieved 0.49–4.77% higher value
for SSIM and 1.88–4.71% higher value for PSNR as com-
pared to the related work in literature.

This work is composed of the following sections: Sect. 2
presents the related work in the domain of image editing and
face mask removal; Sect. 3 presents the materials and meth-
ods describing the created dataset and developed method;
Sect. 4 presents the experimental evaluations and results; and
Sect. 5 presents the conclusion.

2 Related work

R. Shetty et al. [11] proposed an end-to-end deep learn-
ing method for object removal. In the proposed method, the
authors utilized deep learning as a tool to find and remove
objects automatically from scene images. To carry out this
work, authors utilizedMSCOCO [12] dataset. S. Iizuka et al.
[8] carried out work for image editing using deep learning. In
the proposed work, the authors utilized GANs as a method to
learn global coherent and corrupted region completion jointly
with global and local discriminators. The proposed work was
carried out on Places2 [13] and CelebA [15] datasets. J. Yu
et al. [15] proposed a GAN-based image editing method
that utilized a coarse-to-fine GAN-based approach with a
contextual attention module for image inpainting. To carry
out this work, the authors utilized ImageNet [16], Places2,
and CelebA datasets. K. Nazeri et al. [9] proposed a two-
stage adversarial network consisting of an edge generator
followed by an image editing module for an image editing
task. The authors tested their network on CelebA, Places2,
and Paris StreetView [18] dataset.M.Khan et al. [19] utilized
a coarse-to-fine generative adversarial network as an inpaint-
ing technique to remove the microphone from facial images.
To carry out this work, the author’s utilized synthetic images
created using the CelebA dataset. Dong et al. [20] utilized a
conditional GAN to synthesize high-quality results for fill-
ing the damaged regions in radar data. K. Javed et al. [17]
proposed a stackedGANwhich generates image information
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in the first step and subsequently edits the image. The pro-
posed method utilizes a GAN model with one discriminator
for image information generation and image editing.

In faces with and without mask inpainting and reconstruc-
tion, a few works have been carried out in recent years using
GAN-based models. Ud Din et al. 2020 [21] utilized U-NET
[22] architecture to binarize the images and further utilized a
single generator as the editingmodule and two discriminators
to create the synthetic images for faces without a mask. The
authors trained and tested their method on CelebA dataset.
Jiang et al. [27] proposed a dual GAN-based model to gen-
erate the missing parts of the face covered under the mask
area. The authors first created a synthetic dataset by apply-
ing face masks on the face area and further generated the
plausible samples of faces without masks. Farahanipad et al.
[28] employed a GAN-based model that performs image-to-
image translation and uncovers the facial area hidden behind
the mask. To carry out this task, the authors generated a syn-
thetic dataset by placing masks on the face area [14] and
generated plausible samples using the Cycle-GAN.

The literature on object removal, image editing, and face
mask removal and reconstruction indicates that there is a
scarcity ofmethods that are efficient in the detection ofmasks
on the face area, further removing the face mask and recon-
structing the facial area behind the mask. Considering the
gaps in the literature, in this work, we have paved efforts to
come up with a solution that can remove face masks from
the face region and generate the synthetic image of a real
complete face.

3 Materials andmethods

The approach followed to execute this work combines an
edited dataset and further training of the developed SAM C-
GAN-based method to create the plausible images from the
dataset and removal of the face masks from the face area by
reconstructing the face region behind the face masks. The
elaborative details of the dataset and method are presented
in subsequent subsections.

3.1 Dataset

To carry out this work, we have created a custom dataset
by placing the face masks on the face region on the images
extracted from the Bollywood Celebrity Faces dataset [25].
The dataset consists of two sets of images, i.e., faces without
masks and faces with masks. The original extracted dataset
consists of real 11,262 images of personswithout facemasks.
To create plausible images of faces with masks, firstly we
edited the original dataset by placing face masks on the
face area. In an effort to generate realistic images, we have
used three types of face masks that are generally used by

Fig. 1 Dataset description

the people, i.e., White mask, Anti-COVID mask, and 3 M
mask. In total, the edited dataset consists of 11,262 images
of faces without masks, 11,262 images for faces with white
face masks, 11,262 images for faces with Anti-COVID face
masks, and 11,262 images for faces with 3 M face masks.
However, the method exploited for removing face masks
from the face area utilizes both the images for faces with-
out masks and faces with masks. To further state, the identity
of each face is preserved by using the same images as of the
original dataset while creating the synthetic dataset having
faces with mask. The dataset in detail is presented in Fig. 1.

For accurate prediction of the facemask region by the pro-
posed method, we have trained the tiny YOLO v4-SPP face
mask detector [24] and performed detection of the face mask
area on a publicly available face mask detection dataset [23]
consisting of 52,635 images of faces with andwithoutmasks.
The detected face mask regions by the tiny YOLO v4-SPP
facemask detector are cropped and extracted from the images
detected with the presence of a face mask. The detected face
mask regions by the tiny YOLO v4-SPP face mask detec-
tor are used as black rectangle boxes highlighting the face
mask regions and applied to the edited Bollywood Celebrity
dataset consisting of faces with three types of facemasks.We
have placed highlighted mask regions on the edited images
so that face masks of varying types and complexities can be
accurately recognized by the proposed method for removal
of the face masks from masked faces. The details of mask
area detection by tiny YOLO v4-SPP face mask detector and
placing highlighted mask regions on the edited images are
illustrated in Figs. 2 and 3.

3.2 Approach

To carry out this work and to perform the task of image-
to-image translation for the removal of face masks from the
masked faces, we have used conditional generative adver-
sarial network (C-GAN). The C-GAN is composed of a

123



3752 Signal, Image and Video Processing (2023) 17:3749–3757

Fig. 2 Face mask area detection using tiny YOLO v4-SPP

Fig. 3 (Colour figure online) Covering face masks with black rectangu-
lar boxes

generator and discriminatormodulewhere the generator con-
sists of an encoder and a decoder. The role of the generator
is to create plausible images for the input images, whereas
the discriminator checks whether the image is real or fake.
In the present work, we have utilized the generator of the C-
GAN method without any modifications. However, to make
the discriminator of the C-GAN method more efficient, we
have added the spatial attention module (SAM) to it. The
spatial attention module (SAM) in the discriminator aided
in the classification of images as real or fake along with
highlighting the most discriminative regions in the images
by generating an attention map. The detailed working of the
proposed SAM C-GAN-based method is as follows:

3.2.1 Generator module

The generator module of the proposed SAMC-GANmethod
is composed of an encoder and a decoder which is made up
of convolutional layers. The encoder and decoder of the gen-
erator module act as an image editor where it is conditioned
by an input, i.e., images from the dataset. In the present work,
the generator is fed by the images of faces with masks and

black rectangular boxes as the key points. To encourage the
generator to create synthetic images in the target domain,
i.e., synthetic images of faces with masks and key points,
it is trained via adversarial loss. Furthermore, the generator
is also updated via the L1 loss which is measured between
the generated image and the expected output image. The L1
loss in the generator module also aids in creating plausible
transformations of the source domain. The generator mod-
ule is made up of fourteen convolutional layers where seven
convolutional layers are utilized by the encoder and seven
convolutional layers are utilized by the decoder. The input
size of the generatormodule is 256× 256. The encoder of the
generator module is applied with the Leaky ReLU activation
function to prevent overfitting,whereas the decoder is applied
with the TanH activation function to aid the generatormodule
to perform backpropagation. However, no batch normaliza-
tion has been appliedwith the encoder and decoder networks.
The generator module of the proposed SAM C-GAN-based
method takes input as images of faces with masks and black
rectangular boxes, and by utilizing the convolutional layers
of the encoder and decoder it generates synthetic images for
faces without masks.

3.2.2 Discriminator module

The discriminator module of the proposed SAM C-GAN
method is composed of convolutional layers and a spatial
attention module (SAM) [26]. The discriminator module is
composed of six convolutional layers and takes the output of
the generator module as the input along with the real images
of faces without masks. The discriminator module compares
the synthetic images of faces without masks generated by the
generator module with real images of faces without masks.
The comparison is performed to achieve pixel to pixel trans-
lation and to determine the feature match representation. The
discriminator can take an input image of arbitrary size. To
improve the discriminator module, we have added a spatial
attention module (SAM) to it. The addition of the spatial
attention module aids the discriminator module to classify
between real and fake images with high accuracy by high-
lighting the discriminative features present in each image.
The spatial attention module (SAM) is composed of residual
blocks and spatial attentive blocks. The residual blocks in
the spatial attention module (SAM) act as skip connections
and the spatial attentive block pass the features between the
convolutional layers of the discriminator and residual blocks.
The spatial attention module (SAM) generates an attention
map that highlights the most discriminative features present
in the images and helps the discriminator to classify the
images as real or fake. The detailed working of the proposed
SAM C-GAN method consisting of generator and spatial
attentive discriminator module is presented in Fig. 4.
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Fig. 4 Proposed SAM C-GAN method

The spatial attention module (SAM) of the discriminator
module takes an input image of size x and produces a spatial
attention map ADX(x) which is of the size of the dimension
of the input image fed to the discriminator. The spatial atten-
tion map generated by the spatial attention module (SAM)
highlights themost discriminative regions in the input images
that are to be classified by the discriminatormodule. The spa-
tial attention map ADX(x) can be defined as the sum of the
absolute values of activation maps in each spatial location of
each layer of the convolutional network of the discriminator
across the channels of the input images. The ADX(x) can be
defined using Eq. (1).

AD �
C∑

i�1

|Fi | (1)

In the above equation, Fi represents the i th feature plane
of a discriminator layer for a given input andC represents the
number of channels. The AD in the above equation indicates
the significance of the hidden units at each spatial location in
classifying the image as real or fake. Furthermore, the spa-
tial attention module W represents the weight assigned to
each feature of the input image. The resultant of the spatial
attention module is a spatial attention map which is a con-
catenation of features and weights (F ∗ W ) for each input
image.

In the proposed SAM C-GAN method, both generator
and discriminator are trained simultaneously in an adversar-
ial manner. The approach followed by the method updates
the discriminator module directly, and the generator mod-
ule is updated via the discriminator module. The adversarial
training aids the SAM C-GAN-based method to produce the
plausible images by the generator and discriminator to iden-
tify the counterfeit images.

3.2.3 Loss function

The adversarial loss for the C-GAN can be mapped as: G :
X → Y , and its discriminator DY can be stated by Eq. (2).

Lx
GAN (G, DY , X, Y) � Ey∼Pdata(y) [logDY (y)]

+ Ex∼Pdata(x) [1 − logDY (G(x))]

(2)

The inverse mapping for F : Y → X can be stated using
adversarial loss as shown in Eq. (3).

Ly
GAN (F , DX , Y, X) � Ex∼Pdata(x) [logDX (x)]

+ Ey∼Pdata(y) [1 − logDX (F(y))]

(3)

In Eqs. (2) and (3),G and F are themapping functions that
aim tominimize the loss against the adversary discriminators
DX and DY to maximize the loss. Since the C-GAN is based
on min–max problem, the objective loss for the proposed
SAM C-GAN method can be stated using Eq. (4).

G∗, F∗, D∗
X , D

∗
Y � arg

min

G, F

max

DX , DY
L(G, F , DX , DY )

(4)

This work combines the above-specified generator, dis-
criminator, and loss function to remove the face masks from
the masked faces. The input is the images fed from the
employed dataset. The generator takes images of masked
faces and black rectangular boxes as key points and produces
synthetic images of faces without masks. The discriminator
takes the output produced by the generator and real faces
without masks as input and compares the images using a
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spatial attention module (SAM) and convolutional layers to
generate a spatial attention map and classify the image as
real or fake. Like other GAN-based methods, the limitation
of the proposed method is that it works with paired images.

4 Experiments and results

The proposed SAM C-GAN method for the unmasking of
masked faces is implemented using TensorFlow and Keras
on a systemwith configuration: IntelXeon®W-2245CPU@
3.90 GHz × 16 with RAM 64 GB and NVIDIA RTX 3090
24 GB GPU. For training and testing the proposed SAM
C-GAN method, we divided the created synthetic dataset
consisting of 33,786 images with three type of face masks
into a ratio of 80:20. To generate plausible images of faces
without masks using the generator module, we have used
80% of images, and for classifying the output of the gen-
erator module by the discriminator module as real or fake,
we have used the output of the generator module and real
11,262 images of faceswithoutmask. For testing themethod,
we have utilized 20% images, i.e., 6,757 images which are
separated from the training set consisting of images of faces
with masks. We trained the SAMC-GANmethod for 25,000
iterations with a batch size of 10 and the Adam optimizer.
Furthermore, with the generator module of the SAM C-
GANmethod, we have used binary cross entropy (BCE) loss,
whereas for the discriminator module we have used Poisson
loss and mean absolute error (MAE) loss.

4.1 Evaluationmetrics

The present work is based on image-to-image translation;
therefore, the structural similarity of the two images and the
signal-to-noise ratio are of prime importance. To find out the
structural similarity, we have used the SSIMmetric, whereas
for signal-to-noise ratio, we have used the PSNR metric.

The SSIM metric refers to the structural similarity index.
It utilizes luminance intensity, contrast, and structural infor-
mation to measure the similarity between two images. The
SSIM metric can be stated using Eq. (5).

SSIM(x , y) � l(x , y) ∗ c(x , y) ∗ s(x , y) (5)

In the above equation, x and y are two images; l signifies
the luminance; c is the measure of contrast; and s represents
the structural information of the image.

The other metric PSNR used in this work signifies the
peak signal-to-noise ratio. It is employed to measure the
quality estimation for the loss of quality of different codecs
and image compression. The PSNRmetric considers the real
image as the signal and the noise as the error that occurred
by compressing the image. The PSNR value is computed by

Table 1 Evaluation results for SAM C-GAN method

Method SSIM PSNR

C-GAN 0.87341 27.8145

Proposed SAM C-GAN 0.91231 30.9879

Bold values represent better results with the proposed method

finding the mean squared error (MSE). For a given noise-free
mxn monochrome image I and its noise approximation K ,
the MSE can be stated using Eq. (6).

MSE � 1

mn

m−1∑

i�0

n−1∑

j�0

[I (i , j) − K (i , j)]2 (6)

Furthermore, the PSNR can be stated using Eq. (7).

PSNR � 10 · log10
(
MAX2

I

MSE

)
(7)

In Eq. (7), MAX2
I represents the maximum valid value for

a pixel.

4.2 Evaluation results

In order to evaluate the performance of the proposed SAMC-
GANmethod for the unmasking of masked faces, we trained
and tested the original C-GAN and SAM C-GAN method
on the employed edited dataset and computed the evalua-
tion metrics. The performance results of the SAM C-GAN
method in comparison to C-GAN for SSIM and PSNR met-
rics are presented in Table 1.

As shown in Table 1, the proposed SAM C-GAN method
outperformed the performance of the C-GAN method by
3.89% for SSIM and 3.17% for PSNRmetrics. The proposed
SAM C-GAN utilizes the same generator and discriminator
module as utilized by the C-GAN method for the image-
to-image translation task. However, as an improvement, we
have added a spatial attention module (SAM) to the discrim-
inator module of the C-GAN method. The addition of the
spatial attention module (SAM) to the discriminator module
of the C-GAN method aided the discriminator to generate
an attention map for the fed images and highlighted the most
discriminative features in the images. The attentionmap gen-
erated by the spatial attention module (SAM) allowed the
discriminator to classify the images accurately by comparing
the intensity, contrast and structural similarity, and signal-to-
noise ratio of the fed images and attention map, and classify
the unmasked faces as real or fake. To provide more intuitive
results, pictorial illustrations generated by the SAM C-GAN
method for unmasking the masked faces are presented in
Fig. 5.
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Fig. 5 Faces without masks generated by SAM C-GAN

The pictorial results as shown in Fig. 5 consist of real
images of faces without masks, edited images with face
masks placed on the face area, and plausible images of faces
without masks generated by the SAM C-GAN method. The
pictorial results show that the SAM C-GANmethod is capa-
ble of generating plausible images of faces without masks
with high accuracy by maintaining illuminance, contrast,
structural similarity, and identity preservation. Furthermore,
the SAM C-GAN method is capable of removing the face
masks from the face area from the edited images and recon-
structing the face area behind the face mask region with high
accuracy with inconsequential distortion.

To gauge the efficacy of the proposed method in gen-
erating images similar to the real images of faces, we
performed experiments for face recognition using the deep
learning-based classifiers, namely ResNet-101 [29] and Effi-
cientNetV2 [30]. For this task, we used paired images, i.e.,
real images of the faces, and synthetic images of faces gener-
ated by the proposed SAMC-GANmethod. To train and test
the deep learning-based classifiers, the dataset has been pre-
pared by selecting 500 images of real faces and 500 images
of synthetic faces. Further, from the dataset 80% images are
used for training and 20% images are used for testing the clas-
sifiers. The performance of deep learning classifiers has been
evaluated using metrics, namely accuracy, precision, recall,
and F1 score as mentioned in Eqs. (8–11). The performance
results for face recognition with deep learning classifiers are
provided in Table 2.

Accuracy

� True Positive + False Positive

True Positive + True Negative + False Positive + False Negative

(8)

Precision � True Positive

True Positive + False Positive
(9)

Recall � True Positive

True Positive + False Negative
(10)

F − 1 Score � 2 ∗ Precision ∗ Recall

Precision + Recall
(11)

For the classification of real and synthetic faces, the
ResNet-101 classifier achieved an accuracy of 98.10% and
EfficientNetV2 achieved an accuracy of 97.60%. Moreover,
for other performancemetrics, significant values are achieved
that prove that the synthetic faces generated by the proposed
method have features that make them distinguishable from
real faces. The results as shown in Table 2 indicate that the
images generated by the proposed SAMC-GAN are accurate
and can be used for face recognition to identify real or fake
faces.

4.3 Comparison with related work

For the problem of removal of face masks from the face area,
very few works are available in the literature. The existing
work solves the problemby usingGAN-basedmethods. In an
effort to find the efficacy of the proposedSAMC-GAN-based
face mask removal method, we compared its performance
with the work of Ud Din et al. [21], Jiang et al. [27], and
Farahanipad et al. [28]. We trained and tested the methods
proposed in the related work on the dataset proposed in this
work and evaluated them for SSIM and PSNR metrics. The
results of the proposed SAM C-GAN method in comparison
to the related work in the literature are presented in Table 3.

As shown in Table 3, the proposed SAM C-GAN method
achieved a significant higher value for SSIM and PSNRmet-
rics as compared to the work in the literature. The better
results with the proposed method in terms of SSIM were
0.49–4.77%andPSNRwere 1.88–4.71%higher as compared
to the existing work [21][27][28]. The results also indicate
that the proposed SAM C-GAN method with a single gener-
ator and single discriminator with a spatial attention module
(SAM) achieves better performance results as compared to
the method proposed by Ud Din et al. [21] which is based on
a single generator and two discriminators and state-of-the art
Cycle-GAN-based method [27]. The results of the method
of Jiang et al. [27] are closest to this work as it is similar
to the method proposed in this work which is based on sin-
gle generator and single discriminator. The higher values for
SSIM and PSNR with the SAM C-GAN method are due to
the addition of the spatial attention module (SAM) in the
discriminator module. The spatial attention module (SAM)
generates attention maps and provides discriminative fea-
tures to the discriminator to classify between real and fake
images, thus generating the plausible images for faces with
masks by the proposed SAM C-GAN method.

5 Conclusion

This work proposed a novel spatial attention module and
conditional generative adversarial network (SAM C-GAN)
method for interaction-free face mask removal from facial
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Table 2 Face recognition using
deep learning classifiers Classifier Class Precision Recall F-1 Score Accuracy

ResNet-101 Real 98% 98% 98% 98.10%

Synthetic 97% 98% 98%

EfficientNetV2 Real 96% 97% 97% 97.60%

Synthetic 97% 96% 97%

Table 3 Comparison with related
work Work Method SSIM PSNR

Ud Din et al. [21] GAN with single generator and two discriminators 0.86348 26.2741

Jiang et al. [27] GAN with single generator and single discriminator 0.90631 29.1057

Farahanipad et al. [28] Cycle-GAN 0.86825 26.4957

Ours SAM C-GAN 0.91231 30.9879

Bold values represent better results with the proposed method

images. For face mask removal, we have employed C-GAN
with a generator to generate synthetic images of faceswithout
masks which are fed to the discriminator having a spa-
tial attention module (SAM). The spatial attention module
(SAM) of the discriminator model highlights the discrim-
inative features of the input images as an attention map.
The discriminator compares the synthetic input images as
fed from the generator, attention maps, and real images of
faces without a mask to classify them as real or fake. The
proposed SAMC-GANmethod acts as an image editing and
reconstruction model to produce fake images by removing
face masks from the images containing masks on the face
area. The quantitative comparison of the proposed SAM C-
GANmethodwith the C-GANmethod shows a 3.89%higher
value for SSIM and a 3.17% higher value for PSNR met-
rics. In comparison the works in this domain, the proposed
SAM C-GAN method achieved a 0.49–4.77% higher value
for SSIM and 1.88–4.71% higher value for PSNR metrics.
The proposed method can be used as a tool by the security
and law enforcement agencies to unmask the faces of crim-
inals and law offenders who commit crimes by hiding their
faces behind facemasks and determining their identities. The
future work in this domain can be extended to use of identity
preserved C-GAN to check identities, age, and other facial
features of faces with mask.
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