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Abstract
In this paper, we introduce a general constructivemethod to compute solutions of initial value
problems of semilinear parabolic partial differential equations on hyper-rectangular domains
via semigroup theory and computer-assisted proofs. Once a numerical candidate for the
solution is obtained via a finite dimensional projection, Chebyshev series expansions are used
to solve the linearized equations about the approximation fromwhich a solutionmap operator
is constructed.Using the solution operator (which exists from semigroup theory),we define an
infinite dimensional contraction operator whose unique fixed point together with its rigorous
bounds provide the local inclusion of the solution. Applying this technique for multiple
time steps leads to constructive proofs of existence of solutions over long time intervals.
As applications, we study the 3D/2D Swift–Hohenberg, where we combine our method with
explicit constructions of trapping regions to prove global existence of solutions of initial value
problems converging asymptotically to nontrivial equilibria. A second application consists of
the 2DOhta–Kawasaki equation, providing a framework for handling derivatives in nonlinear
terms.
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1 Introduction

Studying global dynamics and global existence (forward in time) of solutions of higher-
dimensional semilinear parabolic partial differential equations (PDEs) is a central problem
in mathematics. Perhaps the most striking example is the famous millennium prize problem
which raises the question of global existence of solutions of initial value problems (IVPs)
in the three-dimensional Navier–Stokes equations [1]. From the perspective of dynamical
systems and as made clear from the pioneering work of Poincaré on the three-body problem
[2], to understand the global dynamics of a given nonlinear differential equation, it is crucial
to grasp the existence of asymptotic objects such as equilibria, periodic orbits and connections
between them. This is especially true for parabolic PDEs modeling phenomena in material
science, spatial ecology and fluids mechanics, where patterns arise as asymptotic limits,
often within global attractors, of solutions of initial value problems. For all its importance
and popularity, the problem consisting of understanding the global dynamics of a given PDE
is a notoriously difficult task since the model is nonlinear and naturally lead to the notion of
an infinite dimensional dynamical system.

In this paper, we introduce a constructivemethod to solve rigorously initial value problems
of scalar semilinear parabolic PDEs of the form

ut = (λ0 + λ1� + λ2�
2)u + �pN (u) (1.1)

where p ∈ {0, 1} and N is a polynomial satisfying both N (0) = 0 and its Fréchet derivative
DN (0) = 0, and we provide a computational framework to show that solutions exist globally
forward in time. While in this work we focus on the scalar case, that is u = u(t, x) ∈ R,
extending our method to systems (i.e. when u = u(t, x) ∈ R

n) should be rather straight-
forward, the main limitation essentially being the computational cost. Given a dimension
d ∈ {1, 2, 3} and domain sizes L1, . . . , Ld , we assume that the domain of the Eq. (1.1) is
given by the hyper-rectangular domain

�
def=

d∏

j=1

[
− π

L j
,

π

L j

]
⊂ R

d

which we supplement with periodic boundary conditions. In other words, the geometry of
the domain on which we solve the PDE (1.1) is the d-torus Td . It is worth mentioning that
one case of the Navier–Stokes millennium prize problem considers the model defined on
the domain T

3. The parameters λ0, λ1, λ2 ∈ R in (1.1) are chosen so that the equation
is parabolic. The assumption of the PDE being semilinear implies that the degree p of the
Laplacian in front of the nonlinear term N is less than the one of the differential linear operator
λ0 + λ1� + λ2�

2. While slightly restrictive, the class of equations (1.1) includes many
known models including the Swift–Hohenberg, Cahn-Hilliard, Ohta–Kawasaki and phase-
field-crystal (PFC) equations. Moreover, to simplify the presentation and the computations,
we impose the even symmetry u(t,−x) = u(t, x) on the solutions. Note that our approach
can readily be adapted to the case of odd boundary conditions u(t,−x) = −u(t, x) or to the
general case of periodic boundary conditions without symmetries.

The general method that we introduce in this paper falls in the category of computer-
assisted proofs (CAPs) in nonlinear analysis and dynamical systems.

As exemplified by the early pioneering works on the Feigenbaum conjectures [3] and
on the existence of chaos and global attractor in the Lorenz equations [4–6], and by the
more recent works on Jones’ and Wright’s conjectures in delay equations [7, 8], chaos in
the 1D Kuramoto-Sivashinsky PDE [9], instability proof in Poiseuille flow [10], bifurcating
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solutions for 3D Rayleigh–Bénard problems [11], equilibria in the 3D Navier–Stokes (NS)
equations [12], solutions of NS on unbounded strips with obstacle [13], 3D gyroids patterns
in materials [14], periodic orbits in NS [15], blowup in Euler equations on the cylinder [16]
and imploding solutions for 3D compressible fluids [17], it is undeniable that the role of CAPs
is starting to play a major role in the analysis of differential equations, dynamical systems
and PDEs. We refer the interested reader to the book [18] and the survey papers [19–21] for
more details.

Due to the interest in understanding global dynamics in semilinear parabolic PDEs and
perhaps motivated by the Navier–Stokes millenium problem, it is not surprising that devel-
oping CAPs techniques for initial value problems has been a rather active field in the last
twenty years. Examples consist of the topological method based on covering relations and
self-consistent bounds [9, 22–26], the C1 rigorous integrator of [27], the evolution operator
and semigroup approach of [28–31], Nakao’s projection method [32], the finite element and
self-consistent bounds approach [33], the fully spectral Fourier–Chebyshev approach [34],
the Chebyshev interpolation in time method [35] and the finite element discretization based
approach of [18, 36].

To the best of our knowledge, all the above methods (expect [28] which considers 2D
examples) have focused on PDEs defined on one-dimensional domains. Our contribution
here is the presentation of a general constructive method to compute solutions of IVPs for
higher-dimensional semilinear parabolic equations via semigroup theory, a method which
can then be used to prove rigorously global existence (in time) of solutions. Our approach
begins by using the periodic boundary conditions on � and expand solutions of (1.1) with
Fourier expansions in space leading to an equivalent infinite-dimensional system of ordinary
differential equations of the form

ȧ(t) = f (a(t)), t > 0

whose phase space is given by a Banach algebra of Fourier coefficients endowedwith analytic

norms. For a given time step τ > 0, solving an IVP on a time interval J
def= (0, τ ] with initial

condition a(0) = ϕ reduces to find a zero of the map

F(a(t)) = (ȧ(t) − f (a(t)), a(0) − ϕ), t ∈ J .

Using a finite dimensional projection of the map F , we compute a numerical approxima-
tion ā(t) of the IVP using Chebyshev series expansions in time, that is F(ā(t)) ≈ 0. We
then develop estimates to obtain CAPs for the existence of the solutions of the linearized
equations about the approximation ā(t) from which a solution map operator is obtained.
While semigroup theory (cf. [37], e.g.) guarantees the existence of the solution operator, our
computational and rigorous construction provides an explicit control over this operator, a
feature which is new in the context of higher-dimensional PDEs. Using the solution operator,
the linear operator DF(ā(t)) is inverted “by hand" and then used to define the Newton-
like operator T (a(t)) = DF(ā(t))−1(DF(ā(t))a(t) − F(a(t))). Constructing explicit and
computable estimates, and using the time step τ to control the contraction rate, we derive a
sufficient condition in the form of a polynomial inequality to demonstrate rigorously that T
is a self-map and a contraction on a ball centered at ā(t) in an appropriate Banach space of
time-dependent Fourier coefficients. The unique fixed point together with its rigorous bounds
provide the local inclusion of the solution. Applying this technique for multiple time steps
leads to constructive proofs of existence of solutions over long time intervals and, when com-
bined with explicit constructions of trapping regions, can be used to prove global existence.
While our computer-assisted approach is an extension of the works [28, 30, 31, 38] to the
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case of higher-dimensional semilinear evolution equations, we believe it provides nontrivial
contributions.

First, we believe this is the first time that CAPs techniques are used to prove global
existence of solutions of three-dimensional PDEs with initial conditions far from equilib-
rium. Second, the evolution operator approach presented here is generalized to PDEs with
derivatives in the nonlinear terms, which is made possible thanks to the introduction of
geometric weights in the Banach algebra. Third, the smoothing property of the evolution
operator controls wrapping effects, allowing the method to be applied for multiple time
steps to get existence of solutions over long time intervals. Last by not least, the semigroup
approach provides a cost-effective way to generalize our approach to multi-steps (or domain
decompositions). More precisely, solving the linearized problems at each step can be made
a-priori and independently (i.e. the process is naturally parallelizable), which implies that
the computational cost is additive in time rather than multiplicative.

The paper is organized as follows. In Sect. 2, we introduce the fixed point operator T whose
fixed point provides a solution to a given initial value problem. The operator T requires invert-
ing the linearization about the numerical solution,which is done in Sect. 3,wherewe construct
the evolution operator via a solution map of the linearized problem. In Sect. 4, we generalize
our method to a multi-step approach by considering a coupled system of the zero-finding
problem over multiple time steps. In Sect. 5, we propose a strategy to demonstrate global
existence of solutions to IVPs via the mechanism of convergence towards an asymptotically
stable equilibrium solution. This approach is exemplified by the application of the Swift–
Hohenberg equation, illustrating the efficacy of computer-assisted proofs of global existence
for higher dimensional PDEs. Section6 is devoted to presenting the result using our rigorous
integrator for IVPs of the 2D Ohta–Kawasaki equation, in particular addressing the handling
of derivatives in the nonlinear term.

2 Newton-Like Operator to Solve Initial Value Problems

In this section, we consider an initial value problem (IVP) associated to (1.1), that is

{
ut = (λ0 + λ1� + λ2�

2)u + �pN (u), t > 0, x ∈ �,

u(0, x) = u0(x), x ∈ �,
(2.1)

where u0(x) is a given initial data. Supplementing the PDEwith periodic boundary conditions
with the even symmetry u(t,−x) = u(t, x) implies that the unknown solution of the IVP is
expanded by the Fourier series in space variables

u(t, x) =
∑

k∈Zd

ak(t)e
i(k1L1x1+···+kd Ld xd ), a−k = ak (2.2)

where k = (k1, . . . , kd) and x = (x1, . . . , xd). The symmetry assumption on u implies that
the function u is represented by the cosine series

u(t, x) =
∑

k≥0

αkak(t) cos(k1L1x1) · · · cos(kd Ld xd),

with αk = αk1,...,kd
def= 2δk1,0 · · · 2δkd ,0 ,
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where δi, j is the Kronecker delta function. From now on we always assume that ak = a|k|
holds for all k ∈ Z

d from the cosine symmetry and use the notation of the component-wise

absolute value, that is |k| def= (|k1|, . . . , |kd |).
Remark 2.1 Boldface characters will be used throughout this paper to denote multi-indices,
with k = (k1, . . . , kd) representing (non-negative) integers k j for j = 1, . . . , d . Furthermore,
component-wise inequalities are used such that k < n denotes k j < n j for all j = 1, . . . , d .
Similarly, the notations k ≤ n, k > n, and k ≥ n mean component-wise inequalities.

Plugging the Fourier expansion (2.2) in the nonlinearity �pN (u) of the general model
(1.1) results in

�pN (u) =
∑

k∈Zd

iq(kL)qNk(a)ei(k1L1x1+···+kd Ld xd ), (2.3)

where q = 2p ∈ {0, 2} and
kL def= ((k1L1)

2 + · · · + (kd Ld)
2)1/2 ,

a = (ak)k≥0, and Nk(a) is a nonlinear term involving discrete convolutions of a such that
Nk(a) = N|k|(a), Nk(0) = 0 and DNk(0) = 0.

Plugging the Fourier series (2.2) into (1.1) and assuming (2.3) holds, we obtain the
following general infinite-dimensional system of ordinary differential equations (ODEs)

ȧk(t) = μkak(t) + iq(kL)qNk(a(t)), t > 0 (2.4)

where

μk = λ0 − λ1(kL)2 + λ2(kL)4

is determined by the linear term λ0 + λ1� + λ2�
2 of (1.1).

Our goal is to determine the time-dependent Fourier coefficients a(t)
def= (ak(t))k≥0

that solve (2.4) with an initial condition a(0) = (ϕk)k≥0. The function a(t) will then
provide, via the Fourier expansion (2.2), the solution of the IVP (2.1) with u0(x) =∑

k≥0 αkϕk cos(k1L1x1) · · · cos(kd Ld xd).
Before considering the infinite-dimensional problem,we explain how toobtain a numerical

approximation of a(t) via a finite-dimensional truncation of the ODEs (2.4). To this end, we

define a finite set of indices of “size N = (N1, . . . , Nd)” as FN
def={k ≥ 0 : k < N}. We

note that FN = FN1 × · · · × FNd , where FN j

def={k j ≥ 0 : k j < N j } = {0, . . . , N j − 1}.
Truncating (2.4) to the size N , we fix a step size τ > 0 and numerically solve the following

truncated N1N2 · · · Nd -dimensional IVP
{
ȧk(t) = μkak(t) + iq(kL)qNk(a(t)), t ∈ (0, τ ],
ak(0) = ϕk,

(k ∈ FN ). (2.5)

The numerical solution of (2.5) is denoted by (ā(N)
k (t))k∈FN and has Fourier expansion

ū(N)(t, x) =
∑

k∈FN

αkā
(N)(t) cos(k1L1x1) · · · cos(kd Ld xd).

Moreover, we assume that ā(N)
k (t) is a polynomial given by

ā(N)
k (t) = ā0,k + 2

n−1∑


=1

ā
,kT
(t), (2.6)
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where T
 is the 
-th order Chebyshev polynomial of the first kind defined on [0, τ ] and n
denotes the size of Chebyshev coefficients. To get the coefficients (ā
,k)0≤
<n,

k∈FN

we use a

standard Chebyshev interpolation technique (see Appendix A for more details).
Using the numerical solution (2.6), we define an approximate solution āk(t) of (2.5) as a

natural extension of (ā(N)
k (t))k∈FN , that is

āk(t)
def=
{
ā(N)
k (t), k ∈ FN

0, k /∈ FN .
(2.7)

Remark 2.2 (Choice of basis functions) It is worth noting that by focusing our analysis on
PDEs defined over hyper-rectangular domainswith periodic boundary conditions, the use of a
Fourier expansion in space is a natural choice. Extending this to alternative spatial expansions
would require a non-trivial generalization, which lies beyond the scope of this work. On the
other hand, we chose to solve the finite-dimensional IVP (2.5) using a Chebyshev expansion
in time due to the favorable approximation properties of Chebyshev polynomials and our
positive experience with them. However, other expansions, such as Taylor series, could also
be employed to solve (2.5).

2.1 Function Space and Banach Algebra

Having introduced the finite dimensional IVP (2.5) together with the representation of its
numerical approximation (2.6) expressed as a finite linear combination of Chebyshev poly-
nomials, we are now ready to introduce several function spaces to validate the numerical
approximation (2.7).

Let us define a Banach space of multi-index sequences as


1ω
def=
⎧
⎨

⎩a = (ak)k≥0 : ak ∈ R, ‖a‖ω
def=
∑

k≥0

|ak|ωk < +∞
⎫
⎬

⎭ , (2.8)

where the weight ωk for k ≥ 0 is defined by

ωk
def= αkν

k1+···+kd
F , νF ≥ 1. (2.9)

The choice of the weight in (2.9) is to ensure that 
1ω is Banach algebra under the discrete
convolution, that is

‖a ∗ b‖ω ≤ ‖a‖ω‖b‖ω

holds for all a, b ∈ 
1ω, where the discrete convolution of a and b is defined by

(a ∗ b)k
def=

∑

k1+k2=k
k1,k2∈Zd

a|k1|b|k2|. (2.10)

Denote the time step J = (0, τ ] for the fixed step size τ > 0 and define a function space
of the time-dependent sequences as C(J ; 
1ω), which is the Banach space with the norm

‖a‖ def= sup
t∈J

‖a(t)‖ω. (2.11)
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The operator norm for a bounded linear operator B from 
1ω to 
1ω is defined by

‖B‖B(
1ω)
def= sup

φ∈
1ω\{0}
‖Bφ‖ω

‖φ‖ω

.

We also introduce subspaces of all multi-index sequences denoted by


1ω,−q
def=
⎧
⎨

⎩a = (ak)k≥0 : ak ∈ R, ‖a‖ω,−q
def=
∑

k≥0

|ak| ωk

|k|q∞
< +∞

⎫
⎬

⎭ ,

|k|∞ def= max(1, max
j=1,...,d

|k j |).

Note that these subspaces are also Banach spaces, but are not Banach algebras under the
discrete convolution. In addition, 
1ω = 
1ω,0 (q = 0).

2.2 The Zero-Finding Problem for the Initial Value Problem

To solve rigorously the infinite-dimensional set of ODEs (2.4) on the sequence space (2.8),
let us define three operators as follows. First, define L : D(L) ⊂ 
1ω → 
1ω to be a densely
defined closed operator acting on a sequence φ = (φk)k≥0 as

(Lφ)k
def= μkφk = (λ0 − λ1(kL)2 + λ2(kL)4)φk,

where the domain of the operatorL is defined by D(L)
def= {φ = (φk)k≥0 : Lφ ∈ 
1ω

}
. Second,

defineQ : 
1ω → 
1ω,−q to be a multiplication operator acting on a sequence φ = (φk)k≥0 as

(Qφ)k
def= iq(kL)qφk.

Third, define N : 
1ω → 
1ω to be a Fréchet differentiable nonlinear operator acting on a
sequence φ = (φk)k≥0 as

(N (φ))k
def= Nk(φ),

which depends on the nonlinear term of the target PDE, and satisfiesN (0) and DN (0) = 0.
Hence, for any fixed ψ ∈ 
1ω, there exists a non-decreasing function g : (0,∞) → (0,∞)

such that

‖DN (ψ)φ‖ω ≤ g(‖ψ‖ω)‖φ‖ω, ∀φ ∈ 
1ω. (2.12)

Using the above operators, we define a zero-finding problemwhose root provide a solution

of the ODEs (2.4) with initial condition ϕ ∈ 
1ω. Let X
def= C(J ; 
1ω), Y

def= C(J ; 
1ω,−q) and

D def= C (J ; D(L)) ∩ C1
(
(0, τ ); 
1ω

)∩C(J ; 
1ω). Note that X is the Banach space with the
norm defined in (2.11). The map F acting on a ∈ D is defined by

F(a)
def= (ȧ − La − QN (a), a(0) − ϕ) ∈ Y × 
1ω. (2.13)

We find it convenient to denote the first and second components of (2.13) respectively by
(F(a))1 = ȧ−La−QN (a) and (F(a))2 = a(0)−ϕ. From the above construction, solving
the initial value problem (2.1) reduces looking for the solution of the zero-finding problem
for the map F given in (2.13).
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As it is often the case in nonlinear analysis, the strategy to prove existence (constructively)
of a solution of F = 0 is to turn the problem into an equivalent fixed-point problem, which
we solve using a Newton–Kantorovich type theorem. The idea is to look for the fixed point
of a Newton-like operator of the form a → a− DF(ā)−1F(a), where DF(ā) is the Fréchet
derivative of the map F at the numerical approximation ā given component-wise by (2.7).
This construction is done next.

2.3 Exact Inverse of the Linearization and Definition of the Newton-Like Operator

To use aNewton-like operator to validate the root of F , we consider first the Fréchet derivative
of the map F at ā defined in (2.7). For any h ∈ D, the Fréchet derivative is given by

DF(ā)h = (ḣ − Lh − QDN (ā)h, h(0)
)
, DF(ā) : D ⊂ X → Y × 
1ω, (2.14)

where DN (ā) is the Fréchet derivative of N at ā.
To construct the inverse of DF(ā), consider (p, φ) ∈ Y × 
1ω and note that the unique

solution of DF(ā)h = (p, φ), that is of the linearized problem

ḣ − Lh − QDN (ā)h = p, h(0) = φ (2.15)

is given by the variation of constants formula

h(t) = U (t, 0)φ +
∫ t

0
U (t, s)p(s)ds. (2.16)

In the previous formula, {U (t, s)}0≤s≤t≤τ denotes the evolution operator (cf. [37]) defined
by a solution map of the first equation with p = 0 in (2.15). More precisely, we consider an
initial value problem which is represented by

ḃ(t) = Lb(t) + QDN (ā(t))b(t), b(s) = φ, (t > s), (2.17)

where φ ∈ 
1ω is any initial data. Here s is also a parameter since the evolution operator
U (t, s) is a two parameter family of bounded operators. We define the evolution operator by

U (t, s)φ
def= b(t) for 0 ≤ s ≤ t , where b is the solution of (2.17). Furthermore, it is known

that the evolution operator satisfies the following properties:

(i) U (s, s) = Id (identity operator) and U (t, r)U (r , s) = U (t, s) for 0 ≤ s ≤ r ≤ t ≤ τ

(ii) (t, s) → U (t, s) is strongly continuous for 0 ≤ s ≤ t ≤ τ .

We show how to construct rigorously the evolution operator in Sect. 3.1. Assuming that
this is done, the formula (2.16) gives us the inverse of DF(ā) via the formula

DF(ā)−1(p, φ)
def= U (t, 0)φ +

∫ t

0
U (t, s)p(s)ds. (2.18)

Using the explicit expression for DF(ā)−1, we define the Newton-like operator by

T (a)
def= DF(ā)−1 (DF(ā)a − F(a)) , T : X → D ⊂ X . (2.19)

Remark 2.3 The Newton-like operator defined in (2.19) seems to be defined only on D ⊂ X
by the formula a → a− DF(ā)−1F(a), but it can be defined on X using the following fact:

DF(ā)a − F(a) = (QN (a) − QDN (ā)a, ϕ) ∈ Y × 
1ω,
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where the linear part including derivatives is canceled out. From the property of DF(ā)−1 :
Y × 
1ω → D, a fixed-point, say ã, of T satisfies ã ∈ D. Combining this fact with the
continuous property of the evolution operator, the resulting zero of the map defined in (2.13)
also satisfies ã ∈ C([0, τ ]; 
1ω).

Remark 2.4 The inverse map DF(ā)−1 restores the smoothness of the solution. To demon-
strate the recovery of smoothness from Y to X , letting φ = 0 and p = Qψ ∈ Y (ψ ∈ X ) in
(2.18), one can show the inverse map denoted by

(
DF(ā)−1 (Qψ, 0)

)
(t) =

∫ t

0
U (t, s)Qψ(s)ds

is bounded in X . By using the uniform control of the evolution operator given in (3.2), which
is constructed in Sect. 3.1, it follows that

∥∥DF(ā)−1 (Qψ, 0)
∥∥ ≤ sup

t∈J

∫ t

0
‖U (t, s)Qψ(s)‖ωds ≤ τ 1−γ WSJ

q

1 − γ
‖ψ‖ < +∞.

Moreover, it is obvious that the function b satisfying (2.15) belongs to both C (J ; D(L))

and C1
(
(0, τ ); 
1ω

)
. This fact yields the smoothing recovery of the inverse map DF(ā)−1 :

Y × 
1ω → D.

Remark 2.5 It is also worth mentioning that there is another natural way of obtaining the
operator T directly considering the IVP written by

{
ȧ − (L + QDN (ā))a = Q(N (a) − DN (ā)a)

a(0) = ϕ.

Using the evolution operator, it follows that

a(t) = (T (a))(t)
def= U (t, 0)ϕ +

∫ t

0
U (t, s)Q(N (a(s)) − DN (ā(s))a(s))ds,

and this formulation directly makes sense on X .

Now that the Newton-like operator T is defined, the remaining task in validating the local
existence of a solution of F = 0 given in (2.13) is to show that T : BJ (ā, �) → BJ (ā, �) is
a contraction mapping, for some � > 0, where

BJ (ā, �)
def= {a ∈ X : ‖a − ā‖ ≤ �} . (2.20)

Note that BJ (ā, �) ⊂ X is the ball of radius � in X centered at the numerical approximation
ā(t) = (āk(t))k≥0 ∈ X defined in (2.7).

3 Rigorous Integration of Initial Value Problems

In this section, we provide a numerical method to validate the solution of the zero-finding
problem defined in (2.13). The main theorems for this method are based on Theorem 3.2 in
Sect. 3.1 and Theorem 3.15 in Sect. 3.2. The techniques presented here are closely related to
the work in [30].

First, in Sect. 3.1, we obtain a uniform bound for the evolution operator over the simplex

SJ
def={(t, s) : 0 < s < t ≤ τ }, which is presented in Theorem 3.2 (and Corollary 3.4). More
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precisely, by setting two initial data for (2.17) as b(s) = φ and Qψ ∈ 
1ω,−q , we obtain two

computable constants WSJ , WSJ
q > 0 such that

‖b‖ = sup
(t,s)∈SJ

‖U (t, s)φ‖ω ≤ WSJ ‖φ‖ω, ∀φ ∈ 
1ω (3.1)

‖b‖X def= sup
(t,s)∈SJ

(t − s)γ ‖U (t, s)Qψ‖ω ≤ WSJ
q ‖ψ‖ω, ∀ψ ∈ 
1ω, (3.2)

where γ ∈ (0, 1) is a parameter to be determined in Sect. 3.1.2. If q = 0 in the target ODEs
(2.4), one can take γ = 0, resulting inWSJ = WSJ

0 . Note that the bound (3.2) simply shows
that by introducing the weight (t − s)γ in time, the loss of regularity in space is compensated
by the evolution operator. See also Remark 2.4.

Second, in Sect. 3.2, the above computable constants WSJ and WSJ
q are used to bound

the action of the linear operator DF(ā)−1 (see Lemma 3.13). This control is then used to
verify that the Newton-like operator (2.19) has a unique fixed point in BJ (ā, �), as defined
in (2.20). This yields a rigorous validation of the local existence of the solution to the IVP
(2.1). This result is formalized in our second main theorem, Theorem 3.15, which provides
a hypothesis guaranteeing the local existence of the solution to the zero-finding problem in
(2.13). This hypothesis can be numerically verified using interval arithmetic. Therefore, in
the present method, we numerically confirm that the hypothesis holds, thereby validating the
solution of the zero-finding problem.

3.1 Explicit Uniform Bounds of the Evolution Operator

In this section, we introduce explicit uniform bounds for the evolution operator. We present
an explicit computable formula (see Equation (3.18)) for the bound WSJ

q satisfying (3.2)
(see Theorem 3.2). Then, in Corollary 3.4, we also present an explicit formula (see
Equation (3.28)) the bound WSJ satisfying (3.1).

Remark 3.1 While the theoretical existence of the evolution operator U (t, s) is well-
established (cf. [37, Section 5.6, Theorem 6.1]), obtaining a rigorous enclosure of its action
for a given τ is difficult in practice. In practical computations, for a specified ā and τ , an
explicit and rigorous bound on U (t, s) is achieved first by employing computer-assisted
proofs to solve a finite dimensional projection of the linearized problem (2.17) and then by
using theoretical estimates on the tail. This methodology yields the uniform bounds (3.1) and
(3.2), used to solve the Cauchy problem.

Let m = (m1, . . . ,md) ≥ 0 be a size of the finite set Fm, where we suppose that each
componentmi is small such thatm < N . We define a finite-dimensional (Fourier) projection
Π(m) : 
1ω → 
1ω acting on φ ∈ 
1ω as

(
Π(m)φ

)

k

def=
{

φk (k ∈ Fm)

0 (k /∈ Fm).
(3.3)

We denote φ(m) def= Π(m)φ ∈ 
1ω and φ(∞) def= (Id − Π(m))φ ∈ 
1ω. Thus, any φ ∈ 
1ω is
uniquely decomposed by φ = φ(m) + φ(∞).

We decompose b ∈ X in (2.17) into a finite part b(m) and an infinite part b(∞) using
the Fourier projection defined in (3.3), we construct the solution b. In the followings, two
initial conditions are considered, that is b(s) = φ and b(s) = Qψ , but only the case of
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b(s) = Qψ is presented, because the other case is derived as a corollary to the presented
case. For this purpose we consider yet another Cauchy problem with respect to the sequence
c(t) = (ck(t))k≥0.

ċ(m) = Lc(m) + Π(m)QDN (ā)c(m) (3.4)

ċ(∞) = Lc(∞) + (Id − Π(m))QDN (ā)c(∞) (3.5)

with the initial data c(m)(s) = Qψ(m) and c(∞)(s) = Qψ(∞). We remark that one
can independently separate these system into the finite part and the infinite part. So
we define the solution operator of (3.4) by extending the finite dimensional fundamen-

tal solution matrix C (m)(t, s)
def=
(
C (m)
k, j (t, s)

)

k, j∈Fm
satisfying

∑
j∈Fm C (m)

k, j (t, s)(Qψ) j =
ck(t). Similarly, the solution operator of (3.5) is defined by using the solution map

C (∞)(t, s)Qψ(∞) def= (ck(t))k/∈Fm for (t, s) ∈ SJ . We extend the action of the operator
C (m)(t, s) (resp. C (∞)(t, s)) on 
1ω by introducing the operator Ū (m)(t, s) (resp. Ū (∞)(t, s))
given by

(
Ū (m)(t, s)φ

)

k

def=
{(

C (m)(t, s)φ(m)
)
k (k ∈ Fm)

0 (k /∈ Fm)
(3.6)

(
Ū (∞)(t, s)φ

)

k

def=
{
0 (k ∈ Fm)(
C (∞)(t, s)φ(∞)

)
k (k /∈ Fm).

(3.7)

At this point, the existence of the operator C (∞)(t, s) is not guaranteed, but will be verified
via amethod of rigorous numerics for the fundamental solutionmatrix introduced in Sec3.1.1
and via an analytic approach for the evolution operator in Sec3.1.2, respectively. Using the
solution operators (3.6) and (3.7), we present the solutions of (3.4) and (3.5) as

{
c(m)(t) = Ū (m)(t, s)Qψ(m)

c(∞)(t) = Ū (∞)(t, s)Qψ(∞).

Returning to consider the solution b(t), the solutions of (2.17) is represented by using the
Fourier projection

{
ḃ(m) = Lb(m) + Π(m)QDN (ā)b

ḃ(∞) = Lb(∞) + (Id − Π(m))QDN (ā)b.

Here, from the variation of constants, we have
{
ḃ(m) = Lb(m) + Π(m)QDN (ā)b

ḃ(∞) = Lb(∞) + (Id − Π(m))QDN (ā)b

⇐⇒
{
ḃ(m) − Lb(m) − Π(m)QDN (ā)b(m) = Π(m)QDN (ā)b(∞)

ḃ(∞) − Lb(∞) − (Id − Π(m))QDN (ā)b(∞) = (Id − Π(m))QDN (ā)b(m)

⇐⇒

⎧
⎪⎪⎨

⎪⎪⎩

b(m)(t) = Ū (m)(t, s)Qψ(m) +
∫ t

s
Ū (m)(t, r)Π(m)QDN (ā(r))b(∞)(r)dr

b(∞)(t)=Ū (∞)(t, s)Qψ(∞)+
∫ t

s
Ū (∞)(t, r)(Id−Π(m))QDN (ā(r))b(m)(r)dr .

(3.8)
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By using this formula (3.8), the following theorem provides a sufficient condition (see
Eq. 3.17) under which we have an explicit formula for the uniform bound of WSJ

q satisfying
(3.2).

Theorem 3.2 Let (t, s) ∈ SJ and ā be fixed. Let m ≥ 0 be the size of the Fourier projection
such that μk < 0 holds for k /∈ Fm. For such m ≥ 0, define μ∗ as

μ∗
def= max

k/∈Fm
{μk} (3.9)

and assume that there exists a constant WSJ
m,q > 0 such that

sup
(t,s)∈SJ

∥∥∥Ū (m)(t, s)Qψ(m)
∥∥∥

ω
≤ WSJ

m,q‖ψ(m)‖ω, ∀ψ ∈ 
1ω. (3.10)

Assume also that Ū (∞)(t, s) satisfies
∥∥∥Ū (∞)(t, s)Qψ(∞)

∥∥∥
ω

≤ W (∞)
q (t, s)‖ψ(∞)‖ω, ∀ψ ∈ 
1ω. (3.11)

Moreover, let us assume the existence of constants WSJ∞,q > 0, W
SJ
∞,q ≥ 0, W

SJ

∞,q ≥ 0
satisfying

sup
(t,s)∈SJ

(t − s)γ W (∞)
q (t, s) ≤ WSJ∞,q (3.12)

sup
(t,s)∈SJ

(t − s)γ
∫ t

s
W (∞)

q (r , s)dr , sup
(t,s)∈SJ

(t − s)γ
∫ t

s
W (∞)

q (t, r)dr ≤ W
SJ
∞,q

sup
(t,s)∈SJ

(t − s)γ
∫ t

s

∫ r

s
W (∞)

q (r , σ )(σ − s)−γ dσdr , (3.13)

sup
(t,s)∈SJ

(t − s)γ
∫ t

s
W (∞)

q (t, r)
∫ r

s
(σ − s)−γ dσdr ≤ W

SJ

∞,q , (3.14)

respectively. Assume also the existence of two constants E J
m,∞ and E J∞,m such that

sup
t∈J

∥∥∥Π(m)DN (ā(t))(Id − Π(m))

∥∥∥
B(
1ω)

≤ E J
m,∞ (3.15)

sup
t∈J

∥∥∥(Id − Π(m))DN (ā(t))Π(m)
∥∥∥
B(
1ω)

≤ E J∞,m (3.16)

hold for each t ∈ J . Then, if

κ
def= 1 − WSJ

m,qW
SJ

∞,qE J
m,∞E J∞,m > 0, (3.17)

a uniform bound of the evolution operator U (t, s), that is WSJ
q > 0 in (3.2), is obtained by

WSJ
q

def=
∥∥∥∥∥

(
τγ WSJ

m,q WSJ
m,qW

SJ
∞,qE J

m,∞
WSJ

m,qW
SJ
∞,qE J∞,m WSJ∞,q

)∥∥∥∥∥
1

κ−1, (3.18)

where ‖ · ‖1 denotes the matrix 1-norm.
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Note that the boundsW
SJ
∞,q andW

SJ

∞,q become smaller if an appropriate size of the Fourier

projectionm ≥ 0 is chosen. In particular, the fact thatW
SJ

∞,q can bemade small by increasing
m helps insuring that condition (3.17) of Theorem 3.2 is satisfied. This can be intuitively
understood from the following simplified case: if we assume W (∞)

q (t, s) ∼ eμ∗(t−s) (where

μ∗ is defined in (3.9)), then W
SJ
∞,q ∼ 1/|μ∗| and W

SJ

∞,q ∼ 1/μ2∗ hold. Therefore, as the
absolute value of μ∗ become large, it is more likely that condition (3.17) will be satisfied.

Remark 3.3 Theorem 3.2 asserts that there exists the evolution operator {U (t, s)}0≤s≤t≤τ

on 
1ω and it is uniformly bounded in the sense of (3.2) over the simplex SJ . The specific

bounds, including the WSJ
m,q , W

(∞)
q (t, s), WSJ∞,q , W

SJ
∞,q , and W

SJ

∞,q bounds, are presented in

the following sections of the paper. The WSJ
m,q bound is discussed in Sect. 3.1.1 via rigorous

numerics for the fundamental solution matrix of (3.4). The W (∞)
q (t, s) bound is presented

in Sect. 3.1.2 considering the solution map of (3.5). The remaining bounds are presented in
Sect. 3.1.3. Additionally, the E J

m,∞ and E J∞,m bounds are determined for each case. These
bounds are further introduced in Sect. 5.3.

Proof Taking the 
1ω norm of (3.8), it follows from (3.10), (3.11), (3.15), and (3.16) that

∥∥∥b(m)(t)
∥∥∥

ω
≤ WSJ

m,q

∥∥∥ψ(m)
∥∥∥

ω
+ WSJ

m,qE J
m,∞

∫ t

s

∥∥∥b(∞)(r)
∥∥∥

ω
dr (3.19)

∥∥∥b(∞)(t)
∥∥∥

ω
≤ W (∞)

q (t, s)
∥∥∥ψ(∞)

∥∥∥
ω

+ E J∞,m

∫ t

s
W (∞)

q (t, r)
∥∥∥b(m)(r)

∥∥∥
ω
dr . (3.20)

Plugging each estimate in the other one, we obtain

(t − s)γ
∥∥∥b(m)(t)

∥∥∥
ω

≤ (t − s)γ WSJ
m,q

∥∥∥ψ(m)
∥∥∥

ω
+ WSJ

m,qE J
m,∞(t − s)γ

∫ t

s

∥∥∥b(∞)(r)
∥∥∥

ω
dr

≤ (t − s)γ WSJ
m,q

∥∥∥ψ(m)
∥∥∥

ω

+ WSJ
m,qE J

m,∞(t − s)γ
∫ t

s

(
W (∞)

q (r , s)
∥∥∥ψ(∞)

∥∥∥
ω

+ E J∞,m

∫ r

s
W (∞)

q (r , σ )

∥∥∥b(m)(σ )

∥∥∥
ω
dσ

)
dr

≤ (t − s)γ WSJ
m,q

∥∥∥ψ(m)
∥∥∥

ω
+ WSJ

m,qW
SJ
∞,qE J

m,∞
∥∥∥ψ(∞)

∥∥∥
ω

+ WSJ
m,qW

SJ

∞,qE J
m,∞E J∞,m

∥∥∥b(m)
∥∥∥
X

and

(t − s)γ
∥∥∥b(∞)(t)

∥∥∥
ω

≤ (t − s)γ W (∞)
q (t, s)

∥∥∥ψ(∞)
∥∥∥

ω
+ E J∞,m(t − s)γ

∫ t

s
W (∞)

q (t, r)
∥∥∥b(m)(r)

∥∥∥
ω
dr

≤ (t − s)γ W (∞)
q (t, s)

∥∥∥ψ(∞)
∥∥∥

ω

+ E J∞,m(t − s)γ
∫ t

s
W (∞)

q (t, r)

(
WSJ

m,q

∥∥∥ψ(m)
∥∥∥

ω
+ WSJ

m,qE J
m,∞

∫ r

s

∥∥∥b(∞)(σ )

∥∥∥
ω
dσ

)
dr

≤ (t − s)γ W (∞)
q (t, s)

∥∥∥ψ(∞)
∥∥∥

ω
+ WSJ

m,qW
SJ
∞,qE J∞,m

∥∥∥ψ(m)
∥∥∥

ω

+ WSJ
m,qW

SJ

∞,qE J
m,∞E J∞,m

∥∥∥b(∞)
∥∥∥X .
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Since κ = 1−WSJ
m,qW

SJ

∞,qE J
m,∞E J∞,m > 0 holds from the sufficient condition of the theorem,

X norm bounds of b(m) and b(∞) are given by

∥∥∥b(m)
∥∥∥X ≤ τγ WSJ

m,q
∥∥ψ(m)

∥∥
ω

+ WSJ
m,qW

SJ
∞,qE J

m,∞
∥∥ψ(∞)

∥∥
ω

κ
(3.21)

∥∥∥b(∞)
∥∥∥X ≤ WSJ∞,q

∥∥ψ(∞)
∥∥

ω
+ WSJ

m,qW
SJ
∞,qE J∞,m

∥∥ψ(m)
∥∥

ω

κ
. (3.22)

Finally, we have

‖b‖X ≤
∥∥∥b(m)

∥∥∥X +
∥∥∥b(∞)

∥∥∥X

=
∥∥∥∥

(∥∥b(m)
∥∥X∥∥b(∞)
∥∥X

)∥∥∥∥
1

= κ−1

∥∥∥∥∥

(
τγ WSJ

m,q WSJ
m,qW

SJ
∞,qE J

m,∞
WSJ

m,qW
SJ
∞,qE J∞,m WSJ∞,q

)(∥∥ψ(m)
∥∥

ω∥∥ψ(∞)
∥∥

ω

)∥∥∥∥∥
1

≤ WSJ
q ‖ψ‖ω.

��

Corollary 3.4 Under the same assumptions in Theorem 3.2, assume that Ū (∞)(t, s) satisfies
∥∥∥Ū (∞)(t, s)φ(∞)

∥∥∥
ω

≤ W (∞)(t, s)‖φ(∞)‖ω, ∀φ ∈ 
1ω. (3.23)

Assume also that there exists WSJ∞ > 0, W
SJ
∞ ≥ 0, W

′SJ
∞,q ≥ 0, W

′SJ

∞,q ≥ 0 satisfying

sup
(t,s)∈SJ

W (∞)(t, s) ≤ WSJ∞ , (3.24)

sup
(t,s)∈SJ

∫ t

s
W (∞)(r , s)dr ≤ W

SJ
∞ , (3.25)

sup
(t,s)∈SJ

∫ t

s
W (∞)

q (t, r)dr ≤ W
′SJ
∞,q , (3.26)

sup
(t,s)∈SJ

∫ t

s

∫ r

s
W (∞)

q (r , σ )dσdr , sup
(t,s)∈SJ

∫ t

s
W (∞)

q (t, r)(r − s)dr ≤ W
′SJ

∞,q , (3.27)

respectively. Then, taking κ̃
def= 1 − WSJ

m,qW
′SJ

∞,qE J
m,∞E J∞,m, the uniform bound WSJ > 0 in

(3.1) is given by

WSJ def=
∥∥∥∥∥

(
WSJ

m,0 WSJ
m,qW

SJ
∞ E J

m,∞
WSJ

m,0W
′SJ
∞,qE J∞,m WSJ∞

)∥∥∥∥∥
1

κ̃−1. (3.28)

The proof of this corollary and each bound are presented in Appendix C. We only note
here that κ̃ > 0 holds under the same assumptions as in Theorem 3.2. This result follows

from the inequality κ̃ ≥ κ (> 0), which is confirmed by the relation W
′SJ

∞,q ≤ W
SJ

∞,q in
general (see (3.46) in Lemma 3.12 and (C.3) in Lemma C.2 for their explicit definitions).
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3.1.1 ComputingWSJ
m,q: Rigorous Numerics for the Fundamental Solution Matrix

Here, we start explaining how we get the WSJ
m,q bound in (3.10). The method presented here

is mostly standard for computer-assisted proofs and is closely connected to that dicussed in
[30].

From (3.6), the uniformly bounded evolution operator {U (t, s)}0≤s≤t≤τ corresponds to
the fundamental solution matrixC (m)(t, s) of the finite system (3.4). To constructC (m)(t, s),
we use the relation C (m)(t, s) = �(t)�(s)−1, where �(t) is the m1 . . .md dimensional
matrix-valued function such that

d

dt
�(t) = L�(t) + Π(m)QDN (ā(t))�(t), �(0) = Id. (3.29)

Furthermore, letting �(s)
def= �(s)−1, �(s) solves the adjoint problem of the fundamental

system (3.29), that is

d

dt
�(s) = −L�(s) − Π(m)QDN (ā(s))�(s), �(0) = Id. (3.30)

Using these formulas, the fundamental solution matrix C (m)(t, s) is explicitly constructed
via rigorous numerics, and one can obtain the WSJ

m,q bound from the definition of Ū (m)(t, s)
in (3.6) such that

sup
(t,s)∈SJ

∥∥∥Ū (m)(t, s)Q
∥∥∥
B(
1ω)

= sup
(t,s)∈SJ

⎛

⎝max
j∈Fm

1

ω j

∑

k∈Fm

|Ck, j (t, s)|( j L)qωk

⎞

⎠

≤ max
j∈Fm

1

ω j

∑

k∈Fm

(
sup

(t,s)∈SJ

|Ck, j (t, s)|
)

( j L)qωk
def= WSJ

m,q .

(3.31)

Our main task here is to solve the finite differential systems (3.29) for t ∈ [0, τ ] and (3.30)
for s ∈ [0, τ ].We present only the case of (3.29), as the other case can be handled by a straight
forward extension. Let us define the fundamental solution matrix �(t) ∈ Mm1...md (R) as

�(t)
def=
(
c( j)
k (t)

)

k, j∈Fm
=
(
· · · , c( j)(t), · · ·

)
( j ∈ Fm).

From (3.29), each c( j)
k (k, j ∈ Fm) solves the IVP of the linear system

ċ( j)
k = μkc

( j)
k + iq(kL)q

(
DN (ā)c( j)

)

k
, c( j)

k (0) = (ej)k
def= δk1, j1 · · · δkd , jd . (3.32)

In the following, we omit the superscript ( j). By rescaling the time interval [0, τ ] to [−1, 1],
and defining as Gk(c)

def= τ
2 (μkck + iq(kL)q (DN (ā)c)k), we can rewrite the IVP (3.32) as

an integral equation given by

ck(t) = bk +
∫ t

−1
Gk(c(s)) ds, k ∈ Fm, t ∈ [−1, 1], (3.33)

where bk is the given initial data (determined as bk = (ej)k when j is fixed). For each k ∈ Fm,
we use the idea presented in [30, 39] and solve the finite number of integral equations (3.33)
using Chebyshev series expansions, that is we expand ck(t) as

ck(t) = c0,k + 2
∑


≥1

c
,kT
(t) = c0,k + 2
∑


≥1

c
,k cos(
θ) =
∑


∈Z
c
,ke

i
θ , (3.34)
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where c−
,k = c
,k and t = cos(θ). For each k ∈ Fm, we expandGk(c(t)) using aChebyshev
series, that is

Gk(c(t)) = ψ0,k(c) + 2
∑


≥1

ψ
,k(c) cos(
θ) =
∑


∈Z
ψ
,k(c)e

i
θ , (3.35)

where

ψ
,k(c)
def=λkc
,k + iq(kL)q N
,k(c), λk

def= τ

2
μk

and N
,k(c)
def= ((τ/2)DN (ā) c)
,k is the Chebyshev coefficients of the Fréchet derivative

DN (ā) acting on c. Letting Nk(c)
def= (N
,k(c))
≥0, ψk(c)

def= (ψ
,k(c))
≥0 and noting that
(λkck)
 = λkc
,k, we get that

ψk(c) = λkck + iq(kL)q Nk(c).

Combining expansions (3.34) and (3.35) leads to

∑


∈Z
c
,ke

i
θ = ck(t) = bk +
∫ t

−1
Gk(c(s)) ds = bk +

∫ t

−1

∑


∈Z
ψ
,k(c)e

i
θ ds

and this results in solving f = 0, where f = ( f
,k
)

≥0, k∈Fm

is given component-wise by

f
,k(c) =

⎧
⎪⎪⎨

⎪⎪⎩

c0,k + 2
∞∑

j=1

(−1) j c j,k − bk, 
 = 0, k ∈ Fm

2
c
,k + (ψ
+1,k(c) − ψ
−1,k(c)), 
 > 0, k ∈ Fm.

Hence, for 
 > 0 and k ∈ Fm, we aim at solving

f
,k(c) = 2
c
,k + λk(c
+1,k − c
−1,k) + iq(kL)q(N
+1,k(c) − N
−1,k(c)) = 0.

Finally, the problem that we solve is f = 0, where f = (
f
,k
)

,k is given component-wise

by

f
,k(c)
def=

⎧
⎪⎪⎨

⎪⎪⎩

c0,k + 2
∞∑

j=1

(−1) j c j,k − bk, 
 = 0, k ∈ Fm

−λkc
−1,k + 2
c
,k + λkc
+1,k + iq (kL)q (N
+1,k(c) − N
−1,k(c)), 
 > 0, k ∈ Fm.

Define the operators (acting on Chebyshev sequences, that is for a fixed k) by

T def=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 · · ·
−1 0 1 0 · · ·
0 −1 0 1 0 · · ·

. . .
. . .

. . .
. . .

. . .

. . . 0 −1 0 1

. . .
. . .

. . .
. . .

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

and �
def=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 · · ·
0 2 0 0 · · ·
0 0 4 0 0 · · ·

. . .
. . .

. . .
. . .

. . .

. . . 0 0 2
 0

. . .
. . .

. . .
. . .

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Using the operators T and �, we may write more densely for the cases 
 > 0 and k ∈ Fm

fk(c) = �ck + T (λkck + iq(kL)q Nk(c)).
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Hence,

f
,k(c) =

⎧
⎪⎪⎨

⎪⎪⎩

c0,k + 2
∞∑

j=1

(−1) j c j,k − bk, 
 = 0, k ∈ Fm

(
�ck + T (λkck + iq(kL)q Nk(c))

)


, 
 > 0, k ∈ Fm.

(3.36)

Denoting the set of indices I = {(
, k) ∈ N
d+1 : 
 ≥ 0 and k ∈ Fm} and denote f =

( f j ) j∈I . Assume that using Newton’s method, we computed c̄ = (c̄
,k)
=0,...,n−1
k∈Fm

such that

f (c̄) ≈ 0. Fix νC ≥ 1 theChebyshev decay rate and define theweightsω
,k = α
,kν


C , where

α
,k
def= 2δ
,0αk. Given a sequence c = (c j ) j∈I = (c
,k)k∈Fm


≥0
, denote theChebyshev-weighed


1 norm by

‖c‖Xm
C

def=
∑

j∈I
|c j |ω j .

The Banach space in which we prove the existence of the solutions of f = 0 is given by

Xm
C

def=
{
c = (c j ) j∈I : ‖c‖Xm

C
< ∞

}
.

The following result is useful to perform the nonlinear analysis when solving f = 0 in Xm
C .

Lemma 3.5 For all a, b ∈ Xm
C , ‖a ∗ b‖Xm

C
≤ ‖a‖Xm

C
‖b‖Xm

C
.

The computer-assisted proof of existence of a solution of f = 0 relies on showing that a
certain Newton-like operator c → c − A f (c) has a unique fixed point in the closed ball
Br (c̄) ⊂ Xm

C , where r is a radius to be determined. Let us now define the operator A. Given
n, a finite number of Chebyshev coefficients used for the computation of c, denote by f (n,m) :
R
nm1···md → R

nm1···md the finite dimensional projection used to compute c̄ ∈ R
nm1···md , that

is

f (n,m)

,k (c(n,m))

def=

⎧
⎪⎪⎨

⎪⎪⎩

c0,k + 2
n−1∑

j=1

(−1) j c j,k − bk, 
 = 0, k ∈ Fm
(
�ck + T (λkck + iq(kL)q Nk(c

(n,m)))
)



, 0 < 
 < n, k ∈ Fm.

First consider A† an approximation for the Fréchet derivative Df (c̄):

(A†c)
,k =
{(

Df (n,m)(c̄)c(n,m)
)

,k , 0 ≤ 
 < n, k ∈ Fm

2
c
,k, 
 ≥ n, k ∈ Fm,

where Df (n,m)(c̄) ∈ Mnm1···md (R) denotes the Jacobian matrix. Consider now a numerical
inverse A(n,m) of Df (n,m)(c̄), that is ‖I − A(n,m)Df (n,m)(c̄)‖ � 1. We define the action of
A on a vector c ∈ Xm

C as

(Ac)
,k =
{(

A(n,m)c(n,m)
)

,k , 0 ≤ 
 < n, k ∈ Fm

1
2
c
,k, 
 ≥ n, k ∈ Fm.

The following Newton–Kantorovich type theorem (for linear problems posed on Banach
spaces) is useful to show the existence of zeros of f (similar formulations can be found for
instance in [15, 30, 40]).
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Theorem 3.6 Assume that there are constants Y0, Z0, Z1 ≥ 0 having that

‖A f (c̄)‖Xm
C

≤ Y0,

‖Id − AA†‖B(Xm
C ) ≤ Z0, (3.37)

‖A(Df (c̄) − A†)‖B(Xm
C ) ≤ Z1. (3.38)

If

Z0 + Z1 < 1, (3.39)

then for all

r ∈
(

Y0
1 − Z0 − Z1

,∞
)

,

there exists a unique c̃ ∈ Br (c̄) such that f (c̃) = 0.

Proof We omit the details of this standard proof. Denote κ
def= Z0 + Z1 < 1. The idea is show

that T (c)
def= c − A f (c) satisfies T (Br (c̄)) ⊂ Br (c̄) and then that ‖T (c1) − T (c2)‖Xm

C
≤

κ‖c1 − c2‖Xm
C

for all c1, c2 ∈ Br (c̄). From the Banach fixed point theorem, there exists a

unique c̃ ∈ Br (c̄) such that T (c̃) = c̃. The condition (3.39) implies that ‖Id− AA†‖B(Xm
C ) <

1, and by construction of the operators A and A†, it can be shown that A is an injective
operator. By injectivity of A, we conclude that there exists a unique c̃ ∈ Br (c̄) such that
f (c̃) = 0. ��
Summing up the above, for a given Fourier projection dimension m = (m1, . . . ,md), we

apply Theorem 3.6 to validate the solutions of m1 · · ·md problems of the form f = 0, as
given in (3.36), which is equivalent to the IVP of linear system (3.32). This approach yields
a sequence of solutions c( j) : [0, τ ] → R

m1···md ( j ∈ Fm) with the following Chebyshev
series representation:

c( j)
k (t) = c( j)

0,k + 2
∑


≥1

c( j)

,kT
(t), k ∈ Fm.

Thus, we obtain the explicit form of the fundamental solutionmatrix�(t) that satisfies (3.29).
Using this representation and�(s), which is the solution to the adjoint problem (3.30), we can
derive the WSJ

m,q bound defined in (3.31) via rigorous evaluation of Chebyshev polynomials
with interval arithmetic.

The rest of this section is dedicated to the explicit construction of the bounds Y0, Z0 and
Z1 of Theorem 3.6.

The bound Y0. The first bound will be given by

‖A f (c̄)‖Xm
C

= ‖A(n,m) f (n,m)(c̄)‖Xm
C

+
∑


≥n

∑

k∈Fm

1

2


∣∣ f
,k(c̄)
∣∣ω
,k.

Using that the term Nk is a finite polynomial and that the numerical solution c̄ =
(c̄
,k)
=0,...,n−1

k∈Fm
, there exists a J ∈ N such that f
,k(c̄) = 0 for all 
 ≥ J . In other words, the

term f (c̄) = ( f j (c̄)) j∈I has only finitely many nonzero terms. Hence, the computation of Y0
satisfying ‖A f (c̄)‖Xm

C
≤ Y0 is finite and can be rigorously computedwith interval arithmetic.
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The bound Z0. The computation of the bound Z0 satisfying (3.37) requires defining the
operator

B
def= Id − AA†,

which action is given by

(Bc)
,k =
{(

(Id − A(n,m)Df (n,m)(c̄))c(n,m)
)

,k , 0 ≤ 
 < n, k ∈ Fm,

0, 
 ≥ n, k ∈ Fm.

Using interval arithmetic, compute Z0 such that

‖B‖B(Xm
C ) = sup

j∈I
1

ω j

∑

i∈I
|Bi, j |ωi = max


2=0,...,n−1
k2∈Fm

1

ω
2,k2

∑


1=0,...,n−1
k1∈Fm

|B(
1,k1),(
2,k2)|ω
1,k1 ≤ Z0.

The bound Z1. For any c ∈ B1(0), let

z
def=[Df (c̄) − A†]c

which is given component-wise by

z
,k = z
,k(ā, c)
def=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2
∑

j≥n

(−1) j c j,k, 
 = 0, k ∈ Fm

iq
(
T (kL)q Nk(c

(∞,m)
)



, 0 < 
 < n, k ∈ Fm

λk(T ck)
 + iq
(
T (kL)q Nk(c

(m)
)



, 
 ≥ n, k ∈ Fm.

To simplify the notation of the bound Z1, lets us first define component-wise uniform bounds
ẑ
,k for 0 ≤ 
 < n and k ∈ Fm such that |z
,k(ā, c)| ≤ ẑ
,k for all c ∈ Xm

C with ‖c‖Xm
C

≤ 1.
The first case 
 = 0 can be bounded by

|z0,k(c)| =
∣∣∣∣∣∣
2
∑

j≥n

(−1) j c j,k

∣∣∣∣∣∣
≤ 2

∑

j≥n

|c j,k|ω j,k

ω j,k
≤ 2

ωn,k

∑

j≥n

|c j,k|ω j,k

≤ 2

ωn,k
‖c‖Xm

C
≤ ẑ0,k

def= 2

ωn,k
.

For the case 
 = 1, . . . , n−1, the challenging part to bound is the non-linear term Nk(cc
(∞,m)

).
First we need to recall that the term Nk can be express as a finite polynomial in ā such that
Nk(c) = ∑p

i=1 βi (āi ∗ c) for some p ∈ N and βi ∈ R with i = 1, . . . , p. Before bounding
this non-linear term, we first look at how to bound the discrete convolution of ā p with c(∞,m)

for some p > 0. This convolution can be written as

(ā p ∗ c(∞,m))
,k =
∑


1+
2=

k1+k2=k

|
1|≤p(n−1),|
2|≥n
k1∈Fm,k2∈Fm

ā p

1,k1

c
2,k2 =
∑

n≤i≤
+p(n−1)
j∈Fm

ā p

−i,k− jci, j , .

Using this notation, we see that
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∣∣∣(ā ∗ c(∞,m))
,k

∣∣∣ ≤
∑

n≤i≤
+p(n−1)
j∈Fm

∣∣ā
−i,k− j
∣∣ ∣∣ci, j

∣∣ =
∑

n≤i≤
+p(n−1)
j∈Fm

∣∣ā
−i,k− j
∣∣ ∣∣ci, j

∣∣ ω
,k

ω
,k

≤ �(
,k)(ā)‖c‖Xm
C

≤ �(
,k)(ā)

where

�(
,k)(ā)
def= sup

|i |∈N
j∈Fm

∣∣ā
−i,k− j
∣∣

ωi, j
= max

j∈Fm
n≤i≤
+p(n−1)

{∣∣ā
−i,k− j
∣∣

ωi, j

}
,

which can easily be computed using interval arithmetic. For the cases 1 ≤ 
 < n and k ∈ Fm,
this leads to the bound

|z
,k| =
∣∣∣
(
T (kL)q Nk(c

(∞,m))
)




∣∣∣ =
∣∣∣∣∣

(
T (kL)q

p∑

i=1

βi (ā
i ∗ c(∞,m))k

)




∣∣∣∣∣

≤
(

|T ||(kL)q |
p∑

i=1

|βi |�(·,k)(āi )
)




def= ẑ
,k

for all c ∈ B1(0), where |T | denotes the operator with component-wise absolute values.
Given c ∈ B1(0), we use Lemma 3.5 to conclude that the bound Z1 is given by

‖A[Df (c̄) − A†]c‖Xm
C

= ‖Az‖Xm
C

=
∑

j∈I
|(Az) j |ω j

=
∑


=0,...,n−1
k∈Fm

(
|A(n,m)|ẑ(n,m)

)


,k
ω
,k

+
∑


≥n
k∈Fm

1

2


∣∣∣λk(T ck)
 + iq
(
T (kL)q Nk(c

(m)
)




∣∣∣ω
,k

≤
∑


=0,...,n−1
k∈Fm

(
|A(n,m)|ẑ(n,m)

)


,k
ω
,k + |λm |

2n

∑


≥n
k∈Fm

| − c
−1,k + c
+1,k |ω
,k

+ 1

2n

∑


≥n
k∈Fm

∣∣∣∣∣

(
T (kL)q

p∑

i=1

βi (ā
i ∗ c(m))k

)




∣∣∣∣∣ω
,k

≤
∑


=0,...,n−1
k∈Fm

(
|A(n,m)|ẑ(n,m)

)


,k
ω
,k

+ 1

2n

(
νC + 1

νC

)(
|λm |‖c‖Xm

C
+ max

k∈Fm

{
(kL)q

} p∑

i=1

|βi |‖āi ∗ c‖Xm
C

)

≤
∑


=0,...,n−1
k∈Fm

(
|A(n,m)|ẑ(n,m)

)


,k
ω
,k

+ 1

2n

(
νC + 1

ν C

)(
|λm | + max

k∈Fm

{
(kL)q

} p∑

i=1

2d+1|βi |‖āi‖Xm
C

)
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Hence, by construction

Z1
def=

∑

0≤
≤n−1
k∈Fm

(
|A(n,m)|ẑ(n,m)

)


,k
ω
,k + νC + ν−1

C

2n

(
|λm | + max

k∈Fm

{
(kL)q

} p∑

i=1

2d+1|βi |‖āi‖Xm
C

)

satisfies (3.38).

3.1.2 Generation of the Evolution Operator andW (∞)
q (t, s) Bounds

In the followings, unless otherwise noted the index m is the one set in Theorem 3.2 and μ∗ is
that in (3.9). Let 
1∞

def= (Id − Π(m)
)

1ω = {(ak)k≥0 ∈ 
1ω : ak = 0 (k ∈ Fm)

}
endowedwith

the norm ‖a‖
1∞
def= ∑k/∈Fm |ak|ωk. Consider a linear operator L∞ whose action is restricted

on 
1∞, that is

(L∞a)k =
{
0, k ∈ Fm
μkak, k /∈ Fm

for a ∈ D(L∞),

where the domain of the operator L∞ is D(L∞) = {
a ∈ 
1∞ : L∞a ∈ 
1∞

}
. More explic-

itly, L∞ = (
Id − Π(m)

)
L holds. The operator L∞ generates the semigroup on 
1∞, which

is denoted by
{
eL∞t

}
t≥0. Furthermore, the action of such a semigroup

{
eL∞t

}
t≥0 can be

naturally extended to 
1ω by

(
eL∞tφ

)
k =

{
0, k ∈ Fm
eμk tφk, k /∈ Fm

for φ ∈ 
1ω. (3.40)

To get a norm bound of the evolution operator Ū (∞)(t, s), let us prepare two lemmas.

Lemma 3.7 Let
{
eL∞t

}
t≥0 be the semigroup on 
1ω defined in (3.40). For γ ∈ (0, 1), ξ ∈

(0, 1], and μ∗ < 0 defined by (3.9), the following estimates:
∥∥∥eL∞tψ(∞)

∥∥∥
ω

≤ e−|μ∗|t‖ψ(∞)‖ω (3.41)

and
∥∥∥eL∞tQψ(∞)

∥∥∥
ω

≤ C∞t−γ e−(1−ξ)|μ∗|t‖ψ(∞)‖ω (3.42)

hold for ψ ∈ 
1ω and t ∈ J , where

C∞ =
(

γ

eξ

)γ

sup
k/∈Fm

(kL)q

|μk|γ . (3.43)

Remark 3.8 The parameter γ ∈ (0, 1) is taken to make the constant C∞ in (3.43) bounded.
For example, let us set μk = (kL)2(−ε2(kL)2 + 1) − σ and q = 2, which is the case of our
example in Sect. 6. In this case, μk is a fourth-order term with respect to k, whereas (kL)q

is a second-order term. Consequently, it is necessary for γ to be asymptotically greater than
or equal to 0.5 to ensure the boundedness of C∞.

Proof Let ψ ∈ 
1ω. It follows for k /∈ Fm from (3.9) that
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eμk t (kL)q |ψk|αkν
k
F = |μk|γ e−ξ |μk |t e−(1−ξ)|μk |t (kL)q

|μk|γ |ψk|αkν
k
F

≤ sup
|μk |

(
|μk|γ e−ξ |μk |t

)
sup
|μk |

(
e−(1−ξ)|μk |t

) (kL)q

|μk|γ |ψk|αkν
k
F

≤
(

γ

eξ

)γ

t−γ · e−(1−ξ)|μ∗|t (kL)q

|μk|γ |ψk|αkν
k
F

≤ C∞t−γ e−(1−ξ)|μ∗|t |ψk|αkν
k
F ,

where we used the inequality

sup
x>0

(
xγ e−ξ xt ) ≤

(
γ

eξ

)γ

t−γ , for γ, t > 0.

Therefore, it yields from the definition (3.40) that
∥∥∥eL∞tQψ(∞)

∥∥∥
ω

=
∑

k/∈Fm

eμk t (kL)q |ψk|αkν
k
F

≤ C∞t−γ e−(1−ξ)|μ∗|t ∑

k/∈Fm

|ψk|αkν
k
F = C∞t−γ e−(1−ξ)|μ∗|t‖ψ(∞)‖ω.

This directly gives the semigroup estimate (3.42). In the case of q = 0, one can directly get
the estimate (3.41) by setting γ = 0, ξ = 0, and C∞ = 1. ��

From Lemma 3.7, we show the existence of the solution of (3.5) with any initial sequence
c(∞)(s) = Qψ(∞) in the following theorem. Consequently, the existence of the evolution
operator Ū (∞)(t, s) is obtained. To state the result, we recall ā(t) defined in (2.7) and recall
(2.12) that, for each t ∈ J , there exists a non-decreasing function g : (0,∞) → (0,∞) such
that ‖DN (ā(t))φ‖ω ≤ g(‖ā(t)‖ω)‖φ‖ω for all φ ∈ 
1ω.

Theorem 3.9 Let
{
eL∞t

}
t≥0 be the semigroup on 
1ω defined in (3.40) and assume that Lemma

3.7 holds for γ ∈ (0, 1) and ξ ∈ (0, 1]. There exists a unique solution of the integral equation:

c(∞)(t) = eL∞(t−s)Qψ(∞) +
∫ t

s
eL∞(t−r)(Id − Π(m))QDN (ā(r))c(∞)(r)dr . (3.44)

Hence, such a solution c(∞) solves the infinite-dimensional system of differential equations
(3.5). It yields that the evolution operator Ū (∞)(t, s) exists and the following estimate holds

∥∥∥Ū (∞)(t, s)Qψ(∞)
∥∥∥

ω
≤ W (∞)

q (t, s)
∥∥∥ψ(∞)

∥∥∥
ω

, ∀ψ ∈ 
1ω,

where W (∞)
q (t, s) is defined by

W (∞)
q (t, s)

def=
{
e(−|μ∗|+g(‖ā‖))(t−s), q = 0

C∞(t − s)−γ e−(1−ξ)|μ∗|(t−s)+C∞(t−s)1−γ g(‖ā‖)B(1−γ,1−γ ), q > 0
.

(3.45)

Here, B(x, y) denotes the Beta function.

Proof For a fixed s > 0, let us define a map P acting on the c(∞)(t) as

Pc(∞)(t)
def= eL∞(t−s)Qψ(∞) +

∫ t

s
eL∞(t−r)(Id − Π(m))QDN (ā(r))c(∞)(r)dr
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and let a function space X∞ be defined by

X∞
def=
{
c(∞) ∈ C

(
(s, τ ], 
1∞

) : sup
s<t≤τ

C−1∞ (t − s)γ e(1−ξ)|μ∗|(t−s)
∥∥∥c(∞)(t)

∥∥∥
ω

< ∞
}

.

Consider β > 1 and define a distance on X∞ as

d
(
c(∞)
1 , c(∞)

2

)
def= sup

s<t≤τ

(
(t − s)γ e(1−ξ)|μ∗|(t−s)−βτγ C∞

∫ t
s H(r)dr

∥∥∥c(∞)
1 (t) − c(∞)

2 (t)
∥∥∥

ω

)
,

where H(r) is defined by

H(r)
def= (t − r)−γ g(‖ā(r)‖ω)(r − s)−γ .

Then, (X∞,d) is a complete metric space. Let us denote g(r) ≡ g(‖ā(r)‖ω) for the sim-
plicity. We prove that the map P becomes a contraction mapping under the distance d on
X∞. For c(∞)

1 , c(∞)
2 ∈ X∞, it follows using (3.42) that

(t − s)γ e(1−ξ)|μ∗|(t−s)−βτγ C∞
∫ t
s H(r)dr

∥∥∥Pc(∞)
1 (t) − Pc(∞)

2 (t)
∥∥∥

ω

≤ (t − s)γ e(1−ξ)|μ∗|(t−s)−βτγ C∞
∫ t
s H(r)dr

·
∫ t

s

∥∥∥eL∞(t−r)(Id − Π(m))QDN (ā(r))
(
c(∞)
1 (r) − c(∞)

2 (r)
)∥∥∥

ω
dr

≤ (t − s)γ e(1−ξ)|μ∗|(t−s)−βτγ C∞
∫ t
s H(r)dr

·
∫ t

s
C∞(t − r)−γ e−(1−ξ)|μ∗|(t−r)

∥∥∥(Id − Π(m))DN (ā(r))
(
c(∞)
1 (r) − c(∞)

2 (r)
)∥∥∥

ω
dr

≤ (t − s)γ e(1−ξ)|μ∗|(t−s)−βτγ C∞
∫ t
s H(r)dr

·
∫ t

s
C∞(t − r)−γ e−(1−ξ)|μ∗|(t−r)g(r)

∥∥∥c(∞)
1 (r) − c(∞)

2 (r)
∥∥∥

ω
dr

≤ (t − s)γ e(1−ξ)|μ∗|(t−s)−βτγ C∞
∫ t
s H(r)drd

(
c(∞)
1 , c(∞)

2

)

·
∫ t

s
C∞H(r)e−(1−ξ)|μ∗|(t−s)+βτγ C∞

∫ r
s H(σ )dσ dr

= (t − s)γ e−βτγ C∞
∫ t
s H(r)drd

(
c(∞)
1 , c(∞)

2

)

·
∫ t

s
C∞H(r)eβτγ C∞

∫ r
s H(σ )dσ dr

≤ e−βτγ C∞
∫ t
s H(r)drd

(
c(∞)
1 , c(∞)

2

) [ 1
β
eβτγ C∞

∫ r
s H(σ )dσ

]r=t

r=s

≤ 1

β
d
(
c(∞)
1 , c(∞)

2

)
.

Since β > 1, the mapP becomes a contraction mapping onX∞. This yields that the solution
of (3.5) uniquely exists in X∞, which satisfies (3.44).

Moreover, letting

y(t)
def= C−1∞ (t − s)γ e(1−ξ)|μ∗|(t−s)‖c(∞)(t)‖ω,
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it follows from (3.44) using (3.42) that

y(t) ≤ ‖ψ(∞)‖ω + G(t)
∫ t

s
H(r)y(r)dr ,

where G(t)
def= C∞(t − s)γ . From the Gronwall lemma [41, Chap.7, p. 356], it follows that

y(t) ≤
(
1 + G(t)

∫ t

s
H(r) exp

(∫ t

r
G(σ )H(σ )dσ

)
dr

)
‖ψ(∞)‖ω.

Since G(t) is a non-decreasing function, one gets that

y(t) ≤
(
1 + G(t)

∫ t

s
H(r) exp

(∫ t

r
G(σ )H(σ )dσ

)
dr

)
‖ψ(∞)‖ω

≤
(
1 + G(t)

∫ t

s
H(r) exp

(
G(t)

∫ t

r
H(σ )dσ

)
dr

)
‖ψ(∞)‖ω

=
(
1 +

[
− exp

(
G(t)

∫ t

r
H(σ )dσ

)]r=t

r=s

)
‖ψ(∞)‖ω

= exp

(
G(t)

∫ t

s
H(σ )dσ

)
‖ψ(∞)‖ω.

Furthermore,

G(t)
∫ t

s
H(r)dr ≤ C∞(t − s)γ g(‖ā‖)

∫ t

s
(t − r)−γ (r − s)−γ dr

= C∞(t − s)1−γ g(‖ā‖)B(1 − γ, 1 − γ )

holds. Here, B(x, y) is the Beta function.
Then, we conclude that the following inequality holds for any ψ ∈ 
1ω:

∥∥∥Ū (∞)(t, s)Qψ(∞)
∥∥∥

ω
≤ C∞(t − s)−γ e−(1−ξ)|μ∗|(t−s)+C∞(t−s)1−γ g(‖ā‖)B(1−γ,1−γ )

= W (∞)
q (t, s)

∥∥∥ψ(∞)
∥∥∥

ω
,

whereW (∞)
q (t, s) is defined in (3.45). When q = 0, an analogous discussion holds by setting

γ = 0, ξ = 0, and C∞ = 1. It directly follows (3.45) in the case of q = 0.
��

3.1.3 The Other Bounds

Here, we will give WSJ∞,q , W
SJ
∞,q , and W

SJ

∞,q bounds satisfying (3.12), (3.13), and (3.14),

respectively. Firstly, let us rewriteW (∞)
0 (t, s) in (3.45) as eϑ(t−s), whereϑ = −|μ∗|+g(‖ā‖).

Lemma 3.10 Set q = 0 and define the constants WSJ∞,0 > 0, W
SJ
∞,0 ≥ 0, W

SJ

∞,0 ≥ 0 as

WSJ∞,0
def=
{
1, ϑ ≤ 0

eϑτ , ϑ > 0
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W
SJ
∞,0

def= 1

ϑ

(
eϑτ − 1

)

W
SJ

∞,0
def= W

SJ
∞,0 − τ

ϑ
,

respectively. Then W (∞)
0 (t, s), defined in (3.45), obeys the inequalities (3.12), (3.13), and

(3.14) with γ = 0.

Proof First, we note that from (3.45) in the case of q = 0

sup
(t,s)∈SJ

W (∞)
0 (t, s) = sup

(t,s)∈SJ

eϑ(t−s) ≤
{
1, ϑ ≤ 0

eϑτ , ϑ > 0
= WSJ∞,0.

The inequality (3.12) holds. Second, we note that

sup
(t,s)∈SJ

∫ t

s
W (∞)

0 (r , s)dr = sup
(t,s)∈SJ

∫ t

s
eϑ(r−s)dr

= sup
(t,s)∈SJ

1

ϑ

(
eϑ(t−s) − 1

)

≤ 1

ϑ

(
eϑτ − 1

) = W
SJ
∞,0

and that

sup
(t,s)∈SJ

∫ t

s
W (∞)

0 (t, r)dr = sup
(t,s)∈SJ

∫ t

s
eϑ(t−r)dr

= sup
(t,s)∈SJ

1

ϑ

(
eϑ(t−s) − 1

)

≤ 1

ϑ

(
eϑτ − 1

) = W
SJ
∞,0.

These yield that (3.13) holds. Third, note that

sup
(t,s)∈SJ

∫ t

s

∫ r

s
W (∞)

0 (r , σ )dσdr = sup
(t,s)∈SJ

∫ t

s

∫ r

s
eϑ(r−σ)dσdr

= sup
(t,s)∈SJ

∫ t

s

1

ϑ

(
eϑ(r−s) − 1

)
dr

= sup
(t,s)∈SJ

1

ϑ

[
eϑ(r−s)

ϑ
− r

]r=t

r=s

= sup
(t,s)∈SJ

1

ϑ

[
eϑ(t−s) − 1

ϑ
− (t − s)

]

≤ 1

ϑ

(
eϑτ − 1

ϑ
− τ

)

≤ W
SJ
∞,0 − τ

ϑ
= W

SJ

∞,0.

123



62 Page 26 of 66 Journal of Scientific Computing (2025) 102 :62

Finally, we have

sup
(t,s)∈SJ

∫ t

s
W (∞)

0 (t, r)(r − s)dr = sup
(t,s)∈SJ

∫ t

s
eϑ(t−r)(r − s)dr

= sup
(t,s)∈SJ

{[
− 1

ϑ
eϑ(t−r)(r − s)

]r=t

r=s
+
∫ t

s

1

ϑ
eϑ(t−r)dr

}

= sup
(t,s)∈SJ

{
− 1

ϑ
(t − s) + 1

ϑ

[
−eϑ(t−r)

ϑ

]r=t

r=s

}

= sup
(t,s)∈SJ

1

ϑ

[
−(t − s) + eϑ(t−s) − 1

ϑ

]

≤ 1

ϑ

(
eϑτ − 1

ϑ
− τ

)

≤ W
SJ
∞,0 − τ

ϑ
= W

SJ

∞,0.

Hence, (3.14) holds. ��
Remark 3.11 The inequalities (3.13) and (3.14) hold regardless of the positivity or negativity
of the variable ϑ . Furthermore, in the above proof, we used the monotonicity of the functions

eϑ t − 1

ϑ
and

1

ϑ

(
eϑ t − 1

ϑ
− t

)

with respect to t ∈ J .

Next, we consider the case of q > 0. Let us rewrite W (∞)
q (t, s) in (3.45) as C∞(t −

s)−γ e−ι(t−s)+ϑ(t−s)1−γ
, where

ι = (1 − ξ)|μ∗|, ϑ = C∞g(‖ā‖)B(1 − γ, 1 − γ ).

Similar to Lemma 3.10, we have the following lemma:

Lemma 3.12 Define the constants WSJ∞,q > 0, W
SJ
∞,q ≥ 0, W

SJ

∞,q ≥ 0 as

WSJ∞,q
def= C∞eϑτ 1−γ

W
SJ
∞,q

def= τ

1 − γ
WSJ∞,q

W
SJ

∞,q
def= W

SJ
∞,q

2
τ 1−γB(1 − γ, 1 − γ ), (3.46)

respectively. Then W (∞)
q (t, s), defined in (3.45), obeys the inequalities (3.12), (3.13), and

(3.14).

Proof First, it follows from (3.45) that

sup
(t,s)∈SJ

(t − s)γ W (∞)
q (t, s) = sup

(t,s)∈SJ

C∞e−ι(t−s)+ϑ(t−s)1−γ ≤ C∞eϑτ 1−γ = WSJ∞,q .
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The inequality (3.12) holds. Second, we note that

sup
(t,s)∈SJ

(t − s)γ
∫ t

s
W (∞)

q (r , s)dr = C∞ sup
(t,s)∈SJ

(t − s)γ
∫ t

s
(r − s)−γ e−ι(r−s)+ϑ(r−s)1−γ

dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ

(t − s)γ
∫ t

s
(r − s)−γ e−ι(r−s)dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ t − s

1 − γ
≤ W

SJ
∞,q

and that

sup
(t,s)∈SJ

(t − s)γ
∫ t

s
W (∞)

q (t, r)dr = C∞ sup
(t,s)∈SJ

(t − s)γ
∫ t

s
(t − r)−γ e−ι(t−r)+ϑ(t−r)1−γ

dr

≤ C∞ sup
(t,s)∈SJ

(t − s)γ eϑ(t−s)1−γ

∫ t

s
(t − r)−γ e−ι(t−r)dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ t − s

1 − γ
≤ W

SJ
∞,q .

These yield that (3.13) holds. Third, note that

sup
(t,s)∈SJ

(t − s)γ
∫ t

s

∫ r

s
W (∞)

q (r , σ )(σ − s)−γ dσdr

= C∞ sup
(t,s)∈SJ

(t − s)γ
∫ t

s

∫ r

s
(r − σ)−γ e−ι(r−σ)+ϑ(r−σ)1−γ

(σ − s)−γ dσdr

≤ C∞ sup
(t,s)∈SJ

(t − s)γ
∫ t

s
eϑ(r−s)1−γ

∫ r

s
(r − σ)−γ e−ι(r−σ)(σ − s)−γ dσdr

≤ C∞ sup
(t,s)∈SJ

(t − s)γ
∫ t

s
eϑ(r−s)1−γ

(r − s)1−2γB(1 − γ, 1 − γ )dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ (t − s)2−γ

2(1 − γ )
B(1 − γ, 1 − γ )

≤ W
SJ
∞,q

2
τ 1−γB(1 − γ, 1 − γ ) = W

SJ

∞,q .

Finally, we have

sup
(t,s)∈SJ

(t − s)γ
∫ t

s
W (∞)

q (t, r)
∫ r

s
(σ − s)−γ dσdr

= sup
(t,s)∈SJ

(t − s)γ
∫ t

s
W (∞)

q (t, r)
(r − s)1−γ

1 − γ
dr

= C∞ sup
(t,s)∈SJ

(t − s)γ

1 − γ

∫ t

s
(t − r)−γ e−ι(t−r)+ϑ(t−r)1−γ

(r − s)1−γ dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ (t − s)γ

1 − γ

∫ t

s
(t − r)−γ e−ι(t−r)(r − s)1−γ dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ (t − s)2−γ

1 − γ
B(1 − γ, 2 − γ )
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≤ W
SJ
∞,q

2
τ 1−γB(1 − γ, 1 − γ ) = W

SJ

∞,q .

Here we used the formula B(x, x) = 2B(x + 1, x) for x > 0 in the last line. Hence, (3.14)
holds. ��

3.2 Validation Theorem for Local Inclusion of the Solution

Lemma 3.13 Recall the definition of DF(ā)−1 in (2.18) and assume that the uniform bounds
satisfying (3.1) and (3.2) hold. Let p, ψ ∈ X and φ ∈ 
1ω. Then Qψ + p ∈ Y and

∥∥DF(ā)−1(Qψ + p, φ)
∥∥ ≤ WSJ ‖φ‖ω + τ 1−γ WSJ

q

1 − γ
‖ψ‖ + τWSJ ‖p‖, γ ∈ (0, 1).

(3.47)

Proof Recalling (2.18), and applying (3.1) and (3.2), it follows that

‖DF(ā)−1(Qψ + p, φ)‖ ≤ sup
t∈J

‖U (t, 0)φ‖ω + sup
t∈J

∫ t

0
‖U (t, s)(Qψ(s) + p(s))‖ωds

≤ WSJ ‖φ‖ω + WSJ
q ‖ψ‖ sup

t∈J

∫ t

0
(t − s)−γ ds

+ WSJ sup
t∈J

∫ t

0
‖p(s)‖ωds

≤ WSJ ‖φ‖ω + τ 1−γ WSJ
q

1 − γ
‖ψ‖ + τWSJ ‖p‖.

��
Remark 3.14 The parameter γ is taken as γ = 0 in the case of q = 0 in Lemma 3.13.

Theorem 3.15 (Local existence of the solution to IVP)Given the approximate solution ā ∈ D
of (2.5), assume that ‖(F(ā))1‖ = ‖ ˙̄a − Lā − QN (ā)‖ ≤ δ and ‖(F(ā))2‖ω = ‖ϕ −
ā(0)‖ω ≤ ε hold. Assume also that for a1, a2 ∈ BJ (ā, �) there exists a non-decreasing
function Lā : (0,∞) → (0,∞) such that

‖N (a1) − N (a2) − DN (ā)(a1 − a2)‖ ≤ Lā(�)‖a1 − a2‖.
Let us assume that there exists WSJ , WSJ

q > 0 satisfying (3.1), (3.2), respectively. Define

pε (�)
def= WSJ (ε + τδ) + τ 1−γ WSJ

q

1 − γ
Lā(�)�.

If there exists �0 > 0 such that

pε (�0) ≤ �0,

then there exists a unique ã ∈ BJ (ā, �) satisfying F(ã) = 0 defined in (2.13). Hence, the
solution of the IVP (2.1) exists locally in J .

Remark 3.16 It is worth noting that the non-decreasing function Lā(�) depends on the
nonlinear term N . For example, if the nonlinearity is cubic, i.e.,

Nk(a) = −(a3)k,
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it follows that for a1, a2 ∈ BJ (ā, �)

‖N (a1) − N (a2) − DN (ā)(a1 − a2)‖
= ∥∥a31 − a32 − 3ā2(a1 − a2)

∥∥

= ∥∥(a1 − a2)
(
a21 + a1a2 + a22 − 3ā2

)∥∥

= ‖(a1 − a2) [(a1 − ā)(a1 + a2 + ā) + (a2 − ā)(a1 + 2ā)]‖
≤ 3� (2‖ā‖ + �) ‖a1 − a2‖.

Therefore, Lā(�) = 3� (2‖ā‖ + �) holds in this case.

Proof We prove that the operator T defined in (2.19) is the contractionmapping on BJ (ā, �0)

defined in (2.20). Firstly, for any a ∈ BJ (ā, �0), we have using (2.14) and (2.19)

T (a) − ā = DF(ā)−1 (DF(ā)a − F(a)) − ā

= DF(ā)−1 (DF(ā)(a − ā) − F(a))

= DF(ā)−1 (Q (N (a) − DN (ā)(a − ā)) − ( ˙̄a − Lā
)
, ϕ − ā(0)

)

= DF(ā)−1 [(Q (N (a) − N (ā) − DN (ā)(a − ā)) − (F(ā))1, (F(ā))2)] .
(3.48)

It follows from (3.47) and the assumption of the theorem that

‖T (a) − ā‖ ≤ WSJ ‖(F(ā))2‖ω + τ 1−γ WSJ
q

1 − γ
‖(N (a) − N (ā)

−DN (ā)(a − ā))‖ + τWSJ ‖(F(ā))1‖

≤ WSJ (ε + τδ) + τ 1−γ WSJ
q

1 − γ
Lā(�0)�0 = pε(�0).

From the assumption of the theorem pε (�0) ≤ �0, T (a) ∈ BJ (ā, �0) holds.
Secondary, we show the contraction property of T on BJ (ā, �0). From (2.19) we have for

a1, a2 ∈ BJ (ā, �0)

T (a1) − T (a2) = DF(ā)−1 [(QN (a1) − QDN (ā)a1, ϕ) − (QN (a2) − QDN (ā)a2, ϕ)]

= DF(ā)−1 [(Q (N (a1) − N (a2) − DN (ā)(a1 − a2)) , 0)] .

It follows from (3.47) and the assumption of the theorem that

‖T (a1) − T (a2)‖ ≤ τ 1−γ WSJ
q

1 − γ
‖(N (a1) − N (a2) − DN (ā)(a1 − a2))‖

≤ τ 1−γ WSJ
q

1 − γ
Lā(�0)‖a1 − a2‖.

Hence,
τ 1−γ W

SJ
q

1−γ
Lā(�0) < pε(�0)/�0 ≤ 1 holds. Therefore, it is proved that the operator T

is the contraction mapping on BJ (ā, �0). ��
The rest of this section is dedicated to the construction of bounds ε and δ of Theorem

3.15.
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The bound ε. We obtain the ε bound of Theorem 3.15. It follows from (2.6) and (2.7) that

āk(0) = ā0,k + 2
n−1∑


=1

ā
,kT
(0) = ā0,k + 2
n−1∑


=1

(−1)
ā
,k.

Then the ε bound is given by

ε =
∑

k∈FN

∣∣∣∣∣ϕk −
(
ā0,k + 2

n−1∑


=1

(−1)
ā
,k

)∣∣∣∣∣ωk +
∑

k/∈FN

|ϕk|ωk.

The bound δ.
We next introduce the δ bound of Theorem 3.15. From the definition of the operator F in

(2.13) and that of the approximate solution (2.7), we recall

(Fk(ā))2(t) =
{

d
dt āk(t) − μkāk(t) − iq(kL)qNk(ā(t)) (k ∈ FN )

−iq(kL)qNk(ā(t)) (k /∈ FN ).
(3.49)

We suppose that the derivative of ā with respect to t is denoted by

d

dt
āk(t) = ā(1)

0,k + 2
n−2∑


=1

ā(1)

,kT
(t), k ∈ FN ,

where the coefficients ā(1)

,k can be computed by the explicit formula, see, e.g., [42, Sec. 2.4.5],

ā(1)

,k =

n−1∑

r=
+1
r−
 odd

2r ār ,k, 
 = 0, . . . , n − 1, k ∈ FN .

On the one hand, for k ∈ FN , it follows from (3.49) and the fact |T
(t)| ≤ 1 for all 
 ≥ 0
that

sup
t∈J

|(Fk(ā))2(t)| = sup
t∈J

∣∣∣∣
d

dt
āk(t) − μkāk(t) − iq(kL)qNk(ā(t))

∣∣∣∣

≤
∑


≥0

∣∣∣ā(1)

,k − μkā
,k − iq(kL)qN
,k(ā)

∣∣∣m


≤
n−2∑


=0

∣∣∣ā(1)

,k − μkā
,k − iq(kL)qN
,k(ā)

∣∣∣m


+ ∣∣μkān−1,k + iq(kL)qNn−1,k(ā)
∣∣mn−1

+
∑


≥n

∣∣(kL)qN
,k(ā)
∣∣m
, (3.50)

where m
 denotes the multiplicity for the Chebyshev coefficients

m
 =
{
1 (
 = 0)

2 (
 > 0)

and N
,k(ā) is the Chebyshev-Fourier coefficients of the nonlinear term Nk(ā(t)) such that

Nk(ā(t)) =
∑


≥0

N
,k(ā)m
T
(t).
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On the other hand, in the case of k /∈ FN , we have from (3.49)

sup
t∈J

|(Fk(ā))2(t)| = sup
t∈J

∣∣(kL)qNk(ā(t))
∣∣ ≤

∑


≥0

∣∣(kL)qN
,k(ā)
∣∣m
. (3.51)

It is worth noting that if we consider the cubic nonlinearity, i.e., Nk(a) = −(a3)k, for
instance, the above coefficients are given by the discrete convolution for d + 1 dimensional
tensor.

N
,k(ā) = −
∑


1+
2+
3=±

k1+k2+k3=±k
|
i |<n, |ki |∈FN

ā|
1|,k1 ā|
2|,k2 ā|
3|,k3 .

Furthermore, thanks to the finiteness of the nonzero elements in ā, these coefficients also have
a finite number of nonzero elements. The indices of these nonzero elements are k ∈ F3N−2
in the Fourier dimension and 
 = 0, . . . , 3(n− 1) in the Chebyshev dimension. This implies
that the last term of (3.50) and that of (3.51) are finite sums in this case.

Finally, the defect bound δ is given from (3.50) and (3.51) by

‖(F(ā))2‖ = sup
t∈J

⎛

⎝
∑

k∈FN

|(Fk(ā))2(t)| ωk +
∑

k/∈FN

|(Fk(ā))2(t)| ωk

⎞

⎠

≤
∑

k∈FN

sup
t∈J

|(Fk(ā))2(t)| ωk +
∑

k/∈FN

sup
t∈J

|(Fk(ā))2(t)| ωk

≤
∑

k∈FN

( n−2∑


=0

∣∣∣ā(1)

,k − μkā
,k − iq(kL)qN
,k(ā)

∣∣∣m


+ ∣∣μkān−1,k + iq(kL)qNn−1,k(ā)
∣∣mn−1

+
∑


≥n

∣∣(kL)qN
,k(ā)
∣∣m


)
ωk +

∑

k/∈FN

∑


≥0

∣∣(kL)qN
,k(ā)
∣∣m
ωk

def= δ.

4 Multi-step Scheme of Rigorous Integration

In this section, a multi-step scheme is introduced to extend the existence time of the solution
to the initial value problem (2.1). This technique is similar to the domain decomposition of
the time interval, which is standard for computer-assisted proofs of integrating differential
equations presented in [35, 43], etc. By defining the F map within discrete time intervals
and numerically verifying the zero-finding problem for the coupled system, it is possible
to rigorously include the solution in multiple time intervals. In this context, we consider a
sequence of time steps denoted by Ji = (ti−1, ti ] (i = 1, 2, . . . , K ), where 0 = t0 < t1 <

· · · < tK and the step size τi
def= ti − ti−1 can be changed. On each time step Ji , we represent

the function spaces X , Y , andD as Xi , Yi , andDi , respectively. We denote the Banach space

X
def=

K∏

i=1

Xi .
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The norm on the space X is defined for given a = (aJ1 , aJ2 , . . . , aJK ) ∈ X by

‖a‖X = max

{∥∥∥aJ1
∥∥∥
X1

,

∥∥∥aJ2
∥∥∥
X2

, . . . ,

∥∥∥aJK
∥∥∥
XK

}
,

where the superscript is used to indicate the dependence on each time step. Similarly, we

use the bold style notations in the same manner for denoting D def= ∏K
i=1 Di , Y

def= ∏K
i=1 Yi ,

�1ω =∏K
i=1 
1ω, and Y × �1ω

def= ∏K
i=1 Yi × 
1ω.

The mapping F : D → Y × �1ω for the initial value problem over multiple time steps is
defined by

F(a) =
(
F1
(
aJ1
)

, F2
(
aJ1 , aJ2

)
, . . . , FK

(
aJK−1 , aJK

))
, (4.1)

where F1 : D1 → Y1 × 
1ω and Fi : Di−1 × Di → Yi × 
1ω (i = 2, 3, . . . , K ) are given by

F1
(
aJ1
)
def=
(
ȧ J1 − LaJ1 − QN

(
aJ1
)

, aJ1(t0) − ϕ
)

F2
(
aJ1 , aJ2

)
def=
(
ȧ J2 − LaJ2 − QN

(
aJ2
)

, aJ2(t1) − aJ1(t1)
)

...

FK

(
aJK−1 , aJK

)
def=
(
ȧ JK − LaJK − QN

(
aJK
)

, aJK (tK−1) − aJK−1(tK−1)
)

.

As we denoted in Sect. 2.2, the first and second components of Fi (i = 1, 2, . . . , K ) are also
denoted by (Fi )1 and (Fi )2, respectively. From the above construction, solving the initial
value problem (2.1) over multiple time steps reduces into the zero-finding problem for the
map F given in (4.1).

The approximate solution is set by ā = (
ā J1 , ā J2 , . . . , ā JK

)
, which is numerically com-

puted on each time step Ji . The Fréchet derivative at the approximate solution DF(ā) is
denoted by

DF(ā)h
def=

⎡

⎢⎢⎢⎣

(
ḣ J1 − LhJ1 − QDN

(
ā J1
)
hJ1 , hJ1(t0)

)
(
ḣ J2 − LhJ2 − QDN

(
ā J2
)
hJ2 , hJ2(t1) − hJ1(t1)

)

...(
ḣ JK − LhJK − QN

(
ā JK
)
hJK , hJK (tK−1) − hJK−1(tK−1)

)

⎤

⎥⎥⎥⎦ ∈ Y × �1ω

(4.2)

for h = (hJ1 , hJ2 , . . . , hJK ).
To define the Newton-like operator for validating the solution over multiple time steps, we

obtain a formula for the inverse of the Fréchet derivative, that is, we solve DF(ā)h = ( p,φ)

for given p = (pJ1 , pJ2 , . . . , pJK ) ∈ Y and φ = (φ J1 , φ J2 , . . . , φ JK ). In order to perform
this task, we first construct the evolution operators {UJi (t, s)}ti−1≤s≤t≤ti (i = 1, 2, . . . , K )

validated on each time step Ji via Theorem 3.2 in Sect. 3.1 and then, denoting SJi
def={(t, s) :

ti−1 < s < t ≤ ti } (i = 1, 2, . . . , K ), we obtain positive constants WSJi , W
SJi
q , W (ti ,Ji ),

W (ti ,Ji )
q , W (ti ,ti−1) such that
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sup
(t,s)∈SJi

∥∥UJi (t, s)
∥∥
B(
1ω)

≤ WSJi , sup
(t,s)∈SJi

(t − s)γ
∥∥UJi (t, s)Q

∥∥
B(
1ω)

≤ W
SJi
q ,

sup
s∈Ji

‖UJi (ti , s)‖B(
1ω) ≤ W (ti ,Ji ), sup
s∈[ti−1,ti )

(ti − s)γ ‖UJi (ti , s)Q‖B(
1ω) ≤ W (ti ,Ji )
q ,

‖UJi (ti , ti−1)‖B(
1ω) ≤ W (ti ,ti−1),

(4.3)

respectively. Note that these constants fall into three types: First,WSJi andW
SJi
q are bounds

for the two parameters (t, s), with the superscript SJi indicating the dependency (t, s) ∈ SJi .

Second, W (ti ,Ji ) and W (ti ,Ji )
q are bounds for the one parameter s, where the superscript

(ti , Ji ) indicates that t = ti is fixed and s ∈ Ji . Third, W (ti ,ti−1) denotes the operator norm
at the specific times t = ti and s = ti−1.

Remark 4.1 Note that computing each evolution operator UJi (t, s) by solving the linearized
problems and then obtaining the bounds in (4.3) at each step i = 1, . . . , K can be done
independently. Hence each computation can be made in parallel, which implies that the
computational cost is additive in time rather than multiplicative.

Having obtained the evolution operators UJi (t, s) on each Ji , the solution h of DF(ā)h =
( p,φ) is derived iteratively as follows: The first step is the same as that presented in Sect. 2.3.
The variation of constants formula yields

hJ1(t) = UJ1(t, t0)φ
J1 +

∫ t

t0
UJ1(t, s)p

J1(s)ds, t ∈ J1.

Next, the hJ2 is given by

hJ2(t) = UJ2(t, t1)
(
φ J2 + hJ1(t1)

)
+
∫ t

t1
UJ2(t, s)p

J2(s)ds

= UJ2(t, t1)

(
φ J2 +UJ1(t1, t0)φ

J1 +
∫

J1
UJ1(t1, s)p

J1(s)ds

)

+
∫ t

t1
UJ2(t, s)p

J2(s)ds

= UJ2(t, t1)φ
J2 +

∫ t

t1
UJ2(t, s)p

J2(s)ds +UJ1∪J2(t, t0)φ
J1

+
∫

J1
UJ1∪J2(t, s)p

J1(s)ds, t ∈ J2. (4.4)

Here, we denote UJ1∪J2(t, t0)
def= UJ2(t, t1)UJ1(t1, t0) (t ∈ J2). We iterate this process for

i = 1, 2, . . . , K . The resulting hJK is obtained for t ∈ JK by

hJK (t) = UJK (t, tK−1)
(
φ JK + hJK−1(tK−1)

)
+
∫ t

tK−1

UJK (t, s)pJK (s)ds

= UJK (t, tK−1)
(
φ JK +UJK−1(tK−1, tK−2)h

JK−2(tK−2)

+
∫

JK−1

UJK−1(tK−1, s)p
JK−1(s)ds

)
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+
∫ t

tK−1

UJK (t, s)pJK (s)ds

...

= UJK (t, tK−1)φ
JK +

∫ t

tK−1

UJK (t, s)pJK (s)ds

+
K−1∑

i=1

(
U⋃K

j=i J j
(t, ti−1)φ

Ji +
∫

Ji
U⋃K

j=i J j
(t, s)pJi (s)ds

)
, (4.5)

where

U⋃K
j=i J j

(t, ti−1)
def= UJK (t, tK−1)UJK−1(tK−1, tJK−2) · · ·UJi (ti , ti−1), t ∈ JK .

Finally, we get an unique expression of the inverse of DF(ā) as

DF(ā)−1( p, φ)

=

⎡

⎢⎢⎢⎢⎢⎣

UJ1 (t, t0)φ
J1 + ∫ tt0 UJ1 (t, s)p

J1 (s)ds

UJ2 (t, t1)φ
J2 + ∫ tt1 UJ2 (t, s)p

J2 (s)ds +UJ1∪J2 (t, t0)φ
J1 + ∫J1 UJ1∪J2 (t, s)p

J1 (s)ds
.
.
.

UJK (t, tK−1)φ
JK + ∫ ttK−1

UJK (t, s)pJK (s)ds +∑K−1
i=1

(
U⋃K

j=i J j
(t, ti−1)φ

Ji + ∫Ji U⋃K
j=i J j

(t, s)pJi (s)ds
)

⎤

⎥⎥⎥⎥⎥⎦
.

(4.6)

The Newton-like operator is defined by

T (a)
def= DF(ā)−1 (DF(ā)a − F(a)) , T : X → D ⊂ X . (4.7)

Therefore, we validate the solution of F(a) = 0 given in (4.1) to show that T : BK (ā, �) →
BK (ā, �) is a contraction mapping, for some � > 0, where

BK (ā, �)
def= {a ∈ X : ‖a − ā‖X ≤ �} . (4.8)

Lemma 4.2 For each i = 1, 2, . . . , K, consider the positive constantsWSJi ,W
SJi
q ,W (ti ,Ji ),

W (ti ,Ji )
q , W (ti ,ti−1) satisfying (4.3), and let W� > 0, WX > 0 and WY > 0 be defined by the

matrix infinity norm of the following lower triangular matrices:

W�
def=

∥∥∥∥∥∥∥∥∥∥∥

⎛

⎜⎜⎜⎜⎜⎝

WSJ1 0

WSJ2W (t1,t0) WSJ2 0
...

...
. . .

WSJK W (tK−1,t0) WSJK W (tK−1,t1) . . . WSJK

⎞

⎟⎟⎟⎟⎟⎠

∥∥∥∥∥∥∥∥∥∥∥∞

,

WX
def=

∥∥∥∥∥∥∥∥∥∥∥

⎛

⎜⎜⎜⎜⎜⎝

τ̂1W
SJ1
q 0

τ̂1W
SJ2W (t1,J1)

q τ̂2W
SJ2
q 0

...
...

. . .

τ̂1WSJK W (tK−1,t1)W (t1,J1)
q τ̂2WSJK W (tK−1,t2)W (t2,J2)

q . . . τ̂KW
SJK
q

⎞

⎟⎟⎟⎟⎟⎠

∥∥∥∥∥∥∥∥∥∥∥
∞

,
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where τ̂i
def= τ

1−γ
i
1−γ

(i = 1, 2, . . . , K), and

WY
def=

∥∥∥∥∥∥∥∥∥∥∥

⎛

⎜⎜⎜⎜⎜⎝

τ1W
SJ1 0

τ1W
SJ2W (t1,J1) τ2W

SJ2 0
...

...
. . .

τ1WSJK W (tK−1,t1)W (t1,J1) τ2WSJK W (tK−1,t2)W (t2,J2) . . . τKWSJK

⎞

⎟⎟⎟⎟⎟⎠

∥∥∥∥∥∥∥∥∥∥∥∞

,

respectively. Here, we denote W (ti ,t j ) = W (ti ,ti−1) · · ·W (t j+1,t j ) with 0 ≤ j < i ≤ K − 1.
Then, these constants obey the following inequality:
∥∥DF(ā)−1(Qψ + p,φ)

∥∥
X ≤ W�‖φ‖ω + WX‖ψ‖X + WY‖ p‖X for φ ∈ �1ω, ψ, p ∈ X,

where ‖φ‖ω
def= max{‖φ Ji ‖ω}.

Proof For given φ = (φ J1 , φ J2 , . . . , φ JK ) ∈ �1ω, ψ = (ψ J1 , ψ J2 , . . . , ψ JK ) ∈ X and
p = (pJ1 , pJ2 , . . . , pJK ) ∈ X , taking Xi norm in each component of (4.6), we have from
(3.47)

sup
t∈J1

∥∥∥∥UJ1(t, t0)φ
J1 +

∫ t

t0
UJ1(t, s)(Qψ J1(s) + pJ1(s))ds

∥∥∥∥
ω

≤ WSJ1 ‖φ J1‖ω + τ̂1W
SJ1
q ‖ψ J1‖X1 + τ1W

SJ1 ‖pJ1‖X1 ,

where τ̂i = τ
1−γ
i
1−γ

(i = 1, 2, . . . , K ). We also have

sup
t∈J2

∥∥∥∥UJ2(t, t1)φ
J2 +

∫ t

t1
UJ2(t, s)(Qψ J2(s) + pJ2(s))ds

+UJ1∪J2(t, t0)φ
J1 +

∫

J1
UJ1∪J2(t, s)(Qψ J1(s) + pJ1(s))ds

∥∥∥∥
ω

≤ WSJ2W (t1,t0)‖φ J1‖ω + WSJ2 ‖φ J2‖ω + τ̂1W
SJ2W (t1,J1)

q ‖ψ J1‖X1 + τ̂2W
SJ2
q ‖ψ J2‖X2

+ τ1W
SJ2W (t1,J1)‖pJ1‖X1 + τ2W

SJ2 ‖pJ2‖X2 ,

where we used

sup
t∈J2

‖UJ1∪J2(t, t0)‖B(
1ω) ≤ sup
t∈J2

‖UJ2(t, t1)‖B(
1ω)‖UJ1(t1, t0)‖B(
1ω) ≤ WSJ2W (t1,t0)

sup
t∈J2, s∈J1

(t1 − s)γ ‖UJ1∪J2(t, s)Q‖B(
1ω)

≤ sup
t∈J2

‖UJ2(t, t1)‖B(
1ω) sup
s∈J1

(t1 − s)γ ‖UJ1(t1, s)‖B(
1ω)

≤ WSJ2W (t1,J1)
q

sup
t∈J2, s∈J1

‖UJ1∪J2(t, s)‖B(
1ω) ≤ sup
t∈J2

‖UJ2(t, t1)‖B(
1ω) sup
s∈J1

‖UJ1(t1, s)‖B(
1ω)

≤ WSJ2W (t1,J1).

Similarly, we obtain the K -th component

123



62 Page 36 of 66 Journal of Scientific Computing (2025) 102 :62

sup
t∈JK

∥∥∥∥UJK (t, tK−1)φ
JK +

∫ t

tK−1

UJK (t, s)(Qψ JK (s) + pJK (s))ds

+
K−1∑

i=1

(
U⋃K

j=i J j
(t, ti−1)φ

Ji +
∫

Ji
U⋃K

j=i J j
(t, s)(Qψ Ji (s) + pJi (s))ds

)∥∥∥∥
ω

≤ WSJK W (tK−1,t0)‖φ J1‖ω

+ WSJK W (tK−1,t1)‖φ J2‖ω + · · · + WSJK ‖φ JK ‖ω

+ τ̂1WSJK W (tK−1,t1)W (t1,J1)
q ‖ψ J1‖X1

+ τ̂2WSJK W (tK−1,t2)W (t2,J2)
q ‖ψ J2‖X2

+ · · · + τ̂KW
SJK
q ‖ψ JK ‖XK

+ τ1WSJK W (tK−1,t1)W (t1,J1)‖pJ1‖X1

+ τ2WSJK W (tK−1,t2)W (t2,J2)‖pJ2‖X2

+ · · · + τKWSJK ‖pJK ‖XK ,

where W (ti ,t j ) = W (ti ,ti−1) · · ·W (t j+1,t j ) (0 ≤ j < i ≤ K − 1). Summing up the above
inequalities and taking the maximum norm of each components, the X norm of (4.6) is given
by

∥∥DF(ā)−1(Qψ + p,φ)
∥∥
X ≤ W�‖φ‖ω,0 + WX‖ψ‖X + WY‖ p‖X .

��

Theorem 4.3 (Local existence over multiple time steps) Given the approximate solution
ā = (ā J1 , ā J2 , . . . , ā JK

) ∈ D, assume that

‖(F1(ā J1))1‖X1 ≤ δ J1 , ‖(F2(ā J1 , ā J2))1‖X2 ≤ δ J2 , . . . , ‖(FK (ā JK−1 , ā JK ))1‖XK ≤ δ JK

and

‖(F1(ā J1))2‖ω ≤ ε J1 , ‖(F2(ā J1 , ā J2))2‖ω ≤ ε J2 , . . . , ‖(FK (ā JK−1 , ā JK ))2‖ω ≤ ε JK .

Assume also that for a Ji
1 , aJi

2 ∈ BJi

(
ā Ji , �

)
(i = 1, 2, . . . , K ) there exists a non-decreasing

function Lā Ji : (0,∞) → (0,∞) such that
∥∥∥N

(
aJi
1

)
− N

(
aJi
2

)
− DN

(
ā Ji
) (

aJi
1 − aJi

2

)∥∥∥
Xi

≤ LāJi (�)

∥∥∥aJi
1 − aJi

2

∥∥∥
Xi

.

Set δ = max{δ Ji }, ε = max{ε Ji } and define

pε(�)
def= W� ε + WX max

i

{
LāJi (�)

}
� + WY δ,

where positive constants W�, WX , and WY are defined in Lemma 4.2. If there exists �0 > 0
such that

pε

(
�0
) ≤ �0,

then there exists a unique ã ∈ BK (ā, �0) satisfying F(ã) = 0 defined in (4.1). Hence, the
solution of the IVP (2.1) exists locally over the multiple time steps.
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Proof We prove that the operator T defined in (4.7) is the contraction mapping on BK (ā, �0)

in (4.8). Firstly, for any a ∈ BK (ā, �0), we have using (4.2) and (4.7)

T (a) − ā

= DF(ā)−1 (DF(ā)a − F(a)) − ā

= DF(ā)−1 (DF(ā)(a − ā) − F(a))

= DF(ā)−1

⎡

⎢⎢⎢⎢⎣

(Q (N (aJ1 ) − N (ā J1 ) − DN (ā J1 )(aJ1 − ā J1 )
)− (F1(ā J1 ))1, (F1(ā J1 ))2

)
(Q (N (aJ2 ) − N (ā J2 ) − DN (ā J2 )(aJ2 − ā J2 )

)− (F2(ā J1 , ā J2 ))1, (F2(ā J1 , ā J2 ))2
)

.

.

.(Q (N (aJK ) − N (ā JK ) − DN (ā JK )(aJK − ā JK )
)− (FK (ā JK−1 , ā JK ))1, (FK (ā JK−1 , ā JK ))2

)

⎤

⎥⎥⎥⎥⎦
.

(4.9)

It follows using Lemma 4.2 and the assumption of the theorem that

‖T (a) − ā‖X ≤ W� max
{∥∥∥(F1(ā J1 ))2

∥∥∥
ω

,

∥∥∥(F2(ā J1 , ā J2 ))2

∥∥∥
ω

, . . . ,

∥∥∥(FK (ā JK−1 , ā JK ))2

∥∥∥
ω

}

+ WX max
i

{∥∥∥N (aJi ) − N (ā Ji ) − DN (ā Ji )(aJi − ā Ji )

∥∥∥
Xi

}

+ WY max
{
‖(F1(ā J1 ))1‖X1 , ‖(F2(ā J1 , ā J2 ))1‖X2 , . . . , ‖(FK (ā JK−1 , ā JK ))1‖XK

}

≤ W� ε + WX max
i

{
LāJi (�0)

}
�0 + WY δ = pε(�0).

From the assumption of the theorem pε(�0) ≤ �0, then T (a) ∈ BK (ā, �0) holds.
Secondary, we show the contraction property of T on BK (ā, �0). From (4.7) we have for

a1, a2 ∈ BK (ā, �0)

T (a1) − T (a2) = DF(ā)−1 [DF(ā)(a1 − a2) − (F(a1) − F(a2))]

= DF(ā)−1

⎡

⎢⎢⎢⎢⎢⎢⎣

(
Q
(
N (aJ1

1 ) − N (aJ1
2 ) − DN (ā J1)(aJ1

1 − aJ1
2 )
)

, 0
)

(
Q
(
N (aJ2

1 ) − N (aJ2
2 ) − DN (ā J2)(aJ2

1 − aJ2
2 )
)

, 0
)

...(
Q
(
N (aJK

1 ) − N (aJK
2 ) − DN (ā JK )(aJK

1 − aJK
2 )
)

, 0
)

⎤

⎥⎥⎥⎥⎥⎥⎦
.

Using Lemma 4.2 and the assumption of the theorem, we obtain

‖T (a1) − T (a2)‖X ≤ WX max
i

{
LāJi (�0)

} ‖a1 − a2‖X .

Hence, WX maxi
{
LāJi (�0)

}
< pε(�0)/�0 ≤ 1 holds. Therefore, it is proved that the

operator T is the contraction mapping on BK (ā, �0). ��

4.1 Bounds on Each Time Step

The remaining bounds to complete the proof of the local existence over themultiple time steps
are positive constants W (ti ,Ji ), W (ti ,Ji )

q , and W (ti ,ti−1) such that sups∈Ji ‖UJi (ti , s)‖B(
1ω) ≤
W (ti ,Ji ), sups∈[ti−1,ti )(ti − s)γ ‖UJi (ti , s)Q‖B(
1ω) ≤ W (ti ,Ji )

q , and ‖UJi (ti , ti−1)‖B(
1ω) ≤
W (ti ,ti−1) (i = 1, 2 . . . , K ), respectively.
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To get these bounds, we consider the linearized problem (2.17) and represent the solution
of (2.17) as bs(t) ≡ b(t) ((t, s) ∈ SJi ). Since we have a rigorous inclusion of the fundamental

solution in Sect. 3.1.1, one can obtain two bounds W (ti ,Ji )
m,q > 0 and W (ti ,ti−1)

m > 0 from the
definition of Ū (m)(t, s) in (3.6) such that

sup
s∈Ji

∥∥∥Ū (m)(ti , s)Q
∥∥∥
B(
1ω)

= sup
s∈Ji

⎛

⎝max
j∈Fm

1

ω j

∑

k∈Fm

|Ck, j (ti , s)|(jL)qωk

⎞

⎠ ≤ W (ti ,Ji )
m,q (4.10)

and
∥∥∥Ū (m)(ti , ti−1)

∥∥∥
B(
1ω)

= max
j∈Fm

1

ω j

∑

k∈Fm

|Ck, j (ti , ti−1)|ωk ≤ W (ti ,ti−1)
m , (4.11)

respectively.
Returning to consider bs(t) in Sect. 3.1, we recall the bounds (3.21) and (3.22). We define

a matrix whose entries are the coefficients of the bounds as

U Ji def= κ−1

(
τ

γ

i W
SJi
m,q W

SJi
m,qW

SJi∞,qE
Ji
m,∞

W
SJi
m,qW

SJi∞,qE
Ji∞,m W

SJi∞,q

)
.

For any s ∈ Ji , we have

‖b(m)
s ‖Xi ≤ U Ji

11‖ψ(m)‖ω + U Ji
12‖ψ(∞)‖ω, ‖b(∞)

s ‖Xi ≤ U Ji
21‖ψ(m)‖ω + U Ji

22‖ψ(∞)‖ω,

where U Ji
k j denotes the (k, j) entry of U Ji . Similarly, we also define another matrix to obtain

the WSJi bound in (3.28) as

Ũ
Ji def= κ̃−1

(
W

SJi
m,0 W

SJi
m,qW

SJi∞ E Ji
m,∞

W
SJi
m,0W

′SJi∞,qE
Ji∞,m W

SJi∞

)
.

We also represent the norm bound bs(t) as

‖b(m)
s ‖ ≤ Ũ

Ji
11‖ψ(m)‖ω + Ũ

Ji
12‖ψ(∞)‖ω, ‖b(∞)

s ‖ ≤ Ũ
Ji
21‖ψ(m)‖ω + Ũ

Ji
22‖ψ(∞)‖ω

with the same manner.
Using these bounds, since the solution bs(t) of (2.17) satisfies the integral equations in

(3.8), the finite part by the Fourier projection is bounded using the W (ti ,Ji )
m,q bound in (4.10),

(3.13), (3.14), (3.15), and (3.20) by

sup
s∈Ji

(ti − s)γ ‖b(m)
s (ti )‖ω

≤ τ
γ
i W (ti ,Ji )

m,q ‖ψ(m)‖ω + W (ti ,Ji )
m,q E Ji

m,∞ sup
s∈Ji

(ti − s)γ
∫ ti

s
‖b(∞)

s (r)‖ωdr

≤ τ
γ
i W (ti ,Ji )

m,q ‖ψ(m)‖ω

+ W (ti ,Ji )
m,q E Ji

m,∞ sup
s∈Ji

(ti − s)γ
∫ ti

s

(
W (∞)
q (r , s)‖ψ(∞)‖ω

+E Ji∞,m

∫ r

s
W (∞)
q (r , σ )‖b(m)

s (σ )‖ωdσ

)
dr

≤ τ
γ
i W (ti ,Ji )

m,q ‖ψ(m)‖ω+W (ti ,Ji )
m,q E Ji

m,∞W
SJi∞,q‖ψ(∞)‖ω+W (ti ,Ji )

m,q W
SJi∞,qE

Ji
m,∞E Ji∞,m‖b(m)

s ‖Xi
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≤
(

τ
γ
i W (ti ,Ji )

m,q + W (ti ,Ji )
m,q W

SJi∞,qE
Ji
m,∞E Ji∞,mU

Ji
11

)
‖ψ(m)‖ω

+
(
W (ti ,Ji )
m,q E Ji

m,∞W
SJi∞,q + W (ti ,Ji )

m,q W
SJi∞,qE

Ji
m,∞E Ji∞,mU

Ji
12

)
‖ψ(∞)‖ω.

On the other hand, the infinite part is bounded using (3.12), (3.13), (3.14), (3.16), and
(3.19) by

sup
s∈Ji

(ti − s)γ ‖b(∞)
s (ti )‖ω

≤ W
SJi∞,q‖ψ(∞)‖ω + E Ji∞,m sup

s∈Ji
(ti − s)γ

∫ ti

s
W (∞)
q (ti , r)‖b(m)

s (r)‖ωdr

≤ W
SJi∞,q‖ψ(∞)‖ω + E Ji∞,m sup

s∈Ji
(ti − s)γ

∫ ti

s
W (∞)
q (ti , r)

(
W

SJi
m,q‖ψ(m)‖ω + W

SJi
m,qE Ji

m,∞
∫ r

s
‖b(∞)

s (σ )‖ωdσ

)
dr

≤ W
SJi∞,q‖ψ(∞)‖ω + E Ji∞,mW

SJi∞,qW
SJi
m,q‖ψ(m)‖ω + E Ji∞,mW

SJi∞,qW
SJi
m,qE Ji

m,∞‖b(∞)
s ‖Xi

≤
(
E Ji∞,mW

SJi∞,qW
SJi
m,q + W

SJi
m,qW

SJi∞,qE
Ji
m,∞E Ji∞,mU

Ji
21

)
‖ψ(m)‖ω

+
(
W

SJi∞,q + W
SJi
m,qW

SJi∞,qE
Ji
m,∞E Ji∞,mU

Ji
22

)
‖ψ(∞)‖ω.

Consequently, the W (ti ,Ji )
q bound is given by

W (ti ,Ji )
q

def=
∥∥∥∥∥∥

⎛

⎝ τ
γ

i W (ti ,Ji )
m,q + W (ti ,Ji )

m,q W
SJi
∞,qE Ji

m,∞E Ji∞,mU
Ji
11 W (ti ,Ji )

m,q E Ji
m,∞W

SJi∞,q + W (ti ,Ji )
m,q W

SJi
∞,qE Ji

m,∞E Ji∞,mU
Ji
12

E Ji∞,mW
SJi∞,qW

SJi
m,q + W

SJi
m,q W

SJi
∞,qE Ji

m,∞E Ji∞,mU
Ji
21 W

SJi∞,q + W
SJi
m,q W

SJi
∞,qE Ji

m,∞E Ji∞,mU
Ji
22

⎞

⎠

∥∥∥∥∥∥
1

.

Moreover, an analogous discussion using the bounds in Corollary 3.4 directly yields the
W (ti ,Ji ) bound given by

W (ti ,Ji )

def=
∥∥∥∥∥∥

⎛

⎝ W (ti ,Ji )
m,0 + W (ti ,Ji )

m,q W
′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
11 W (ti ,Ji )

m,q E Ji
m,∞W

SJi∞ + W (ti ,Ji )
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
12

E Ji∞,mW
′SJi∞,qW

SJi
m,0 + W

SJi
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
21 W

SJi∞ + W
SJi
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
22

⎞

⎠

∥∥∥∥∥∥
1

.

Next, setting s = ti−1 in (3.8) and the initial data φ ∈ 
1ω instead of Qψ , the finite

part b(m)
ti−1

(ti ) is bounded using the bounds W (ti ,ti−1)
m and W (ti ,Ji )

m,q , given in (4.11) and (4.10)
respectively, (3.15), (3.20), (3.25), and (3.27) by

‖b(m)
ti−1

(ti )‖ω

≤ W (ti ,ti−1)
m ‖φ(m)‖ω + W (ti ,Ji )

m,q E Ji
m,∞

∫

Ji

∥∥∥b(∞)
ti−1

(r)
∥∥∥

ω
dr

≤ W (ti ,ti−1)
m ‖φ(m)‖ω + W (ti ,Ji )

m,q E Ji
m,∞

∫

Ji

(
W (∞)(r , ti−1)‖φ(∞)‖ω

+E Ji∞,m

∫ r

ti−1

W (∞)
q (r , σ )‖b(m)

ti−1
(σ )‖ωdσ

)
dr
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≤ W (ti ,ti−1)
m ‖φ(m)‖ω + W (ti ,Ji )

m,q E Ji
m,∞W

SJi∞ ‖φ(∞)‖ω + W (ti ,Ji )
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m‖b(m)
ti−1

‖
≤
(
W (ti ,ti−1)

m + W (ti ,Ji )
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
11

)
‖φ(m)‖ω

+
(
W (ti ,Ji )

m,q E Ji
m,∞W

SJi∞ + W (ti ,Ji )
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
12

)
‖φ(∞)‖ω.

The 
1ω norm bound of the infinite part b(∞)
ti−1

(ti ) is derived usingW (∞)(t, s) in (3.23), (3.16),
(3.19), (3.26), and (3.27) by

‖b(∞)
ti−1

(ti )‖ω ≤ W (∞)(ti , ti−1)‖φ(∞)‖ω + E Ji∞,m

∫

Ji
W (∞)

q (ti , r)‖b(m)
ti−1

(r)‖ωdr

≤ W (∞)(ti , ti−1)‖φ(∞)‖ω

+ E Ji∞,m

∫

Ji
W (∞)

q (ti , r)

(
W

SJi
m,0‖φ(m)‖ω + W

SJi
m,qE Ji

m,∞
∫ r

ti−1

‖b(∞)
ti−1

(σ )‖ωdσ

)
dr

≤ W (∞)(ti , ti−1)‖φ(∞)‖ω + E Ji∞,mW
′SJi∞,qWm,0‖φ(m)‖ω + E Ji∞,mW

′SJi
∞,qW

SJi
m,qE Ji

m,∞‖b(∞)
s ‖

≤
(
E Ji∞,mW

′SJi∞,qW
SJi
m,0 + W

SJi
m,qW

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
21

)
‖φ(m)‖ω

+
(
W (∞)(ti , ti−1) + W

SJi
m,qW

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
22

)
‖ψ(∞)‖ω.

The W (ti ,ti−1) > 0 bound satisfying ‖UJi (ti , ti−1)‖B(
1ω) ≤ W (ti ,ti−1) is finally given by

W (ti ,ti−1)

=
∥∥∥∥∥∥

⎡

⎣ W (ti ,ti−1)
m + W (ti ,Ji )

m,q W
′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
11 W (ti ,Ji )

m,q E Ji
m,∞W

SJi∞ + W (ti ,Ji )
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
12

E Ji∞,mW
′SJi∞,qW

SJi
m,0 + W

SJi
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
21 W (∞)(ti , ti−1) + W

SJi
m,q W

′SJi
∞,qE Ji

m,∞E Ji∞,m Ũ
Ji
22

⎤

⎦

∥∥∥∥∥∥
1

.

4.2 Error Bounds at the End Point

When the local existence of the solution is proved, we obtain error bounds at the end point
of Ji as follows: Firstly, setting t = t1 in (3.48), it follows from Lemma 3.13

∥∥∥aJ1(t1) − ā J1(t1)
∥∥∥

ω
≤ W (t1,t0)ε J1 + τ̂1W

(t1,J1)
q LāJ1 (�0)�0 + τ1W (t1,J1)δ J1 ,

where �0 > 0 is the validated radius in Theorem 4.3 of the ball defined in (4.8). Secondly,
setting t = t2 in (4.9), the exact form of the inverse (4.4) yields
∥∥∥aJ2(t2) − ā J2(t2)

∥∥∥
ω

≤ W (t2,t1)ε J2 + τ̂2W
(t2,J2)
q LāJ2 (�0)�0 + τ2W (t2,J2)δ J2 + W (t2,t0)ε J1

+ τ̂1W (t2,t1)W (t1,J1)
q LāJ1 (�0)�0 + τ1W (t2,t1)W (t1,J1)δ J1 .

Similarly, we have an error bound at t = tK from (4.5) and (4.9)
∥∥∥aJK (tK ) − ā JK (tK )

∥∥∥
ω

≤ W (tK ,t0)ε J1 + W (tK ,t1)ε J2 + · · · + W (tK ,tK−1)ε JK

+ τ̂1W (tK ,t1)W (t1,J1)
q LāJ1 (�0)�0

+ τ̂2W (tK ,t2)W (t2,J2)
q LāJ2 (�0)�0

+ · · · + τ̂KW
(tK ,JK )
q LāJK (�0)�0
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+ τ1W (tK ,t1)W (t1,J1)δ J1 + τ2W (tK ,t2)W (t2,J2)δ J2

+ τKW (tK ,JK )δ JK . (4.12)

Finally, the ε Ji bound satisfying
∥∥∥ā Ji (ti−1) − ā Ji−1(ti−1)

∥∥∥
ω

≤ ε Ji (i = 2, 3, . . . , K )

is a numerical error between two different approximate solutions, which is caused by the
Chebyshev interpolation. This is tiny error in general and easily computed by the form

∥∥∥ā Ji (ti−1)−ā Ji−1(ti−1)

∥∥∥
ω

=
∑

k∈FN

∣∣∣∣∣∣
ā Ji
0,k + 2

ni−1∑


=1

(−1)
ā Ji

,k −

⎛

⎝ā Ji−1
0,k + 2

ni−1−1∑


=1

ā Ji−1

,k

⎞

⎠

∣∣∣∣∣∣
ωk,

where ni denotes the size of Chebyshev coefficients on Ji .

5 Application to the Swift–Hohenberg Equation

In the following sections,we demonstrate some applications of our rigorous integrator. Firstly,
in this section, we provide a computational approach of proving the existence of global in
time solutions. We then apply the provided method for computer-assisted proofs of global
existence of solutions to initial value problems of the 3D/2D Swift–Hohenberg equation. We
combine the rigorous forward integration with explicit constructions of trapping regions to
prove global existence converging to asymptotically stable nontrivial equilibria. Secondly,
in the next section, the 2D Ohta–Kawasaki equation is considered to deal with derivatives of
the nonlinear term. All computations in this study were conducted on Windows 10, Intel(R)
Core(TM) i9-10900K CPU @ 3.70GHz using MATLAB R2022a with INTLAB - INTerval
LABoratory [44] version 11, which supports interval arithmetic. The code used to generate
the results presented in the following sections is freely available from [45].

5.1 Constructing Trapping Region

We propose a strategy to demonstrate global existence of (1.1) via the mechanism of conver-
gence towards an asymptotically stable equilibrium solution. We are specifically looking at
cases where the nonlinearity of (1.1) is of the form (2.3) with q = 0. We denote the vector
field of the infinite-dimensional system of ODEs (2.4) by

ȧ(t) = f (a)
def= La(t) + N (a). (5.1)

Assume the existence of an equilibrium solution ã ∈ 
1ω, that is

f (ã) = Lã + N (ã) = 0,

and assume that the Fréchet derivative Df (ã) is an invertible linear operator with real
eigenvalues. In addition, let G : 
1ω → 
1ω be defined by

G(h)
def= f (ã + h) − Df (ã)h, for h ∈ 
1ω, (5.2)

so that G(0) = f (ã) = 0 and DG(0) = Df (ã) − Df (ã) = 0 hold.
The following theorem asserts existence of the trapping region associated with the asymp-

totically stable equilibrium solution. Note that a similar argument was consider in [46]
to construct an attracting neighborhood in Fisher’s equation, which was combined with a
computer-assisted proof to prove global existence.
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Theorem 5.1 (Global existence via asymptotic convergence) Let ã ∈ 
1ω be an equilibrium
solution of (5.1). Assume that there exist C ≥ 1 and λ > 0 such that

‖eD f (ã)t‖B(
1ω) ≤ Ce−λt (5.3)

for all t > 0. Consider ε > 0 small enough so that

δ
def= λ − ε > 0. (5.4)

Since G(0) = 0 and DG(0) = 0, pick ρ > 0 (as large as possible) such that

‖G(φ)‖ω ≤ δ

C
‖φ‖ω, ∀φ ∈ 
1ω with ‖φ‖ω ≤ ρ. (5.5)

If

‖a(0) − ã‖ω ≤ ρ

C
,

then for all t > 0

‖a(t) − ã‖ω ≤ C‖a(0) − ã‖ωe
−εt ≤ ρe−εt .

More explicitly, if a(0) ∈ B ρ
C
(ã) ⊂ 
1ω, then the solution a(t) is bounded (it stays in B ρ

C
(ã)),

it exists globally in time and it satisfies

lim
t→∞ a(t) = ã.

Proof While the proof is standard in the theory of differential equations, we present it
here since it provides a computational procedure to show global existence and asymptotic
convergence.

Consider t > 0 and let h(t)
def= a(t) − ã. From (5.2), one gets that

ḣ(t) = ȧ(t) = f (a(t)) = f (h(t) + ã) = f (ã) + Df (ã)h(t) + G(h(t))

= Df (ã)h(t) + G(h(t)), (5.6)

with G(0) = 0 and DG(0) = 0. The variation of constants formula in h ∈ 
1ω for (5.6) yields

h(t) = eD f (ã)t h(0) +
∫ t

0
eD f (ã)(t−s)G(h(s))ds,

and therefore

‖h(t)‖ω ≤ ‖eD f (ã)t‖B(
1ω)‖h(0)‖ω +
∫ t

0
‖eD f (ã)(t−s)‖B(
1ω)‖G(h(s))‖ωds. (5.7)

Combining (5.3) and (5.7), one obtains

‖h(t)‖ω ≤ Ce−λt‖h(0)‖ω +
∫ t

0
Ce−λ(t−s)‖G(h(s))‖ωds. (5.8)

Now, as long as ‖h(s)‖ω ≤ ρ for s ∈ [0, t], then combining assumption (5.5) and (5.8) yields

‖h(t)‖ω ≤ Ce−λt‖h(0)‖ω +
∫ t

0
Ce−λ(t−s)‖G(h(s))‖ωds

≤ Ce−λt‖h(0)‖ω +
∫ t

0
δe−λ(t−s)‖h(s)‖ωds.
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Letting y(t)
def= eλt‖h(t)‖ω ≥ 0, one obtains from the last inequality that

y(t) ≤ C‖h(0)‖ω +
∫ t

0
δy(s)ds. (5.9)

Applying Gronwall’s inequality to (5.9)

y(t) = eλt‖h(t)‖ω ≤ C‖h(0)‖ωe
∫ t
0 δds = C‖h(0)‖ωe

δt

which implies that

‖h(t)‖ω ≤ C‖h(0)‖ωe
(δ−λ)t = C‖h(0)‖ωe

−εt . (5.10)

Observe that if ‖h(0)‖ω ≤ ρ/C , then (5.10) guarantees that ‖h(t)‖ω ≤ ρe−εt < ρ for all
t > 0. Going back to the original coordinates a(t) = h(t) + ã, then we conclude that

‖a(0) − ã‖ω ≤ ρ/C �⇒ ‖a(t) − ã‖ω ≤ ρe−εt < ρ for all t > 0.

��
Next, we provide an explicit procedure which will be used to conclude, via a successful

application of Theorem 5.1, that a solution exists globally in time and that it converges to an
asymptotically stable equilibrium solution.

Procedure 5.2 To study the asymptotic behaviour of solutions close to an asymptotically
stable equilibrium solution, perform the following steps rigorously:

(P1) Compute ã ∈ 
1ω such that f (ã) = 0;
(P2) Define G from (5.2);
(P3) Compute C > 0 and λ > 0 such that (5.3) holds;
(P4) Consider ε > 0 small enough (in fact the smaller the better) so that (5.4) holds;

(P5) Let δ
def= λ − ε > 0;

(P6) Compute ρ = ρ(δ,C) > 0 (as large as possible) such that (5.5) holds;
(P7) As we integrate equation (5.1), verify that ‖a(τ ) − ã‖ω ≤ ρ

C , for some τ ≥ 0;
(P8) From Theorem 5.1, conclude that a(t) stays in Bρ(ã) for all t ≥ τ (it is bounded), it

exists globally in time and it satisfies a(t) → ã as t → +∞.

If Procedure 5.2 is successfully applied, then as we perform the rigorous integration, we
verify if a(τ ) ∈ B ρ

C
(ã). If so, then the solution is trapped in the ball Bρ(ã) for all time t ≥ τ .

For this reason, we say that the set Bρ(ã) is a trapping region.

5.2 Semigroup Estimates

We will show how one get the constants C ≥ 1 and λ > 0 satisfying
∥∥∥eD f (ã)tφ

∥∥∥
ω

≤ Ce−λt‖φ‖ω,0, for all t > 0, φ ∈ 
1ω.

This corresponds to (P3) in Procedure 5.2. Since the equilibrium solution is asymptotically
stable, such λ > 0 is expected to always exit. Before presenting the computation of the
constants, we first need to construct an operator P , for which the column will be an approx-
imation of the eigenvectors of Df (ã). Let λ̄k (k ∈ FM ) be approximate eigenvalues of
the truncated matrix of Df (ã) with the size M = (M1, . . . , Md).1 These eigenvalues can

1 The truncation size M is determined appropriately later.
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be sorted in increasing order with respect to k. To present a decomposition of an infinite
dimensional operator, say A : 
1ω → 
1ω for example, into finite and tail parts, we denote a
finite truncation of the size M by A1 : 
1ω → C

N , where N = ∏d
i=1 Mi , and the tail part

by A∞ : 
1ω → 
1∞ = (Id − Π(M))
1ω, respectively. Let P1 be an invertible matrix whose
columns are numerical approximation of the eigenvectors corresponding to λ̄k. Then we set
an operator P and its inverse P−1 as

P =
[
P1 0
0 Id∞

]
, P−1 =

[
P−1
1 0
0 Id∞

]
.

Therefore, using these operators, we define the operator M
def= P−1Df (ã)P . Since P is an

approximation of the eigenvectors of Df (ã), and P−1 is the exact inverse of P , we can seeM
as being an approximate standard diagonalization of Df (ã). For this reason we will refer to
M as the pseudo-diagonalization of Df (ã). The motivation for the pseudo-diagonalization
is presented later in this section. We can rewrite M with the form

M = � + E , � =
[
�1 0
0 �∞

]
, E =

[
E 1
1 E∞

1
E 1∞ E∞∞

]
, (5.11)

where �1 = diag(λ̄k) (k ∈ FM ) and �∞ = diag(μk) (k /∈ FM ) are the finite/infinite
diagonal matrices, E 1

1 ∈ C
N×N contains numerical errors of diagonalization, E∞

1 : 
1∞ →
C

N , E 1∞ : CN → 
1∞, and E∞∞ : 
1∞ → 
1∞. More precisely,

E∞
1 = P−1

1 QDN1(ã), E 1∞ = QDN∞(ã)P1, E∞∞ = QDN∞(ã).

Using this notation, we get the bound

‖eD f (ã)t‖B(
1ω) = ‖ePMP−1t‖B(
1ω) ≤ ‖P‖B(
1ω)‖P−1‖B(
1ω)‖eMt‖B(
1ω). (5.12)

By construction of the operator P and P−1, the computation of ‖P‖B(
1ω) and ‖P−1‖B(
1ω)

are finite and given by

‖P‖B(
1ω) = max
(
‖P1‖B(
1ω), 1

)
and ‖P−1‖B(
1ω) = max

(
‖P−1

1 ‖B(
1ω), 1
)

.

The next step is to define the necessary conditions to use the following theorem.

Theorem 5.3 [47, Theorem B.1] Consider the linear operators M, �, E : C
N × 
1∞ →

C
N × 
1∞ defined in (5.11). We require � to be densely defined and E to be bounded.

Suppose that �1 is diagonal and that �∞ : 
1∞ → 
1∞ has a bounded inverse.
Let μ1, μ∞ > 0 such that for t > 0 and (φ1, φ∞) ∈ C

N × 
1∞ we have
∥∥e�1tφ1

∥∥
ω,0 ≤ e−μ1t‖φ1‖ω,0,

∥∥e�∞tφ∞
∥∥

ω,0 ≤ e−μ∞t‖φ∞‖ω,0.

Fix constants δa, δb, δc, δd > 0 satisfying

‖E 1
1 ‖B(
1ω) ≤ δa, ‖E∞

1 ‖B(
1ω) ≤ δb,

‖E 1∞‖B(
1ω) ≤ δc, ‖E∞∞ ‖B(
1ω) ≤ δd ,

and set

η
def=

∑

λ∈σ(�1)

1

μ∞ − δd − |λ|
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Assume the following inequalities hold

δd + sup
λk∈σ(�1)

|λk | < μ∞ and − μ∞ + δd + ηδbδc(1 + η2δbδc) ≤ −μ1. (5.13)

Then, we have the following estimates of semigroup generated by M:
∥∥∥eMtφ

∥∥∥
ω

≤ Cse
−λs t‖φ‖ω,0, φ ∈ 
1∞,

where

Cs
def= (1 + ηδb)

2(1 + ηδc)
2,

λs
def= μ1 − Csδa − ηδbδc

(
1 + η(2δb + δc) + η2δbδc(1 + ηδb)

)
.

Computing Cs and λs using interval arithmetic and combining them with (5.12) give us

‖eD f (ã)t‖B(
1ω) ≤ Ce−λt

where

C ≥ ‖P‖B(
1ω)‖P−1‖B(
1ω)Cs and λ ≤ λs .

It is worth mentioning that if we applied Theorem 5.3 directly to the operator ‖eD f (ã)t‖B(
1ω)

without pseudo-diagonalizing first, we would have λ < 0, and thus we would not have the
hypothesis needed for Theorem 5.1 to prove global existence. Also, the truncation size M
of the finite part of the pseudo-diagonalization is chosen such that the conditions (5.13) are
satisfied and such that λ > 0.

5.3 Computer-Assisted Proofs

Let us apply Procedure 5.2 to study global existence and asymptotic convergence of solu-
tions in the Swift–Hohenberg equation, which is introduced in [48] to describe the onset of
Rayleigh–Bénard convection

ut = σu − (1 + �)2u − u3 = ((σ − 1) − 2� − �2) u − u3, (5.14)

where σ ∈ R is a parameter. It is worthmentioning that several computer-assisted proofs have
been presented in the last twenty years to study the dynamics in (5.14), including constructive
proofs of steady states [40, 49–52], global dynamics [53], chaos [54, 55], stable manifold of
equilibria [47] and solutions to initial value problems in the one-dimensional case [34, 35].

Here, we impose the homogeneous Neumann boundary condition on 3D prism domain
[0, π/L1] × [0, π/L2] × [0, π/L3] with (L1, L2, L3) = (1, 1.1, 1.2) (resp. 2D rectangle
domain [0, π/L1] × [0, π/L2] with (L1, L2) = (1, 1.1)). Using the general notation (1.1),
λ0 = σ −1, λ1 = −2, λ2 = −1 and�pN (u) = −u3 (p = 0). In this case, the corresponding
differential equation (5.1) in the space of Fourier coefficients in 
1ω is given by

ȧ(t) = f (a)
def= La(t) − a(t)3,

where (La)k = (σ − (1− (kL)2)2)ak(= μkak) and the cubic term is the usual convolution
defined by

(a3)k
def= (a ∗ a ∗ a)k =

∑

k1+k2+k3=k
k1,k2,k3∈Zd

ak1ak2ak3 .
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For the part (P1) of Procedure 5.2, we use the tools of computer-assisted proofs for
equilibria of PDEs defined on 3D/2D domains with periodic boundary conditions (e.g. see
[40, 51, 56]) to compute ã ∈ 
1ω such that f (ã) = Lã − ã3. A brief introduction of such
tools is presented in Appendix D. For the part (P2), we note that for the Swift–Hohenberg
equation,

G(h) = f (ã + h) − Df (ã)h

= L(ã + h) − (ã + h)3 − (Lh − 3ã2 ∗ h)

= −3ã ∗ h2 − h3.

For the part (P3), the explicit construction of the constants C > 0 and λ > 0 satisfying
(5.3) is performed rigorously via Theorem 5.3 in Sect. 5.2. For the part (P4), fix ε = 10−16,

which is small enough so that δ
def= λ− ε > 0 (the part (P5)). For the part (P6), one must pick

ρ = ρ(δ,C) > 0 such that (5.5) hold. In our context, we use the Banach algebra structure
of 
1ω to reduce the verification of (P6) to

‖G(φ)‖ω = ‖ − 3ã ∗ φ2 − φ3‖ω ≤ 3‖ã‖ω‖φ‖2ω + ‖φ‖3ω ≤ δ

C
‖φ‖ω

for all φ ∈ 
1ω with ‖φ‖ω ≤ ρ. Assuming φ �= 0, the previous inequality boils down to verify
that

3‖ã‖ω‖φ‖ω + ‖φ‖2ω ≤ δ

C

for all φ ∈ 
1ω ‖φ‖ω ≤ ρ. A sufficient condition for this to hold is that

3‖ã‖ωρ + ρ2 ≤ δ

C
.

The largest positive ρ which satisfies this inequality is given by

ρ
def= 1

2

(
−3‖ã‖ω +

√
(3‖ã‖ω)2 + 4δ

C

)
= 3

2
‖ã‖ω

(√
1 + 4δ

9C‖ã‖2ω
− 1

)
> 0.

For the part (P7), we integrate (5.1) via themulti-step scheme introduced in Sect. 4 to prove
that ‖a(tK )− ã‖ω ≤ ρ

C holds for some tK ≥ 0. To perform this, we denoteNk(a) = −(a3)k
in (2.4). The Fréchet derivative ofN at ā is given by DN (ā)φ = −3

(
ā2 ∗ φ

) = −3(ā∗ā∗φ)

for φ ∈ 
1ω because of the fact

lim‖φ‖ω→0

‖N (ā + φ) − N (ā) − DN (ā)φ‖ω

‖φ‖ω

≤ lim‖φ‖ω→0

(
3‖ā‖ω‖φ‖ω + ‖φ‖2ω

) = 0.

Then the function g satisfying (2.12) is given by g(‖ψ‖ω) = 3‖ψ‖2ω for ψ ∈ 
1ω. If we
take ψ = ā(t) for a fixed t , this g can also be expressed as g(‖ā(t)‖ω) = 3‖ā2(t)‖ω. This
is because that ā2(t) is finite-dimensional sequence in the Fourier dimensions. In addition,
ā(t) ∈ 
∞

ω−1 holds from its finiteness. From Lemma B.2, if we set c = c(∞) ∈ 
1ω and

a = ā2(t) ∈ 
∞
ω−1 in (B.2), it follows that

∣∣∣
(
ā2(t) ∗ c(∞)

)

k

∣∣∣ ≤
(

max|�|∈Fk+2N−1\Fm
∣∣ā2k−�(t)

∣∣ω−1
|�|
)

‖c(∞)‖ω,
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where N is the size of the Fourier dimension of ā. Let

�k
(
ā2(t)

) def= max|�|∈Fk+2N−1\Fm
∣∣ā2k−�(t)

∣∣ω−1
|�| .

Using this notation, it follows from (3.3) that
∥∥∥Π(m)DN (ā(t))c(∞)

∥∥∥
ω

= 3
∑

k∈Fm

∣∣∣
(
ā2(t) ∗ c(∞)

)

k

∣∣∣ωk

≤ 3 sup
t∈J

∑

k∈Fm

�k
(
ā2(t)

)
ωk‖c(∞)‖ω.

Therefore, the constant E J
m,∞ satisfying (3.15) is given by

E J
m,∞ = 3

2(n−1)∑


=0

∑

k∈Fm

∣∣�
,k
(
ā2
)∣∣ωk,

where �
,k
(
ā2
)
denotes the Chebyshev coefficients of �k

(
ā2(t)

)
. Similarly, we have for

k /∈ Fm
(
ā2(t) ∗ c(m)

)

k
=

∑

k1+k2=k
|k1|∈F2N−1

\F1, |k2|∈Fm

(
ā2(t)

)
k1
ck2 .

To get the E J∞,m bound satisfying (3.16), we have from the Banach algebra property
∥∥∥(Id − Π(m))DN (ā(t))c(m)

∥∥∥
ω

= 3
∑

k/∈Fm

∣∣∣
(
ā2(t)c(m)

)

k

∣∣∣ωk

= 3
∑

k/∈Fm

∣∣∣∣∣∣∣∣

∑

k1+k2=k
|k1|∈F2N−1\F1, |k2|∈Fm

(
ā2(t)

)
k1
ck2

∣∣∣∣∣∣∣∣
ωk

≤ 3

⎛

⎝
∑

k∈F2N−1\F1

∣∣(ā2(t)
)
k

∣∣ωk

⎞

⎠ ‖c(m)‖ω.

Hence, we obtain E J∞,m in (3.16) as

E J∞,m = 3
2(n−1)∑


=0

∑

k∈F2N−1\F1

∣∣∣
(
ā2
)

,k

∣∣∣ωk,

where
(
ā2
)

,k also denotes the Chebyshev coefficients of

(
ā2(t)

)
k. Finally, recalling Remark

3.16, we have Lā(�) = 3� (2‖ā‖X + �) in Theorem 3.15.
Our integrator based on Theorem 4.3 proves that there exists a solution of Swift–

Hohenberg equation (5.14) in BK (ā, �0) defined in (4.8). Then we rigorously compute the
error bound at the end point, say �K , by (4.12). We verify that the solution is in the trapping
region via the following inequality:

‖aJK (tK ) − ã‖ω ≤ ‖aJK (tK ) − ā JK (tK )‖ω + ‖ā JK (tK ) − ã‖ω

≤ �K + ‖ā JK (tK ) − ã‖ω ≤ ρ

C
.
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The second term in the last inequality is rigorously computable via the result of computer-
assisted proofs for the equiliubrium based on interval arithmetic. Consequently, if the last
inequality holds, thenwe have a computer-assisted proof of global existence of the solution to
Swift–Hohenberg equation (5.14) for the part (P8). We note that, while the global existence
of solutions of the Swift–Hohenberg equation is already established, our numerical integrator
enables us to begin with any initial condition far from equilibrium, without prior knowledge
of the equilibrium towhich it will converge.Moreover, ourmethod is not restricted to gradient
systems and could potentially be applied to more complex problems.

5.3.1 3D Swift–Hohenberg Equation

From now on, we fix σ = 0.04 in the 3D case of (5.14). We set N = (4, 4, 4) for the size
of Fourier and m = (2, 1, 1) for the Fourier projection to obtain the solution map shown in
Sect. 3.1. We also set νF = 1 for the 
1ω norm. As shown in Fig. 1f, we have a stable (stripe
pattern) equilibrium of Swift–Hohenberg equation (5.14) via the tools of computer-assisted
proofs. The explicit construction of the constants C and λ introduced in Sect. 5.2 yields that
C = 1.0216 and λ = 0.0799 for the part (P3). The largest positive ρ defined in Sect. 5.3 is
obtained as ρ = 0.0988 (the part (P6)). Therefore, our target neighborhood of the equilibrium
is ρ/C = 0.0967.

The initial data is set as

u0(x) =
∑

k≥0

αkϕk cos(k1L1x1) cos(k2L2x2) cos(k3L3x3)

with

ϕk =
{

−0.005, k = (1, 0, 0), (0, 1, 0), (0, 0, 1)

0, otherwise
.

Setting τi = 0.25, our rigorous integrator proves that the solution of the IVP of (5.14) exists
at least to tK = 71.75 (K = 287). The resulting error bound �0 via Theorem 4.3 is given by

sup
t∈(0,71.75]

‖a(t) − ā(t)‖ω ≤ 4.7241 · 10−6 = �0.

In this case we also obtain �K = 4.7241 · 10−6. The value of �K + ‖ā JK (tK ) − ã‖ω is
bounded by 0.0962, which is less than ρ/C . Hence, for the part (P8), the proof of global
existence of the solution to the Swift–Hohenberg equation (5.14) is completed.

Several profiles of the solution are presented in Fig. 1, demonstrating that the evolution-
ary behavior of the solution undergoes significant changes within the 3D prism domain.
We believe that such a capability to visualize the solution’s evolution in a higher domain,
underpinned by mathematical proof, provides a new perspective of pattern dynamics.

5.3.2 2D Swift–Hohenberg Equation

Next let us consider the 2D case of Swift–Hohenberg equation (5.14). The parameter is fixed
as σ = 3. Computational parameters are set by N = (12, 12), m = (3, 3), νF = 1.0. Our
tool of computer-assisted proofs obtains two stable equilibria of Swift–Hohenberg equation
(5.14) shown in Fig. 2. Both equilibria are asymptotically stable. We apply the provided
approach of computer-assisted proofs for existence of global in time solutions.
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Fig. 1 The profiles of solution to the 3D Swift–Hohenberg: From the initial data (a), our integrator proves the
existence of solution locally in time. After i (i = 25, 100, 150, . . . ) steps, the time evolution of solution profile
is fully changed in the 3D prism domain. Consequently, after 287 steps, we verified that the exact solution
enclosure is in the trapping region in the part (P7) of Procedure 5.2. Therefore, we proved that there exists a
global in time solution from the initial data (a) to the stripe pattern equilibrium (f)

Stripe pattern equilibrium. The constants C and λ are determined by C = 2.7295 and
λ = 1.9406, respectively. The largest positive value of ρ introduced in Sect. 5.3 is identified
as ρ = 0.1138. This leads the radius of our target neighborhood near the equilibrium solution,
given as ρ/C = 0.0416. The initial data u0(x) we used here is plotted in Fig. 3a. Using
the provided integrator, we achieve a rigorous inclusion of the solution for the IVP up to
tK = 1.4141 (where K = 181), by setting τi = 7.8125 · 10−3 (i = 1, 2, . . . , K ) uniformly
for each step.

The resulting error bound �0 is given by

sup
t∈(0,1.4141]

‖a(t) − ā(t)‖ω ≤ 2.9081 · 10−6 = �0.
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Fig. 2 Profiles of two stable equilibria of the 2D Swift–Hohenberg equation: a Stripe pattern equilibrium
solution ũ1(x) and b spot pattern equilibrium solution ũ2(x)

Fig. 3 The initial data u0(x) and the difference between the stable stripe pattern equilibrium solution ũ1(x)
and u0(x): to demonstrate computer-assisted proofs for global existence beyond the neighborhood of the
equilibrium solution, our integrator is essential for capturing variations in the solution profile

The�K bound is obtained by�K = 2.6919·10−6. Recalling the part (P7) of Procedure 5.2, the
value of �K +‖ā JK (tK )− ã‖ω is bounded by 0.0414. This is definitely less than ρ/C . There-
fore, we have a computer-assisted proof of global existence of the solution asymptotically
converging to the stripe pettern equilibrium solution plotted in Fig. 2a.

As shown in Fig. 3b, there is a substantial difference between the equilibrium solution
ũ1(x) and the initial data u0(x) in this case. Consequently, our rigorous integrator plays
a crucial role in providing computer-assisted proofs for the global existence of solutions
originating from initial data, particularly those distant from the neighborhood of equilibria.
Spot pattern equilibrium. Let us consider another solution converging to the spot pattern
equilibrium solution in Fig. 2b. In this case, the values of C and λ are determined to be
C = 6.7813 and λ = 0.3505, respectively. The largest positive ρ is found to be ρ = 0.0046.
Consequently, these values lead to a radius of the target neighborhood around the equilibrium,
calculated as ρ/C = 6.746 · 10−4. The initial data, denoted by u0(x), is plotted in Fig. 4a,
which is slightly close to the target equilibrium solution. Nevertheless, the integrator helps
us to propagate the rigorous inclusion of the solution into the trapping region. In other words,
without the integrator, the global existence of the solution cannot be proved. The integration
is carried out until tK = 0.375 (with K = 12), setting τi = 3.125 · 10−2 (i = 1, 2, . . . , K ).
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Fig. 4 The initial data u0(x) and the difference between the stable spot pattern equilibrium solution ũ2(x) and
u0(x): the initial data is close to the equilibrium solution but it is still out of the trapping region. Our integrator
is necessary to bring the rigorous inclusion of the solution into the trapping region

The error bound �0 in Theorem 4.3 is obtained by

sup
t∈(0,0.375]

‖a(t) − ā(t)‖ω ≤ 1.2099 · 10−6 = �0.

The �K bound is �K = 9.6731 ·10−7. Then the value of �K +‖ā JK (tK )− ã‖ω is bounded by
6.669 · 10−4. This value is less than ρ/C . From Theorem 5.1, there exists a solution globally
in time, which converges to the spot pattern equilibrium solution.

A notable aspect of this result is that the global existence of the solution has only been
proved for initial values close to the equilibrium solution. The reason is the exceptionally
small trapping region required for proving global existence, which is related to the stability
of this equilibrium solution. In other words, this equilibrium solution has a slow stable
manifold, and on such a slow manifold the rigorous integrator is difficult to succeed for a
long time period. To successfully demonstrate computer-assisted proofs for global existence
from initial values further from the equilibrium, it is necessary to progressively adjust the step
size τi of each time step. Or the accuracy of the approximate solution needs to be improved,
which leads to smaller bounds δ Ji and ε Ji in Theorem 4.3. These improvements should be
positioned as future works.

6 Application to the Ohta–Kawasaki Equation

In this section, as the second application of the provided integrator, we consider the 2D
Ohta–Kawasaki equation

ut = −�
(
ε2�u + u − u3

)− σ(u − m) (6.1)

which is a nonlinear PDE used in the study of microphase separation in diblock copolymers,
and which is pivotal in material science for predicting and understanding the self-organizing
structures in soft condensedmatter systems. Developed byOhta andKawasaki [57], it models
the complex pattern formation in polymer blends, driven by the balance between entropic
effects and chemical incompatibility. Note that the Ohta–Kawasaki equation (6.1) has been
studied recentlywith the tools of rigorous numerics, including constructive computer-assisted
proofs of existence of steady states [14, 56, 58, 59] and connecting orbits [60].
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In this paper, we set ε = 0.4, σ = 1, m = 0 (the average of solution, i.e., 1
|�|
∫
�
u(x)dx)

and consider the equation (6.1) under the homogeneous Neumann boundary condition on
the 2D rectangle domain [0, π/L1] × [0, π/L2] with (L1, L2) = (1, 1.1). We note that the
average of solution denoted by m is conserved for any time. In other words, the zero mode
of the Fourier coefficient is fixed as m = 0 in this example. Using the general notation (1.1),
λ0 = −σ , λ1 = −1, λ2 = −ε2 and �pN (u) = �(u3) (that is p = 1 and N (u) = u3). The
corresponding ODEs (2.4) for the time-dependent Fourier coefficients is given by

ȧk(t) = (−σ + (kL)2 − ε2(kL)4
)
ak(t) − (kL)2(a(t)3)k.

Setting μk = −σ + (kL)2 − ε2(kL)4, q = 2p = 2, and Nk(a) = (a3)k in the framework,
we integrate (2.4) via the multi-step scheme in Sect. 4 until some tK ≥ 0.

Unlike the earlier Swift–Hohenberg cases, achieving rigorous integration of the Ohta–
Kawasaki equation for long time tK is challenging. This difficulty primarily arises from
the wrapping effect encountered in rigorous forward-time integration, which stems from the
overestimation of several bounds presented in Sect. 3. Therefore, for successful integration
up to a large tK , it is essential to carefully choose the time steps Ji as defined in Sect. 4.
In other words, a meticulous partitioning of the time interval [0, tK ] allows for long-time
integration. Thus, we employed an “adaptive” procedure based on the error bound at the
end point of each time step, as introduced in Sect. 4.2. The step sizes τi of time steps are
automatically adjusted to ensure that the ratio of the error bound at t = ti−1 to the one at
t = ti (i = 1, 2, . . . , K ) does not exceed a predetermined threshold, set in this case to 1.2.

Note that while this “adaptive” procedure is similar to the time-stepping method, the
resulting validated error bound is obtained all at once over the entire time interval [0, tK ].
This approach corresponds to the multi-step method introduced in Sect. 4, rather than the
standard step-by-step procedure.

The Fréchet derivative of N at ā is the same as that of Swift–Hohenberg, given by
DN (ā)φ = 3

(
ā2 ∗ φ

)
for φ ∈ 
1ω. Accordingly, the function g satisfying (2.12) is also

the same. As a result, E J
m,∞ and E J∞,m bounds and Lā(�) = 3� (2‖ā‖X + �) in Theorem

3.15 are equal to those previously determined. The main difference from the case of the
Swift–Hohenberg equation in the previous section is the derivative at the nonlinear term. We
set νF = 1.001, γ = 0.5, and ξ = 0.8 in Sect. 3.1. The other computational parameters are
determined by N = (12, 12) and m = (3, 3).

6.1 Computer-Assisted Proofs

We consider two initial data, whose time evolutionary solution profiles go to different
stationary states as shown in Fig. 5. Such two initial datum are given by the form

ui0(x) =
∑

k≥0

αk(ϕ
i )k cos(k1L1x1) cos(k2L2x2), i = 1, 2

with

(ϕ1)k =

⎧
⎪⎨

⎪⎩

0.002, k = (2, 0)

0.02, k = (0, 1)

0, otherwise

, (ϕ2)k =

⎧
⎪⎨

⎪⎩

−0.02, k = (1, 0)

0.001, k = (1, 1)

0, otherwise

. (6.2)

Stripe pattern state. Set the initial data as ϕ1 in (6.2). We chose the step size τi at each time
step Ji , as illustrated in Fig. 6a. Resulting computer-assisted proof assures that the solution
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Fig. 5 Two stationary states of the 2D Ohta–Kawasaki equation (6.1): From the different initial data ϕi

(i = 1, 2) in (6.2), the solution profile changes to each stationary state. Such an asymptotic dynamics of (6.1)
is determined by the parameters ε and m (see, e.g., [58, 59] for more details)

of the IVP of (6.1) exists at least to tK = 8.4666 (K = 194). The rigorous error bound �0
via Theorem 4.3 satisfies

sup
t∈(0,8.4666]

‖a(t) − ā(t)‖ω ≤ 1.2994 = �0.

We also have �K = 1.2838.
The results shown in Fig. 6a and c indicate that after about 100 steps, while using a

smaller step size helps to control the increasing error bound to some extent, such error bound
becomes larger and more difficult to handle. Eventually, this error escalation makes the
hypothesis of Theorem4.3 unverifiable. However, our resultmarks the first implementation of
rigorous integrationmethod for time-dependent PDEs in higher spatial dimensions, including
nonlinear termswith derivatives.We believe that thismethod constitutes a significant advance
in the methodology of rigorous forward integration for PDEs and demonstrates satisfactory
performance as a rigorous integrator.
Spot pattern state. Setting the initial data as ϕ2 in (6.2), the choice of the step size is
displayed in Fig. 6b. Computer-assisted proofs verifying the existence of a solution for the
IVP of (6.1) succeeded up to tK = 9.0577 (with K = 216). The rigorous error bound �0, as
in Theorem 4.3, is confirmed to satisfy the following inequality:

sup
t∈(0,9.0577]

‖a(t) − ā(t)‖ω ≤ 2.0778 = �0,

Notably, �K at the final step is obtained as 2.0647.
Figure6c also shows the escalation of the error bounds, due to the wrapping effect. In

this case, the error bound is slightly smaller than that of the previous (stripe pattern) case,
indicating the success of the integrator over more multiple time steps. To achieve successful
long-time rigorous integration, it is necessary either to make the step size more reasonable,
as discussed at the end of Sect. 5.3.2, or to reduce the defects at each time step.

We conclude this section by mentioning that while it would be natural to consider a
computer-assisted proof for global existence in the Ohta–Kawasaki equation, as was done in
Sect. 5 for Swift–Hohenberg, this would require introducing a nontrivial construction for the
trapping region (as the one used in the paper [30, 31]), and therefore we do not follow this
path here.
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(a) Resulting step size τi (up to K = 194) to the stripe pattern.

(b) Resulting step size τi (up to K = 216) to the spot pattern.

(c) Error bounds �0 on [0, t]: Blue/red presents the case of stripe/spot pattern, respectively.

Fig. 6 Computational results of rigorous integration for the Ohta–Kawasaki equation (6.1): Results of the
adjusted step size are shown in a, b. In both cases, the initial step size was set to τ1 = 0.0625. After about
100 time steps, smaller step sizes were chosen to control the wrapping effect of the rigorous enclosure. This
wrapping effect arises from an overestimation of the uniform bounds for the evolution operator presented in
Sect. 3.1. By using Theorem 4.3, the rigorous error bound displayed in c was obtained all at once over the
entire interval [0, t]. Note that these results were not obtained using a step-by-step procedure
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Conclusion

In this paper, we have developed a general constructivemethod to compute solutions for IVPs
of semilinear parabolic PDEs. Our approach combines the principles of semigroup theory
with the practicality of computer-assisted proofs. A feature of our approach over the ordinary
mathematical-analytic approach is the Fourier–Chebyshev series expansion, which derives
a numerical candidate for the solution, thereby enhancing computational accessibility and
feasibility. We have constructed a two-component zero-finding problem as a direct derivation
from the original PDEs. To bring in the fixed-point argument, we have introduced a Newton-
like operator at the numerically approximated solution. Central to our approach is the use of
the evolution operator, which is the solution map for linearized equations at the numerical
approximation. By inverting the linearized operator “by hand”, the Newton-like operator
is effectively derived in a more direct way. The existence and local uniqueness of the fixed
point of theNewton-like operator, togetherwith its rigorously determined bounds, provide the
rigorous inclusion of the solution to the IVPs. Computer-assisted proof is done by numerically
verifying the hypothesis of the contraction mapping via interval arithmetic.

We have further generalized our approach to amulti-step scheme that extends the existence
timeof solutions to IVPs.This involves considering a coupled systemof the zero-findingprob-
lem over multiple time steps, where the Newton-like operator at numerically approximated
solution is derived by constructing the inverse of the linearized operator. By numerically
validating the hypothesis that the Newton-like operator becomes the contraction map, we
obtain a rigorous inclusion of the solution over these multiple time steps. This multi-step
approach should enhance the applicability of our approach not only for IVPs but also for
boundary value problems in time, which is the subject of future studies.

Constructing the trapping region based on the mechanism of convergence towards asymp-
totically stable equilibria, we have also presented proofs of global existence of solutions to
three-dimensional PDEs (Swift–Hohenberg) converging to a nontrivial equilibrium. This is
the first instance of CAPs being applied to global existence of solutions to 3D PDEs, offering
a new perspective in the field. Moreover, our integrator has been applied to the 2D Ohta–
Kawasaki equation, dealing with derivatives in the nonlinear terms. The multi-step scheme,
togetherwith the smoothing property of the evolution operator, has allowed for some effective
control of the wrapping effect, and long-time rigorous forward integration has been success-
fully achieved. Our study not only contributes to the theoretical aspects of these equations but
also provides practical tools and methods for computer-assisted proofs for their resolutions,
opening new avenues for study and application in the field of computer-assisted proofs.

We conclude this paper by highlighting several potential extensions of our rigorous inte-
grator. First, our approach provides a cost-effective way to implement computer-assisted
proofs for multi-steps. This aspect is particularly noteworthy because it allows the linearized
problems to be solved independently and a priori at each time step, making the process
naturally parallelizable and keeping the computational cost additive rather than multiplica-
tive. In other words, the manual inversion of the linearized operator, a critical part of our
approach, significantly reduces the computational complexity by avoiding the inversion of
large finite-dimensional matrices. We believe this feature could be beneficial in studying
boundary value problems over time (such as periodic orbits and connecting orbits), which is
a topic for exploration in future research.

Second, exploring beyond the spatial domain assumption (rectangular domain) is an inter-
esting direction of this study. For example, it is worth considering the potential of extending
computer-assisted proofs to the time-dependent PDEs onmore complicated domains, such as
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disks/spheres, etc. This would require suitable basis functions to approximate solutions satis-
fying boundary conditions. For effective computer-assisted proofs, the property of geometric
decay for the coefficients of the series expansion (such as Fourier/Chebyshev) is desirable,
and the property of Banach algebra for discrete convolutions is useful for handling function
products.

Finally, a challenging application of our approach lies in addressing the incompressible
3D Navier–Stokes equation on the domain T

3. Here, we could use the Fourier setting of
the vector fields as described in [15] to construct the associated infinite-dimensional ODEs.
One could also obtain a trapping region of the solution asymptotic to the stable equilibrium
(zero) solution. Achieving computer-assisted proofs for such complex equations is one of
the ultimate goals in this line of research.

Appendix A: Chebyshev Interpolation for the Integrator

In this appendix, we briefly explain how one constructs an approximate solution(
ā(N)
k (t)

)

k∈FN
in (2.6) using Chebyshev polynomials of the first kind defined by

T
(t)
def= cos(
θ), θ = arccos(t), 
 ≥ 0.

The Chebyshev polynomial expansion is called Fourier cosine series in disguise [61], that
is, the change of variables by t = cos θ makes both series expansions equivalent. We recall
the approximate solution ā(N) in (2.6) denoted by

ā(N)
k (t) = ā0,k + 2

n−1∑


=1

ā
,kT
(t).

Here the Chebyshev coefficients (ā
,k) 
<n,
k∈FN

are represented by the d+1 dimensional (finite)

tensor. To get such Chebyshev coefficients by numerics, we use the form

ā(N)
k (t) = ā0,k + 2

n−1∑


=1

ā
,kT
(t)

= ā0,k + 2
n−1∑


=1

ā
,k cos(
θ)

=
∑

|
|<n

ā
,ke
i
θ (with the cosine symmetry: ā−
,k = ā
,k).

The coefficients can be computed via the FFT algorithm using the form

ā
,k = 1

2n − 2

2n−3∑

j=0

ā(N)
k (t j )e

−π i 
 j
n−1 , |
| < n, k ∈ FN ,

where t j is the Chebyshev points (of the second kind) of the n th order Chebyshev polynomial

defined by t j
def= cos

(
π j
n−1

)
.

Practically, we numerically compute the solution ā(N)
k (t) of the truncated system (2.5) by

a certain numerical integrator (e.g., MATLAB’s ode113/ode15s or exponential integrator
etdrk4 [62]). Then we evaluate the function value of ā(N)

k at t j and transform these values
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into the Chebyshev coefficients via the FFT. To fix the size n, we use a truncation method
proposed in [62] to chop the Chebyshev series by an appropriate size. Using the explicit
construction of the Chebyshev coefficients described above, one can define the coefficients
of the approximate solution ā in (2.6) and rigorously compute the ε and δ bounds described
in Sect. 3.2.

Appendix B: Functional Analytic Background

Let us define another sequence space as


∞
ω−1

def=
{
a = (ak)k≥0 : ak ∈ C, ‖a‖∞,ω−1

def= sup
k≥0

|ak|ω−1
k < +∞

}
. (B.1)

It easily sees that this space is isometrically isomorphism to the dual space of 
1ω defined
in (2.8), that is

(

1ω
)∗ = 
∞

ω−1 . This fact is an analogy of the relation between the classical
ell-one space and ell-infinity space.

Lemma B.1 Suppose that c ∈ 
1ω and a ∈ 
∞
ω−1 . Then

∣∣∣∣∣∣

∑

k≥0

akck

∣∣∣∣∣∣
≤ ‖a‖∞,ω−1‖c‖ω.

Proof For a ∈ 
∞
ω−1 and k ≥ 0 it follows from the definition of the weighted supremum norm

in (B.1) that

|ak|
ωk

≤ ‖a‖∞,ω−1 .

Therefore, we have
∣∣∣∣∣∣

∑

k≥0

akck

∣∣∣∣∣∣
=
∑

k≥0

|ck||ak|

≤
∑

k≥0

(‖a‖∞,ω−1ωk
) |ck|

= ‖a‖∞,ω−1‖c‖ω.

��

Using Lemma B.1, we have an estimate of the discrete convolution defined in (2.10) for
c ∈ 
1ω and a ∈ 
∞

ω−1 .

Lemma B.2 Suppose that c ∈ 
1ω and a ∈ 
∞
ω−1 . Then

|(a ∗ c)k| ≤ max

{
|ak|, sup

|k′|/∈F1

∣∣ak−k′
∣∣ω−1

|k′|

}
‖c‖ω (B.2)

holds for k ≥ 0.

Proof For k ≥ 0, it follows from (2.10) and Lemma B.1 that
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|(a ∗ c)k| =
∣∣∣∣∣∣

∑

k′∈Zd

ak−k′ck′

∣∣∣∣∣∣

≤ |ak||c0| +
∑

|k′|/∈F1

∣∣ak−k′
∣∣ ∣∣ck′

∣∣

≤ max

{
|ak|, sup

|k′|/∈F1

∣∣ak−k1

∣∣ω−1
|k′|

}
‖c‖ω.

��

Appendix C: Proof of Corollary 3.4 and Each Bound

Lemma C.1 Under the same assumption of Theorem 3.9, the unique solution of

c(∞)(t) = eL∞(t−s)φ(∞) +
∫ t

s
eL∞(t−r)(Id − Π(m))QDN (ā(r))c(∞)(r)dr (C.1)

exists for all φ ∈ 
1ω. Then the following estimate of the evolution operator Ū
(∞)(t, s) holds

∥∥∥Ū (∞)(t, s)φ(∞)
∥∥∥

ω
≤ W (∞)(t, s)

∥∥∥φ(∞)
∥∥∥

ω
, ∀φ ∈ 
1ω,

where W (∞)(t, s) is defined by

W (∞)(t, s)
def= e−(1−ξ)|μ∗|(t−s)+C∞g(‖ā‖)(t−s)1−γ /(1−γ ). (C.2)

Proof From Theorem 3.9, the unique solution of (C.1) exists and it yields that

‖c(∞)(t)‖ω ≤ e−|μ∗|(t−s)‖φ(∞)‖ω +
∫ t

s
C∞(t − r)−γ e−(1−ξ)|μ∗|(t−r)g(r)‖c(∞)(r)‖ωdr ,

where g(r) is the same as that in the proof in Theorem 3.9. Letting

y(t)
def= e(1−ξ)|μ∗|(t−s)‖c(∞)(t)‖ω, it follows that

y(t) ≤ e−ξ |μ∗|(t−s)‖φ(∞)‖ω + C∞
∫ t

s
(t − r)−γ g(r)y(r)dr .

From the Gronwall’s inequality we have

y(t) ≤ ‖φ(∞)‖ω exp

(
C∞

∫ t

s
(t − r)−γ g(r)dr

)
.

This directly yields the bound (C.2). ��
Lemma C.2 Letting

ι = (1 − ξ)|μ∗|, ϑ̃ = C∞g(‖ā‖)
1 − γ

, ϑ = C∞g(‖ā‖)B(1 − γ, 1 − γ ),

rewrite W (∞)(t, s) in (C.2) and W (∞)
q (t, s) in (3.45) as e−ι(t−s)+ϑ̃(t−s)1−γ

and C∞(t −
s)−γ e−ι(t−s)+ϑ(t−s)1−γ

, respectively. Define the constants WSJ∞ > 0, W
SJ
∞ ≥ 0, W

′SJ
∞,q ≥ 0,

W
′SJ

∞,q ≥ 0 as
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WSJ∞
def= eϑ̃τ 1−γ

W
SJ
∞

def=
(
1 − e−ιτ

ι

)
eϑ̃τ 1−γ

W
′SJ
∞,q

def=
(

τ 1−γ

1 − γ

)
C∞eϑτ 1−γ

W
′SJ

∞,q
def= τ 2−γ

(1 − γ )(2 − γ )
C∞eϑτ 1−γ

(C.3)

respectively. Then these bounds obey the inequalities (3.24), (3.25), (3.26), and (3.27).

Proof First, it follows from (C.2) that

sup
(t,s)∈SJ

W (∞)(t, s) = sup
(t,s)∈SJ

e−ι(t−s)+ϑ̃(t−s)1−γ ≤ eϑ̃τ 1−γ = WSJ∞ .

Second, we note that

sup
(t,s)∈SJ

∫ t

s
W (∞)(r , s)dr = sup

(t,s)∈SJ

∫ t

s
e−ι(r−s)+ϑ̃(r−s)1−γ

dr

≤ sup
(t,s)∈SJ

eϑ̃(t−s)1−γ

∫ t

s
e−ι(r−s)dr

≤ sup
(t,s)∈SJ

eϑ̃(t−s)1−γ

(
1 − e−ι(t−s)

ι

)
≤ W

SJ
∞

and that

sup
(t,s)∈SJ

∫ t

s
W (∞)

q (t, r)dr = sup
(t,s)∈SJ

∫ t

s
C∞(t − r)−γ e−ι(t−r)+ϑ(t−r)1−γ

dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ

∫ t

s
(t − r)−γ e−ι(t−r)dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ (t − s)1−γ

1 − γ
≤ W

′SJ
∞,q .

Third, note that

sup
(t,s)∈SJ

∫ t

s

∫ r

s
W (∞)

q (r , σ )dσdr = sup
(t,s)∈SJ

∫ t

s

∫ r

s
C∞(r − σ)−γ e−ι(r−σ)+ϑ(r−σ)1−γ

dσdr

≤ C∞ sup
(t,s)∈SJ

∫ t

s
eϑ(r−s)1−γ

∫ r

s
(r − σ)−γ e−ι(r−σ)dσdr

≤ C∞ sup
(t,s)∈SJ

∫ t

s
eϑ(r−s)1−γ (r − s)1−γ

1 − γ
dr

≤ C∞
1 − γ

sup
(t,s)∈SJ

eϑ(t−s)1−γ (t − s)2−γ

2 − γ
≤ W

′SJ

∞,q .

Finally, we have

sup
(t,s)∈SJ

∫ t

s
W (∞)

q (t, r)(r − s)dr = sup
(t,s)∈SJ

∫ t

s
C∞(t − r)−γ e−ι(t−r)+ϑ(t−r)1−γ

(r − s)dr
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≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ

∫ t

s
(t − r)−γ (r − s)dr

≤ C∞ sup
(t,s)∈SJ

eϑ(t−s)1−γ (t − s)2−γ

(1 − γ )(2 − γ )
≤ W

′SJ

∞,q .

��

Proof of Corollary 3.4 Taking the 
1ω norm of b(t), it follows from (3.10), (3.15), (3.16) and
(3.23) that

‖b(m)(t)‖ω ≤ WSJ
m,0‖φ(m)‖ω + WSJ

m,qE J
m,∞

∫ t

s
‖b(∞)(r)‖ωdr

‖b(∞)(t)‖ω ≤ W (∞)(t, s)‖φ(∞)‖ω + E J∞,m

∫ t

s
W (∞)

q (t, r)‖b(m)(r)‖ωdr .

Plugging each estimate in the other one, we obtain
∥∥∥b(m)(t)

∥∥∥
ω

≤ WSJ
m,0‖φ(m)‖ω

+ WSJ
m,qE J

m,∞
∫ t

s

(
W (∞)(r , s)‖φ(∞)‖ω + E J∞,m

∫ r

s
W (∞)

q (r , σ )‖b(m)(σ )‖ωdσ

)
dr

≤ WSJ
m,0‖φ(m)‖ω + WSJ

m,qW
SJ
∞ E J

m,∞‖φ(∞)‖ω + WSJ
m,qW

′SJ

∞,qE J
m,∞E J∞,m‖b(m)‖

and

‖b(∞)(t)‖ω ≤ W (∞)(t, s)‖φ(∞)‖ω

+ E J∞,m

∫ t

s
W (∞)

q (t, r)

(
WSJ

m,0‖φ(m)‖ω + WSJ
m,qE J

m,∞
∫ r

s
‖b(∞)(σ )‖ωdσ

)
dr

≤ W (∞)(t, s)‖φ(∞)‖ω + WSJ
m,0W

′SJ
∞,qE J∞,m‖φ(m)‖ω + WSJ

m,qW
′SJ

∞,qE J
m,∞E J∞,m‖b(∞)‖.

Since κ̃ = 1−WSJ
m,qW

′SJ

∞,qE J
m,∞C∞ > 0 holds from the sufficient condition of Theorem 3.2,

we have

‖b(m)‖ ≤ WSJ
m,0‖φ(m)‖ω + WSJ

m,qW
SJ
∞ E J

m,∞‖φ(∞)‖ω

κ̃

‖b(∞)‖ ≤ WSJ∞ ‖φ(∞)‖ω + WSJ
m,0W

′SJ
∞,qE J∞,m‖φ(m)‖ω

κ̃
.

Therefore, it follows that

‖b‖ ≤ ‖b(m)‖ + ‖b(∞)‖

= κ̃−1

∥∥∥∥∥

(
WSJ

m,0 WSJ
m,qW

SJ
∞ E J

m,∞
WSJ

m,0W
′SJ
∞,qC∞ WSJ∞

)(∥∥ψ(m)
∥∥

ω∥∥ψ(∞)
∥∥

ω

)∥∥∥∥∥
1

≤ WSJ ‖ψ‖ω.

��
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Appendix D: Computer-Assisted Proofs for the Equilibria Problems in
Swift–Hohenberg

From (2.4), it is easy to see that the Chebyshev expansion of the equilibrium correspond to
the solution of the zero finding problem:

Fk(a) = μkak + Nk(a).

To prove the existence of a solution, we will used a Newton–Kantorovich argument by using
the following Theorem.

Theorem D.1 Let X and Y be Banach spaces and F : X → Y be a Fréchet differentiable
mapping. Suppose x̄ ∈ X, A† ∈ B(X , Y ) and A ∈ B(X , Y ). Moreover assume that A
is injective. Let Y0, Z0 and Z1 be positive constants and Z2 : (0,∞) → [0,∞) be a
non-negative function satisfying

‖AF(x̄)‖X ≤ Y0,

‖I d − AA†‖B(X) ≤ Z0,

‖A[DF(x̄) − A†]‖B(X) ≤ Z1,

and

‖A[DF(c) − DF(x̄)]‖B(X) ≤ Z2(r)r , for all c ∈ Br (x̄) and all r > 0.

Define

p(r) = Z2(r)r
2 − (1 − Z0 − Z1)r + Y0.

If there exists r0 > 0 such that p(r0) < 0, then there exists a unique x̃ ∈ Br0(x̄) satisfying
F(x̃) = 0.

We notice that Theorem D.1 is a variation of Theorem 3.6 for a non linear map. If ã ∈ 
1ω is
the solution such that F(ã) = 0 and let ā be a numerical approximation such that F(ā) ≈ 0.
Using Theorem D.1, we will prove there exists a r > 0 such that ã ∈ Br (ā) similarly as we
did in section 3.1.1. Let m = {m1, . . . ,md} be the size of the finite set Fm, we define

F (m)
k (a)

def=
{

μkak + Nk(a), if k ∈ Fm,

0, if k /∈ Fm.

Let h ∈ 
1ω, we define the operators A
† : 
1ω → 
1ω and A : 
1ω → 
1ω by

(A†h)k
def=
{

(DF (m)(ā)h(m))k, if k ∈ Fm,

μkhk, if k /∈ Fm,

and

(Ah)k
def=
{

(A(m)h(m))k, if k ∈ Fm,
1

μk
hk, if k /∈ Fm,

where A(m) is the numerical inverse of DF (m)(ā).Wecannowcompute the boundsY0, Z0, Z1

and Z2 from Theorem D.1.
The bound Y0. The bounds Y0 can be define by the inequality

‖(AF(ā))‖ω = ‖A(m)F (m)(ā)‖ω +
∑

k/∈Fm

∣∣∣∣
1

μk
Nk(ā)

∣∣∣∣ωk
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≤ ‖A(m)F (m)(ā)‖ω +
(
sup
k/∈Fm

1

|μk|

)
∑

k/∈Fm

|Nk(ā)| ωk
def= Y0

Since the nonlinear term Nk(ā) is a polynomial and (ā)k = 0 for all k /∈ Fm, the sum in
the second term of the inequality is finite and can be rigorously computed using interval
arithmetic.
The bound Z0. Let h ∈ 
1ω, the operator B

def= I − AA† is given component-wise by

(Bh)k =
{(

I d(m) − A(m)DF (m)(ā)
)
h(m) k ∈ Fm,

0, k /∈ Fm.

Then, the computation of Z0 is finite and given by

‖B‖B(
1ω) = ‖I d(m) − A(m)DF (m)(ā)‖B(
1ω)
def= Z0.

The bound Z1. For any h ∈ B1(0), let

z
def=[DF(x̄) − A†]h

which is given component-wise by

zk =
{ (

DN (ā) ∗ h(∞)
)
k k ∈ Fm,

(DN (ā) ∗ h)k k /∈ Fm.

To simplify the notation of the bound Z1, lets us first define component-wise uniform bounds
ẑk for k ∈ Fm. We find

|zk| =
∣∣∣
(
DN (ā) ∗ h(∞)

)

k

∣∣∣ ≤ max
j∈Nd

{
(DN (ā))k− j

ω j

}
def= ẑk.

Since ā is finite and DN is polynomial, the computation of ẑk is also finite and computed
similarly as in Sect. 3.1.1. We also need to find bounds for the tails given by

‖Aπ(∞)z‖ω =
∑

k/∈Fm

∣∣∣∣
1

μk
(DN (ā) ∗ h)k

∣∣∣∣ωk ≤ sup
k/∈Fm

(
1

|μk|
)

‖DN (ā)‖B(
1ω) .

Let the linear operator |A| represents the absolute value component-wise of A, then

‖A[DF(x̄) − A†]‖B(
1ω) = sup
‖h‖ω≤1

‖Az‖ω,

= sup
‖h‖ω≤1

⎛

⎝
∑

k∈Fm

|(Az)k|ωk + ‖Aπ(∞)z‖ω

⎞

⎠ ,

≤ ‖|A(m)|π(m) ẑ‖ω + sup
k/∈Fm

(
1

|μk|
)

‖DN (ā)‖B(
1ω)

≤ ‖|A(m)|π(m) ẑ‖ω + sup
k/∈Fm

(
1

|μk|
)
3‖ā2‖ω

def= Z1.

The bound Z2. Let h ∈ 
1ω with ‖h‖ω ≤ 1 and c ∈ Br (ā), we define

y
def= (DF(c) − DF(ā))h
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Table 1 Bounds of the Swift–Hohenberg equilibria from Sects. 5.3.1 and 5.3.2

Equilibrium Y0 Z0 Z1 Z2(r) r

3D 3.0086 · 10−8 1.1275 · 10−11 0.0025 0.0469r + 0.0217 3.0161 · 10−8

2D (Stripe) 2.4471 · 10−11 3.0407 · 10−10 0.0013 0.0003r + 0.0013 2.4502 · 10−11

2D (Spot) 1.3240 · 10−10 3.0407 · 10−10 0.0024 0.0003r + 0.0024 1.3271 · 10−10

given component-wise by

yk = −3[(c2 − ā2) ∗ h]k = −3[(c + ā) ∗ (c − ā) ∗ h]k.

Since, c ∈ Br (ā), there exists a ĥ ∈ B1(0) such that c = ā + r ĥ and we can bound y by

‖y‖ω = 3‖(c + ā) ∗ (c − ā) ∗ h‖ω,

= 3r‖(2ā + r ĥ) ∗ ĥ ∗ h‖ω,

≤ 3r
(
2‖ā‖ω + r‖ĥ‖ω

)
‖ĥ‖ω‖h‖ω,

≤ 3r (2‖ā‖ω + r) .

Then, we have

‖A[DF(c) − DF(ā)]h‖ω = ‖Ay‖ω,

≤ ‖A‖B(
1ω)‖y‖ω,

≤ 3r‖A‖B(
1ω) (2‖ā‖ω + r)
def= Z2(r)r .

Using interval arithmetic in MATLAB, we can rigorously compute the bounds Y0, Z0, Z1

and Z2(r) and by using Theorem D.1, we can find a r > 0 such that ã ∈ Br (ā).
Finally, we list up the bounds for computer-assisted proofs of the equilibrium solution to

the Swift–Hohenberg equation in the following Table 1.
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9. Wilczak, D., Zgliczyński, P.: A geometric method for infinite-dimensional chaos: symbolic dynamics for

the Kuramoto–Sivashinsky PDE on the line. J. Differ. Equ. 269(10), 8509–8548 (2020)
10. Watanabe, Y., Plum, M., Nakao, M.T.: A computer-assisted instability proof for the Orr–Sommerfeld

problem with Poiseuille flow. ZAMM Z. Angew. Math. Mech. 89(1), 5–18 (2009)
11. Kim,M., Nakao,M.T.,Watanabe, Y., Nishida, T.: A numerical verificationmethod of bifurcating solutions

for 3-dimensional Rayleigh–Bénard problems. Numer. Math. 111(3), 389–406 (2009)
12. Liu, X., Nakao, M.T., Oishi, S.: Computer-assisted proof for the stationary solution existence of the

Navier–Stokes equation over 3D domains. Commun. Nonlinear Sci. Numer. Simul. 108, 106223 (2022)
13. Wunderlich, J.M.: Computer-Assisted Existence Proofs for Navier–Stokes Equations on an Unbounded

Strip with Obstacle. Ph.D thesis, Karlsruher Institut für Technologie (KIT) (2022)
14. van den Berg, J.B., Williams, J.F.: Rigorously computing symmetric stationary states of the Ohta–

Kawasaki problem in three dimensions. SIAM J. Math. Anal. 51(1), 131–158 (2019)
15. van den Berg, J.B., Breden, M., Lessard, J.P., van Veen, L.: Spontaneous periodic orbits in the Navier–

Stokes flow. J. Nonlinear Sci. 31(2), 1–64 (2021)
16. Chen, J., Hou, T.Y.: Stable nearly self-similar blowup of the 2D Boussinesq and 3D Euler equations with

smooth data. arXiv preprint arXiv:2210.07191v2 (2022)
17. Buckmaster, T., Cao-Labora, G., Gómez-Serrano, J.: Smooth imploding solutions for 3D compressible

fluids. arXiv preprint arXiv:2208.09445 (2022)
18. Nakao, M.T., Plum, M., Watanabe, Y.: Numerical Verification Methods and Computer-assisted Proofs for

Partial Differential Equations, Volume 53 of Springer Series in Computational Mathematics. Springer,
Singapore (2019)

19. Koch, H., Schenkel, A., Wittwer, P.: Computer-assisted proofs in analysis and programming in logic: a
case study. SIAM Rev. 38(4), 565–604 (1996)

20. van den Berg, J.B., Lessard, J.P.: Rigorous numerics in dynamics. Not. Am.Math. Soc. 62(9), 1057–1061
(2015)

21. Gómez-Serrano, J.: Computer-assisted proofs in PDE: a survey. SeMA J. 76(3), 459–484 (2019)
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