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Abstract
Narratives are present in many forms of human expression and can be understood as a 
fundamental way of communication between people. Computational understanding of the 
underlying story of a narrative, however, may be a rather complex task for both linguists 
and computational linguistics. Such task can be approached using natural language pro-
cessing techniques to automatically extract narratives from texts. In this paper, we present 
an in depth survey of narrative extraction from text, providing a establishing a basis/frame-
work for the study roadmap to the study of this area as a whole as a means to consolidate 
a view on this line of research. We aim to fulfill the current gap by identifying important 
research efforts at the crossroad between linguists and computer scientists. In particular, 
we highlight the importance and complexity of the annotation process, as a crucial step 
for the training stage. Next, we detail methods and approaches regarding the identification 
and extraction of narrative components, their linkage and understanding of likely inherent 
relationships, before detailing formal narrative representation structures as an intermediate 
step for visualization and data exploration purposes. We then move into the narrative eval-
uation task aspects, and conclude this survey by highlighting important open issues under 
the domain of narratives extraction from texts that are yet to be explored.

Keywords  Narrative extraction · Natural language processing · Computational linguistics · 
Computational narratology

1  Introduction

Recent years have shown a growing interest in the application of natural language process-
ing techniques for extracting, summarizing, and creating new data from text. Today’s digi-
tal media ecosystem generates massive streams of unstructured data, such as news articles, 

 *	 Brenda Santana 
	 brenda.s.santana@inesctec.pt

 *	 Ricardo Campos 
	 ricardo.campos@inesctec.pt

 *	 Alípio Jorge 
	 amjorge@fc.up.pt

Extended author information available on the last page of the article

http://orcid.org/0000-0002-4853-5966
http://crossmark.crossref.org/dialog/?doi=10.1007/s10462-022-10338-7&domain=pdf


8394	 B. Santana et al.

1 3

web pages, blog posts and tweets, thus posing a set of challenges related to their automatic 
understanding. Much of this content is communicated using natural language containing 
narratives that refer to stories involving multiple actors and events, occurring in varied 
locations according to a timeline. The composition of a narrative is given by the entities 
participating in the story, the events in which they are agents, and the temporal data that 
defines the sequence of narrated events. In this sense, as stated by Toolan (2013), a narra-
tive can be seen as a perceived sequence of non-randomly connected events, a sequence of 
interconnected facts that are observed over a period of time involving basic elements such 
as organizations, persons, locations or time.

Although several attempts have been conducted in the domain of narrative extraction, 
some problems remain unsolved, which are not easily solved by the currently available 
Natural Language Processing (NLP) and Information Extraction (IE) techniques. Impor-
tant challenges in this domain involve defining annotation schemes that are comprehensive 
enough to include the relevant features of the narrative elements, but, at the same time, 
not too cumbersome to avoid overloading the process of extraction; automatically extract-
ing cohesive narratives from unstructured data with high effectiveness; detecting and char-
acterizing storylines over single and multiple documents; identifying narrative segments 
within large portions of text; dealing with informal language and with different types of 
documents (e.g., social media and micro-blogs); coping with different human languages 
and with combinations of languages; defining meaningful formal representation of narra-
tives as an intermediate step to visualization schemes; devising a standard evaluating nar-
rative framework (made of datasets, baselines and metrics) as an entry-point for research-
ers interested on properly evaluating their methods; and contributing with the development 
of specialized linguistic resources for low-resource languages, such as narrative annotated 
data, to avoid creating niches.

To help the research community address these challenges, different techniques can be 
applied depending on the type and scale of the narrative, e.g. single news articles versus 
whole fiction books. In this paper, we aim to survey existing approaches and techniques 
related to the process of extracting narratives from a text, an emergent theme of research 
within the field of computational linguistics and artificial intelligence. To the best of our 
knowledge, there is currently no survey addressing the full process of narrative extraction 
from textual data. Hence, collecting, organizing, documenting and describing fundamental 
concepts of this process is of paramount importance for different related areas, where the 
extraction of narratives plays an important role. Domains such as journalism (Caselli et al. 
2016), finance (El-Haj 2022), health (Sheikhalishahi et  al. 2019) , information access in 
digital libraries (Kroll et al. 2022), and other fields that require analyzing narratives over 
a common topic using NLP approaches, are among the main beneficiaries of this survey. 
Such communities are very active in the area, which makes it quite hard for a researcher to 
be aware of all the relevant contributions. It should be noted that in the different contexts 
where narratives can be extracted, there are common problems; however, there is also ter-
minology, notation and specificities for each one. While in a financial narrative, there is 
a need for structure extraction (El-Haj et al. 2019) given the format in which the data are 
generally available, in narratives related to historical events (Lai et al. 2021), there is no 
such need. In this work, such particularities will not be discussed; instead, we will seek to 
focus on tasks that are common to narrative extraction from a general point of view.

In an attempt to provide a thorough account of relevant research developed within the 
field of computational linguistics and artificial intelligence (AI), we conduct a survey 
where the different approaches are organized according to the pipeline of tasks one can 
find in the extraction of narratives from text. The development of this study began with the 
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selection of fundamental articles understood as key to the subareas that make up the extrac-
tion of narratives. From these articles, we apply the snowball procedure (Wohlin 2014) to 
expand the pool of articles by considering relevant research published in high-quality con-
ferences and journals in the fields of natural language processing and artificial intelligence.

The remainder of this paper is organized as follows. Section  2 gives an overview of 
the process of extracting narratives from a text by introducing the fundamental concepts, 
the data acquisition and annotation effort, and the narrative extraction pipeline. Section 3 
presents the initial step of narrative extraction that comprises the pre-processing and pars-
ing of a text. Section 4 introduces research developed on the identification and extraction 
of narrative components, namely lexical and syntactical components. Section  5 presents 
the techniques found in the literature to establish the linkage between the identified narra-
tive components. Section 6 refers to research work focused on the representation of narra-
tives structures. Section 7 provides a snapshot of the metrics and the datasets behind the 
evaluation efforts. Section 8 promotes a discussion of some important aspects of narratives 
research including open issues. Finally, Sect. 9 concludes this paper by presenting its final 
remarks.

2 � Computational narrative extraction

In this section, we begin by presenting a detailed definition of the concept of narratives and 
its associated terminology. Following, we discuss important steps related to data acquisi-
tion and annotation. Finally, we describe the general pipeline behind the process of extract-
ing narratives from textual data through the lens of a computational scope. The pipeline 
here introduced will define the structure of the rest of this paper.

2.1 � Narrative definition

Narratives have long been studied in the field of linguistics. One of the first authors to 
introduce a formal definition was Adam (1992), who considers narratives to be a proto-
typical sequence obeying a thematic unity, regarding a chronological succession of events 
involving characters. The events are linked by causality relations, and compose a story with 
an initial situation, followed by a complication, reactions, resolution and final situation. 
From a structuralist theory point of view, narratives can be defined, as stated by Chatman 
(1980), as structures consisting of two parts: (1)  a story, the content or chain of events 
(actions, happenings), plus what may be called the existents (characters, items of setting); 
and (2) a discourse, that is, the expression, how the content is communicated, for instance, 
by word (verbal language: oral and written), image (visual language), representation (theat-
rical language), etc.

The definition of what a narrative is has been dissected by several other authors over the 
years, reflecting the difficulty in reaching a broad consensus within the community. Riedl 
(2004) considers narratives as a cognitive tool for situated understanding, i.e., a structure 
designed to better understand the world around us. Motta (2005), instead, understands nar-
ratives as forms of relationships that are established due to culture, the coexistence between 
living beings that have interests, desires, and that are under the constraints and social con-
ditions of hierarchy and power. As the author states, whoever narrates has some purpose in 
narrating, therefore no narrative is naive. The same narrative can be seen from a different 
point of view, i.e., from a focal point for seeing, hearing, smelling, and experiencing the 
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story’s environments, characters, and events in the narrator’s way  (Al-Alami 2019). The 
role of characters in narratives has been surveyed to a huge extent by Labatut and Bost 
(2019).

Broader understandings define narratives as a sequence of events that need to have a 
“continuant subject and constitute a whole” (Prince 2019) so that the “significance of each 
event can be understood through its relation to that whole” (Elliott 2005). Zacks and Tver-
sky (2001) go one step further by defining events in terms of their temporal structure and 
how they connect between each other. In this regard, Mostafazadeh et al. (2016b) shows 
that the order in which an event is described in a text, that is, the narrative, does not comply 
with its chronological sequence in time in 23% of the cases, meaning that simply looking 
at the sequence of the story in the text may not be enough to determine its temporal path.

The term story is often used interchangeably with narrative, though they are not syno-
nyms. A story consists of events that are related by a narrator. A narrative is how a story is 
told or interpreted. On this account, a new event order means a new narrative of the same 
story, that is, a new perspective given by different observers (Zhang et al. 2019a).

The study of narratives from the computational perspective is carried out through a 
study area called Computational Narratology (Mani 2014). Its purpose is to study narrative 
from the computational and information processing point of view focusing on the algorith-
mic processes involved in creating and interpreting narratives, and the modeling of nar-
rative structure in terms of formal, computable representations (Mani 2012). In parallel, 
computational narrative extraction, or simply Narrative Extraction can be defined as the 
use of computational tools for identifying, linking and visualizing narrative elements from 
textual sources. A closely related term is Computational Narrative Understanding  (Piper 
et al. 2021), which broadens the perspective to social, personal and cultural dimensions. 
Research on this topic is very recent and open to debate. In this survey paper, we focus 
exclusively on the textual representation of a narrative. Broadly speaking, Narrative Extrac-
tion is framed as a sub-field of AI that makes heavy use of: Information Retrieval—to help 
users access information; Text Summarization—to summarize relevant and complemen-
tary information to narratives; Natural Language Processing—to identify, extract and relate 
the narrative elements; and Natural Language Generation—to produce text from structured 
data.

The list of potential applications is endless, going from virtual assistants, to chatbots, or 
improving information access and exploration in search tasks, to help uncover and inter-
pret patterns in complex informational contexts, or applications that automatically generate 
alternative and customized representations of the source data (Wu 2019).

2.2 � Data acquisition and annotation

The quality of the automation of tasks related to natural language processing is directly 
associated with the preparation and the annotation of data used to train NLP algorithms.

Data acquisition, despite being a relatively simple process, can raise several prob-
lems, mainly due to the lack of available datasets (Ide et  al. 2002; Ide 2017) and to 
copyright issues (McEnery et  al. 2006; Zeldes 2018). The same happens with data 
preparation for annotation, which requires choosing an appropriate format, such as 
JSON, XML, or CSV. Some can be more problematic and time-consuming than oth-
ers (Ide 2017), and, so, one has to weigh in the advantages and disadvantages of each, 
taking into consideration the data original format, the annotation and extraction tools 
that will be used during the following phases, and how the corpus is going to be made 
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accessible. Stripping the data of unnecessary information and making sure that rel-
evant metadata is kept is also key during this process. A case in point related to nar-
rative extracted from news is the publication date, which is relevant to determine its 
timeline.

What follows is designing a suitable annotation scheme that is simultaneously tai-
lored to encompass all the particularities of the target language(s), and comprehensive 
enough to be applied to other datasets or even be broaden. Bearing in mind, on the one 
hand, the diversity of annotation frameworks, and, on the other hand, the usefulness of 
establishing comparisons between annotated corpora from different genres in the same 
language, but also across languages, many proposals try to achieve this balance utiliz-
ing acknowledged standards, which have resulted in, for e.g., Ontologies of Linguistic 
Annotation (OLiA) (Chiarcos 2014), and ISO 24617—Language resource manage-
ment—Semantic annotation framework. The decision about the annotation framework, 
and about the different layers of annotation, depends necessarily on a variety of factors, 
like the annotation purpose, the texts genre, among others (Pustejovsky et al. 2017). In 
the case of the narratives annotation, since it is relevant to feature participants, events, 
time and space, as well the relationships between them, the annotation scheme can be 
designed to include several intertwined semantic layers enabling temporal, referential, 
thematic, and spatial annotations (see for example Silvano et al. (2021)).

The adequacy of the annotation tool is also of great relevance for the efficiency 
of different tasks, namely creation, browsing, visualization, and querying of linguis-
tic annotations. Although one can choose to tailor a tool to the specific features of 
one’s project, it may be labor-saving to resort to the existing ones and, if necessary, 
proceed with some modifications. Some of the existing annotation tools that enable 
annotating different markables with several attributes, as well as establishing links 
between those markables are the following: MMAX2 (Müller and Strube 2006), MAE 
and MAI Stubbs (2011), BRAT (Stenetorp et al. 2012), or ANNIS (Krause and Zeldes 
2014).

During the process of narrative extraction, some degree of human participation is 
necessary, either to verify the feasibility of the annotation scheme, to annotate linguistic 
aspects for which automatic models are insufficient, or to supervise the automatic annota-
tion. Different strategies can be adopted depending, namely, on the type of annotators that 
the project wants or needs, with or without linguistic training, specifically: crowdsourc-
ing  (Estellés-Arolas and de Guevara 2012), class sourcing  (Christopher Blackwell 2009) 
or gamification  (Stieglitz et  al. 2016). When using human annotation, calculating inter-
annotator agreement (IAA) is crucial to ensure its reliability and accuracy. The two most 
used metrics in computational and corpus linguistics are: Cohen’s Kappa (and its variation, 
Fleiss’s Kapppa) and Krippendorff ’s Alpha (Pustejovsky and Stubbs 2012).

2.3 � Narrative extraction pipeline

The study of narratives from the perspective of natural language texts can be sum-
marized into five major stages: (1) Pre-Processing and Parsing; (2) Identification and 
Extraction of Narrative Components; (3) Linking Components; (4) Representation of 
Narratives and (5) Evaluation. Each of these tasks gives rise to the structure adopted in 
the rest of this survey. An overall picture is shown in Fig. 1, and a detailed description 
of each task can be found in the following sections.
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3 � Narratives pre‑processing and parsing

Pre-processing and parsing of a text comprise a set of lexical and syntactic tasks. Lexical 
activities aim to split the text into basic units, called tokens, and to normalize them into dif-
ferent forms; syntactical analysis identifies the grammar class of tokens, and identifies the 
dependency between the tokens, producing trees or chunks that relate the tokens to each 
other. The following subsections detail both tasks.

3.1 � Lexical tasks

Lexical tasks seek to standardize the input text as a way to better prepare the data content 
for the following steps (Sun et al. 2014). Despite being a simple procedure, they are con-
sidered to be a key factor to achieve effective results (Denny and Spirling 2018).

The main lexical tasks required for the narrative extraction process are: (1) Sentence 
segmentation, i.e., dividing the whole text into sentences and tokens to gather the lexicon 
of the language (Palmer 2007); for this task, using deep learning (DL) methods Schweter 
and Ahmed (2019) achieved SOTA results through the use of a multi-lingual system 
based on three different architectures of neural networks. (2) Text tokenization, applied 
to break sentences into tokens, the smallest unit of a text (Vijayarani et al. 2016); and (3) 
Text Cleaning and Normalization, which may involve a number of optional cleaning steps, 
including removing numbers, punctuation marks, accent marks, or stopwords, as well as 
apply stemming (Jabbar et al. 2020) and lemmatization (Bergmanis and Goldwater 2018) 
to observe other possible discrepancies between equal or similar words. These are foun-
dational NLP tasks; hence they will not be explored in detail in this article. More details 
regarding these tasks can be found in Raina and Krishnamurthy (2022).

3.2 � Syntactic tasks

The lexical analysis precedes a more profound observation, which aims to identify the 
grammar class of the words and to infer the relationship between words in a sentence to 
help understand the meaning of a text. To go over this process, we use the text presented in 
Fig. 2 as a running example in the remainder of this survey.

Fig. 1   The narrative extraction pipeline



8399A survey on narrative extraction from textual data﻿	

1 3

3.2.1 � Part‑of‑speech tagging

The first step in this stage is to assign parts-of-speech tags to each word of a given text 
(e.g., nouns, verbs, adjectives) based on its definition and its context, which is called the 
Part-of-Speech (PoS) tagging task. The current state-of-the-art is settled by Bohnet et al. 
(2018) in several languages. In this work, the authors used recurrent neural networks with 
sentence-level context for initial character and word-based representations, achieving an 
accuracy of 97.96% on top of the Penn Treebank dataset Marcus et al. (1993). With respect 
to narrative texts, since their elements can be typically associated to different word classes 
(for instance, nouns to participants, verbs to events), POS tagging plays a fundamental 
role (Palshikar et al. 2019; Quaresma et al. 2019; Yu and Kim 2021). Figure 3 shows the 
result of applying the Stanza1 library (Qi et al. 2020) PoS tagger to the first sentence of our 
running example. In the figure, PROPN refers to a proper noun, PUNCT to punctuation, 
DET to determiner, VERB to a verb, and ADP to adposition. These tags are defined under 
the Universal Dependencies guidelines (de Marneffe et al. 2021).

3.2.2 � Chunking and Dependency Parsing

Following PoS tagging, the parsing of the text can be conducted. The chunking task (a.k.a, 
shallow parsing) is responsible for identifying constituent parts of the sentences (nouns, 
verbs, adjectives, etc.) and linking them to higher-order units that have discrete grammati-
cal meanings (noun groups or phrases, verb groups, and others). Figure  4 illustrates the 
results of applying chunking on top of the first sentence of our running example through 
the use of the benepar library (Kitaev et al. 2019). By looking at the figure, we can observe 
that both “a” (determiner - DT), as well as “rabbit” (noun-NN), belong to a higher group of 
noun phrases (NP). Note that adpositions (tagged as “ADP” in Fig. 3) are now represented 
in Fig. 4 with the “IN” tag. As in other tasks, the application of deep learning approaches 
(Hashimoto et al. 2017; Zhai et al. 2017; Akbik et al. 2018) has brought important improve-
ments to this particular task.

The next step of the pipeline is to understand how all the words of the sentence relate 
to each other, which is done by a dependency parsing analysis. The objective, as referred 
by Jurafsky and Martin (2009), is to assign a single headword to each dependent word in 
the sentence through labeled arcs. The root node of the tree, that is, the head of the entire 

Fig. 2   Running example

Fig. 3   Results of applying the stanza PoS tagging processor to the sentence: “John, the magician, pulled a 
rabbit out of a hat at the show in Edinburgh this year.”

1  Available in: https://​stanf​ordnlp.​github.​io/​stanza/

https://stanfordnlp.github.io/stanza/
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structure, will be the main verb in the sentence (e.g., “pulled” in our running example). 
This task can enhance the performance of named entity recognition (further discussed in 
Sect. 4.2) models and be used to increase information extraction (de Oliveira et al. 2022). 
Figure 5 shows a dependency analysis of the first sentence of our running example along-
side the type of relationship predicted to occur between two tokens. The results obtained 
stem from applying the Stanford CoreNLP Parser (Chen and Manning 2014), one of the 
most well-known tools in this regard. A quick look at the figure emphasizes the associa-
tion between several terms, among which we highlight the relationship hierarchy between 
“John” and “magician”. The current state-of-the-art of this task, in the English and Chinese 
languages, is settled by Mrini et al. (2020). The model proposed by the authors used a com-
bination of a label attention layer with Head-driven Phrase Structure Grammar (HPSG), 
and pre-trained XLNet embeddings Yang et al. (2019).

In a narrative context, the application of these tasks can be particular useful to identify 
relations between narrative components (further discussed in Sect. 4).

Fig. 4   Results of applying the benepar chunking model to the sentence: “John, the magician, pulled a rabbit 
out of a hat at the show in Edinburgh this year.”

Fig. 5   Results of applying the Stanford CoreNLP Parser Dependency to the sentence: “John, the magician, 
pulled a rabbit out of a hat at the show in Edinburgh this year.”
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3.2.3 � Coreference resolution

Coreference resolution, also known as anaphora resolution, uses information about the 
semantic relation of coreferent expressions to infer the reference between them (Jiang and 
Cohn 2021). In addition to that, all the terms that reference the same real-world entity are 
marked (Mitkov 2014). For example, the word “presentation” (found in sentence 2 of our 
running example) refers to “show” (which can be found in sentence 1). Coreference reso-
lution is essential for deep language understanding, and has shown its potential in vari-
ous language processing problems (Poesio et al. 2016). Bringing it to the context of nar-
rative extraction, some works highlight the importance of this task in the most different 
scenarios, such as clinical narratives (Jindal and Roth 2013a), newswire (Do et al. 2015), 
and also in violent death narratives from the USA’s Centers for Disease Control’s (CDC) 
National Violent Death Reporting System (Uppunda et al. 2021). In a general domain, sev-
eral approaches have been proposed over the years (Pradhan et al. 2012; Mitkov 2014; Lee 
et al. 2013), but recently there has been a shift towards adopting transformers models (Fer-
reira  Cruz et  al. 2020; Kantor and Globerson 2019) to improve the connection between 
textual elements and, as such, enhance the coreference task. The current SOTA of corefer-
ence resolution is marked by Attree (2019) and Kirstain et al. (2021), both sticking to deep 
learning methods.

3.3 � State‑of‑the‑art and summary

Table 1 presents the current status of the tasks covered in this section. This includes lexical 
tasks (sentence segmentation, text tokenization, data cleaning, normalization, stopwords 
removal, stemming, lemmatization) and syntactic (PoS tagging, chunking, dependency 
parsing, coreference resolution). Herein, however, we only list those that have been under-
going constant improvements over the most recent years. In this table, the effectiveness of 
each study is shown according to the measures reported by the authors.

4 � Identification and extraction of narrative components

The next step in the narrative extraction pipeline is to identify and extract the main ele-
ments that compose a narrative. This step comprises tasks like the detection and classifica-
tion of events, the recognition and the classification of named entities (participants), the 
extraction of temporal information and of spatial data.

4.1 � Events

Finding the events mentioned in the text is an essential step towards the extraction of nar-
ratives from a pre-processed text. Formally, an event may be defined (Allan et al. 1998) 
as something significant happening at a specific time and place with consequences. In the 
real world, this can be an explosion caused by a bomb, the birth of an heir, or the death 
of a famous person. Xie et  al. (2008) went a little bit further, and suggested describing 
real-world events through the use of the 5W1H interrogatives: when, where, who, what, 
why, and how, anchored on journalistic practices. Based on this reference, an event such 
as the one referenced in our running example might be depicted along with the six aspects: 
who—John, the magician; when—2022 (taking into account the date of writing the text); 
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where - XYZ contest realized in Edinburgh; what—the magician pleased the audience dur-
ing his presentation; how—taking a rabbit out of his hat; why—his presentation was better 
than the last one.

The task of event detection has its roots in the late 90’s when the Topic Detection and 
Tracking (TDT) project emerged (Allan et al. 1998) as the first attempt to cope with the 
rising of huge volumes of data. Among the entire project, the detection of new events, also 
known as the first story detection (FSD) (Kontostathis et al. 2004), was a subtask of the 
TDT project, concerned with the detection and subsequent tracking of the first and coming 
stories of a given news event. One way to detect events is to rely on event triggers, cues 
that express an event’s occurrence, most often single verbs or phrasal verbs, as referred by 
Boroş (2018), but also nouns, noun phrases, pronouns, adverbs, and adjectives. According 
to Araki (2018), 95% of the ACE (Automatic Content Extraction) event triggers consist 
of a single token. This is the case of our running example, where the events pulled, loved, 
presented are triggered by verbs, and show, contest and presentation are also events repre-
sented by nouns. Other works consider the case where multiple events appear in the same 
sentence (Balali et  al. 2020). Following ACE (LDC 2005) terminology, we consider an 
event structure based on four subtasks: (1) Event mention (i.e., a sentence or expression 
that explains an event, including a cause and multiple arguments); (2) Event trigger (i.e., 
the key term that demonstrates the occurrence of an event most clearly, usually a verb or a 
noun); (3) Event argument (i.e., a reference to an entity, a temporal expression, or a value 
that works as an attribute or individual with a particular role in an event); and (4) Argu-
ment role (i.e., the link between an argument and the event in which it is involved). In its 
annotation guidelines for events, ACE 2005 (LDC 2005) defined 8 event types and 33 sub-
types, where each event subtype corresponds to a set of argument roles. Figure 6 illustrates 
the event extraction process for our running example. The ACE 2005’s predefined event 
scheme is presented in the left-hand part of the figure. The event trigger (“pulled”), the 3 
argument roles (“Arg-Entity”), and 2 modifiers (“Arg-Time” and “Arg-Place”) identified 
for the type “Contact-Meet” type are illustrated on the right-hand side of the figure. In this 
visualization, the time-reference “this year” is normalized to 2022 based on the document 
creation time (DCT).

The current state-of-the-art in event extraction task for the English language is provided 
by Feng et al. (2018), who developed a language-independent neural network. The authors 
tested on top of the ACE 2005 English event detection task (Walker et  al. 2006) data, 

Fig. 6   Event extraction in the closed-domain of our running example
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achieving an F1-score of 73.40%. More detailed information about the event detection task 
can be found in Saeed et al. (2019) and a recent survey from Xiang and Wang (2019). In 
recent years, the task of monitoring streams of data and detection events has made a shift 
towards microblogs platforms, such as Twitter (Atefeh and Khreich 2015), a very different 
scenario when compared to the TDT era, when algorithms were developed to track news 
stories over time from traditional media like newspapers (Kalyanam et al. 2016).

The detection of events also plays a fundamental role in different kinds of applications, 
domains, and languages, as is the case of clinical narratives (Jindal and Roth 2013b; Adams 
et al. 2021), and historical events (Lai et al. 2021). Despite the significant advances in the 
last few years, the application of event extraction techniques in the context of narrative 
representation has been quite limited (Metilli et al. 2019), and only recently a few works 
began to emerge. Metilli et al. (2019), for example, made use of numerous novel discourse 
and narrative features, besides common relations, such as the time at which the event takes 
place, or coreference events, which detects whether two mentions of events refer to the 
same event (Araki 2018). Aldawsari and Finlayson (2019) presented a supervised model 
to automatically identify when one event is a sub-event of another, a problem known as 
sub-event detection or event hierarchy construction. Another strand tackles the problem of 
nested event structures, a common occurrence in both open domain (not limited to a single 
topic or subject) and domain specific (dedicated to a particular problem representation or 
solution) extraction tasks (McClosky et al. 2011). For instance, a “crime” event can lead 
to an “investigation” event, which can lead to an “arrest” event (Chambers and Jurafsky 
2009).

The research of Metilli et al. (2019) applied a recurrent neural network model to event 
detection applied to biography texts obtained from Wikipedia. The model used a set of 
event categories (e.g., birth, conflict, marriage, and others) to depict a narrative. In the 
context of news stories, Zahid et al. (2019) proposed the development of heuristics to seg-
ment news according to a scheme that defines the organization and order of the events. The 
strategy followed in that research employed mechanisms that journalists usually exploit to 
compose news.

4.2 � Participants

Another essential category of narrative elements is the participants. They are the “who” of 
the story, relevant to the “what” and the “why”. Participants, sometimes also referred to as 
actors, are involved in events in a varied number of ways and often correspond to entities 
in NLP. These, are usually identified through Named Entity Recognition (NER), a generic 
task aiming at seeking, locating and categorizing the entities mentioned in the text into pre-
defined categories. Although the three most common named entities are person, organi-
zation, and location, further types such as numeric expressions (e.g., time, date, money, 
and percent expressions) can also be considered (Nadeau and Sekine 2007). In narrative 
terms, participants are more frequently restricted to the person and organization categories, 
though other categories such as animals may also be used. In our running example this 
would result in annotating “John” and “audience” as a person, and “rabbit" as an animal as 
can be observed in Fig. 7.

Overall, research on named entity recognition can be categorized into four main catego-
ries: rule-based approaches, unsupervised learning approaches, feature-based supervised 
learning approaches, and deep-learning-based approaches (Li et  al. 2022). Beyond this, 
other aspects, such as textual genres, entity types, and language, are also considered by 
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research conducted on named entity identification (Goyal et al. 2018). The current state-
of-the-art in named entity recognition was obtained by Wang et al. (2021) on the CoNLL 
2003 NER task (Tjong Kim Sang and De Meulder 2003). To automate the process of find-
ing better concatenations of embeddings for structured prediction tasks, the authors pro-
posed Automated Concatenation of Embeddings (ACE) based on a formulation inspired by 
recent progress on neural architecture search. The method achieved an F1-score of 94.60%.

In narrative contexts, Lee et al. (2021) present a proposal that goes beyond the identifi-
cation of entities in narratives, proposing a multi-relational graph contextualization to cap-
ture the implicit state of the participants in the story (i.e., characters’ motivations, goals, 
and mental states). Piper et al. (2021) point out that NLP works focusing on agents have 
emphasized broadening the understanding of characters beyond named entities. This has 
been done through the concept of animacy detection, as in agents like “the coachman” or 
“the frog”, while also distinguishing characters from other named referents (Piper et  al. 
2021). According to Oza and Dietz (2021)’s proposal, selecting a set of relevant entities 
for a story construction could be best achieved by using entity co-occurrences in retrieved 
text passages - especially when the relative relevance of passages is incorporated as link 
strength. In line with what the authors claim, their proposal is between 80% and 30% more 
effective than the best link-based approach.

4.3 � Time

Temporal references are of the utmost importance for the understanding of the narrative 
and its timeline by anchoring each event or scene at a point in time. The process of identi-
fying temporal references is commonly referred to as Temporal Tagging, and can be split 
into two sub-tasks: extraction and normalization (Strötgen and Gertz 2013). The former 
aims to correctly identify temporal expressions, and can be seen as a classification prob-
lem. The latter aims to normalize the identified temporal expressions, and can be seen as 
a more challenging process where different temporal expressions, carrying out the same 
meaning, need to be anchored at the same time-point. In this regard, three temporal tag-
gers take the lead, Heideltime (Strötgen and Gertz 2013), SuTime (Chang and Manning 
2012) and GuTime (Mani and Wilson 2000), which support the four basic types of tem-
poral objects defined by Pustejovsky et al. (2005) in TimeML, the standard markup lan-
guage for temporal annotation containing TIMEX3 tags for temporal expressions: Dates 
(e.g., “December 3, 2021”), Time (e.g., “5:37 a.m.”), Durations (e.g., “four weeks”, “sev-
eral years”), and Sets (e.g., “every day”, “twice a month”). Alongside with these, other 
realizations of temporal expressions can be found in a text (Strötgen et al. 2012; Campos 
et al. 2017), which pose additional challenges. We refer to explicit (e.g., “April 14, 2020”), 
implicit (e.g., “Christmas day 2019”), and relative temporal expressions (e.g., “yesterday”), 
a kind of temporal expression that requires further knowledge to be normalized. A discus-
sion of the challenges associated with each one of them can be found in Strötgen and Gertz 
(2013, 2016). Other researchers (Jatowt et al. 2013) devised methods concerning document 
dating of non-timestamped documents.

Fig. 7   Manual annotation of participants in our running example
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The rise and continuous development of temporal taggers has paved the way to the 
emergence of upstream research at the intersection between information extraction and sev-
eral NLP tasks, where temporal expressions play an important role. For example, in the 
information retrieval domain, temporal information (Campos et al. 2014) can be used for 
temporal clustering of documents (Campos et  al. 2012) or temporal ranking (Berberich 
et  al. 2010; Campos et  al. 2016); in question answering to query knowledge bases (Sun 
et al. 2018); in document summarization to construct timeline summaries (Campos et al. 
2021); and in web archives to estimate the relevance of past news (Sato et al. 2021).

At this stage of identification and extraction of narrative components, several works 
address the intersections between the tasks of identifying and extracting events, entities, 
and temporal information. Strötgen and Gertz (2012) explored event-centric aspects, con-
sidering related temporal information. In particular, they introduced the concept of event 
sequences, a set (or sequence) of chronological ordered events extracted from several 
documents. In their work, the geographic dimension played an important role by mapping 
event-sequences onto a map as well. In contrast, studies such as Agarwal et al. (2018) and 
Rijhwani and Preotiuc-Pietro (2020) explored the task of recognizing named entities con-
sidering time-aware aspects.

The incipient annotation of documents to support related research has also led to the 
development of markup languages (e.g., TimeML (Pustejovsky et al. 2005), a formal speci-
fication language for temporal and event expressions anchored on TIMEX3 tags), anno-
tated corpora (e.g., TimeBank corpus (Pustejovsky et al. 2006), a standard set of English 
news articles annotated with temporal information under the TimeML 1.2.1 (Saurı et al. 
2006) guidelines) and research competitions [e.g., TempEval series (Lim et al. 2019)].

4.4 � Space

The problem of extracting geographic references from texts is longstanding (Martins et al. 
2008), and is highly related to the field of Geographic Information Retrieval (GIR) (Purves 
et al. 2018).

Much of this information can be found in unstructured texts through references to places 
and locations (Purves et al. 2018).

Many difficulties arise when attempting to comprehend geographic information in natu-
ral language or free text (e.g., under-specified and ambiguous queries) (Purves et al. 2018). 
Challenges related to space involve the detection and resolution of references to locations, 
typically, but not exclusively, in the form of place names, or more formally toponyms, from 
unstructured text documents (Jones and Purves 2008). In our running example, to extract 
the location of the main event, one can consider “contests near Edinburgh”, which consists 
of three important parts, a theme (contests), a spatial relationship (near), and a location 
(Edinburgh). However, in the example, it is unclear whether there is only one contest in 
the city or multiple ones, and, if so, to which one the text is pointing to. The spatial rela-
tionship “near” also brings more questions than answers, making it difficult to understand 
whether it refers to downtown Edinburgh or some constrained space within the state of 
Edinburgh.

Spatial relationships such as these may be both geometric (obtained using coordinate 
systems imposed on the real world, such as latitude and longitude) and topological (spa-
tially related, but without a measurable distance or complete direction) (Larson 1996). 
The current SOTA in toponym detection and disambiguation was achieved by Wang 
et al. (2019) on the SemEval 2019 Task 12 (Weissenbacher et al. 2019), taking as a basis 
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PubMed articles. In their approach, called DM_NLP, the authors made use of an ensemble 
of multiple neural networks. In a different approach, Yan et al. (2017) proposed a solution 
called augmented spatial contexts that learns vector embeddings and uses them to reason 
about place type similarity and relatedness.

When considering space in a narrative context, other issues arise. Geographic maps, 
landscape paintings, and other representations of space are not always narratives, yet all 
narratives presuppose a world with spatial extension, even when spatial information is con-
cealed (Ryan 2014 [Online]). Generally speaking, a narrative space is a physically existing 
environment in which characters live and move. This space is usually identified as a set-
ting, that is, the general socio-historic-geographical environment in which the action takes 
place (Ryan 2014 [Online]), i.e., grounded by referents in the real world (e.g., the Edin-
burgh city in our running example) or entirely fictional (Rohan kingdom in The Lord of 
Rings). Aiming to identify places, some works (Bamman et al. 2019; Brooke et al. 2016) 
have been exploring entity recognition and toponym resolution in the context of narratives, 
making it possible to recognize named locations, facilities, and geopolitical entities (Edin-
burgh, Rohan) within this kind of text  (Piper et al. 2021). Another problem is related to 
coreference resolution. Unlike coreference resolution of named locations, long-document 
coreference of common items (e.g., the house and the room), which form the narrative uni-
verse for many fictional creations, can be tough. As indicated by Piper et al. (2021), many 
questions can only be addressed by calculating the distance between locations described in 
the text: how far do Frodo and Sam go on their journey? Systems that allow better infer-
ence on spatial information within narratives could provide important insights to get the 
reader closer to the narrative universe.

4.5 � State‑of‑the‑art and summary

Table 2 brings a summary of the current status of the tasks covered at the identification 
and extraction stage discussed in this section. In this table, the effectiveness of each study 
is shown according to the measures reported by the authors. The type column specifies the 
type of task addressed in the works. All the works discussed here refer to a semantic analy-
sis of the text. This contrasts with Table 1 where semantic tasks, but, above all, lexical and 
syntactic, were addressed.

In our supplementary material, made available with this survey, one can find additional 
benchmark datasets relating to the topics covered in this section. This material has datasets 
available that can be used as a reference for carrying out the tasks described here. Some of 
these datasets are available in other languages and might help identify and extract narrative 
components also in these languages.

5 � Linking components

After the process of identifying and extracting narrative components, it is crucial to extract 
the link relations between such pieces. Linking narrative components comprises the core 
of the extraction of narratives from the text. More than extracting separate elements from 
texts, establishing relations and detecting structures from them becomes essential to fully 
understand their meaning. In this stage, extracted pieces of information are connected, 
structuring the narrative at a global level. Thus, temporal and event linking, entity and 
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event linking, and the relation extraction are considered. They will be addressed in this 
section.

5.1 � Temporal reasoning

Despite concentrating the research community’s attention, predicting temporal and causal 
relations between events and temporal references, and investigating the evolution of an 
event over time as a whole (Kalyanam et al. 2016), remains a major challenge of the text 
understanding task (Leeuwenberg and Moens 2018) that goes beyond merely identifying 
temporal expressions in text documents. Ultimately, understanding a text with regards to 
its temporal dimension requires the following three steps: (1)  identification of temporal 
expressions and events; (2) identification of temporal relations between them; and (3) time-
line constructions. An overview of each one of them is shown in Fig. 8 for our running 
example.

Given an input text, the system determines the temporal expressions and the events 
(top). Next, it assigns TimeML annotations (middle). Finally, it produces a timeline as an 
output (bottom). Figure 8a begins by showing the input text. By looking at it, one can eas-
ily detect “this year” temporal expression (normalized to 2022 assuming that the Document 
Creation Date—DCD— refers to November 21st, 2022) and the chronology of the events. 
In our example, the event pulled is carried out by a magician called John. During the show, 
he pulled a rabbit out of a hat. The presentation was more welcomed by the public than 
another previous presentation. Despite all the information collected, it is not clear whether 
the “last one presented” (event) was held during the present edition or last year’s contest, or 
even if the “show” consisted of only “pulling a rabbit out of a hat”. Ambiguity in the text 
might also raise doubts about whether the previous presentation refers to John or another 

(c)

(b)

(a)

Fig. 8   Overview of temporal information extraction steps
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magician. In Fig. 8b, we can observe a possible interpretation of the relation phase, where 
temporal links are established between the temporal expressions and the events. Finally, in 
Fig. 8c, we can see the generated timeline. In this visualization, one can observe a refer-
ence to the document creation time, the present time (reading time), and the ordering of 
the events according to the time-reference “this year” normalized to 2022. This apparently 
simple example shows how difficult it may be to understand a text in detail. In the follow-
ing subsections, we present research tackling the identification of temporal expressions, 
events and their relations, before exploring timeline constructions.

5.1.1 � Identification of temporal expressions, events and their relations

Mostafazadeh et  al. (2016b), in their work, proposed a pipeline strategy for extracting 
events and linking them temporally, without building a timeline. The authors demon-
strated that events that follow a protocol or script could be related to each other through 
temporal associations. These relationships are based on temporal reasoning, and provide a 
broad understanding of language. In another study, Roemmele and Gordon (2018) applied 
a neural encoder-decoder to detect events before predicting the relations between adjacent 
events in stories. The authors assumed that subsequent events are temporally related, and 
as such the extraction of events and their respective relations can be inferred. The goal is to 
model events that are the cause of other events and also events that are the effect of other 
events. Similarly, Yao and Huang (2018) deemed that the order of events in a text is the 
same as that of the temporal order of them in a narrative. Based on this assumption, the 
authors used a weakly supervised technique to propose a novel strategy to extract events 
and temporal relations between events in news articles, blogs, and novel books across sen-
tences in narrative paragraphs. In another proposal, Han et al. (2019a) introduced a strat-
egy where the extraction of events and temporal relations was jointly learned. Hence, the 
information about one task is employed to leverage the learning of the other. This strategy 
selected shared representation learning and structured prediction to solve the tasks. The 
results achieved were superior to the previous works. Ning et al. (2017) suggested a struc-
tured learning approach to identifying temporal relations in natural language text. Their 
solution was evaluated on top of the TempEval-3 data (UzZaman et al. 2013), achieving 
a temporal awareness [metric provided by UzZaman and Allen (2011)] of 67.2%. In the 
health domain, Tang et  al. (2013) developed a temporal information extraction system 
capable of identifying events, temporal expressions, and their temporal relations found in 
clinical texts. In this same domain, Leeuwenberg and Moens (2020) proposed an annota-
tion scheme for extraction of implicit and explicit temporal information for clinical reports 
identified events, which provides probabilistic absolute event timelines by modeling tem-
poral uncertainty with information bounds. A comprehensive overview of the research 
conducted over the years on identifying events, time references, and properly connected 
them is given by Derczynski (2016).

5.1.2 � Timeline construction

The next step, after establishing the relationships between events and the temporal entities, 
is to arrange temporal information in such a manner that the remaining narrative compo-
nents can be organized with regards to time (Leeuwenberg and Moens 2019). One impor-
tant aspect of this, as stated by Leeuwenberg and Moens (2019), is the temporal reason-
ing task, which refers to the process of combining different temporal cues into a coherent 
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temporal view. This is of the utmost importance as previous works have shown that the 
information presented in the text may not match the elapsed order (Mostafazadeh et  al. 
2016b). Getting to know the correct order of the events may also enable to dive deeply 
in the analysis of particular components. Antonucci et  al. (2020) employed this notion 
to investigate the evolution of characters of books over time. The authors trained word 
embeddings related to different characters in distinct parts of literary texts (e.g., chapters). 
These embeddings are also called dynamic or temporal embeddings (Bamler and Mandt 
2017) since, from them, it is possible to analyze relations between concepts over time. This 
work demonstrated that characters with strong friendships have similar behavior; therefore, 
such characters evolve similarly over time. Another outcome of the temporal reasoning 
task is building the network of events in chronological order, i.e., the text’s narrative. Over 
the years, different researches (Bethard et al. 2007; Mani and Schiffman 2005) have been 
proposed with one such goal. In Leeuwenberg and Moens (2018), the authors proposed 
two models that predict relative timelines in linear complexity and new loss functions for 
the training of timeline models using TimeML-style annotations. On the sidelines, Jia et al. 
(2021) proposed the use of temporal information as a way to provide complex question 
answering related to temporal information through knowledge graphs. An overview of the 
temporal reasoning task, on the extraction, and on how to combine temporal cues from text 
into a coherent temporal view is presented in a survey of Leeuwenberg and Moens (2019).

5.2 � Relation extraction

Capturing the linking between the pairs of identified entities (or participants) is an impor-
tant aspect of the narrative understanding. Known as relation extraction task (Qin et  al. 
2021), it attempts to determine a semantic link between two named entities in a sentence. 
Performing this task on top of our running example would result in identifying an instance 
of a pulled relation between “John” and “a rabbit”. Such semantic relations are usually 
structured in the form of < e1, rel, e2 > triples, where e1 and e2 are named-entities, and rel 
is a relationship type (Batista 2016 [Online]). In our case, it could be exemplified by the 
triple: < John, pulled, a rabbit > . Considering that in narratives, events are often directly 
linked, extracting such relationships is also of paramount importance.

Semantic relations also encompass objectal relations (i.e., relations between discourse 
entities seen as extra-linguistic concepts). These relations aim to state how two discourse 
entities are referentially related to one another (ISO 24617-9:2019 (E) 2000). Other NLP 
tasks, like Question-Answering Systems  (Li et al. 2019), and the creation of Knowledge 
Graphs (Zhang et al. 2019b), can benefit from identifying such a relation. An example of 
entity relation extraction employed to build Knowledge Graphs is provided in Han et al. 
(2019b). In this work, the authors present OpenNRE, an open-source and expandable 
toolkit for implementing neural models for relation extraction. Using this tool, one can 
train custom models to extract structured relational facts from the plain text, which can be 
later used to expand a knowledge graph.

The traditional relation extraction can be solved by applying one of the following 
approaches: (1)  rule-based; (2)  weakly-supervised; (3)  supervised; (4)  distantly super-
vised; and (5)  unsupervised. In addition to this type of relation extraction, one can also 
extract semantic relationships by following Open Information Extraction approaches (OIE) 
(Batista 2016 [Online]), a research field that obtains domain-independent relations from 
a text. This task is supposed to extract all kinds of n-ary relations in the text (Xavier et al. 
2015). Two methods can be applied by the Open Information approaches (1) rule-based; 
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and (2) data-based. The former relies on hand-crafted patterns derived from PoS-tagged 
text or dependency parse tree rules. The latter generates patterns based on training data 
represented as a dependency tree or PoS-tagged text.

Over the last few years, neural networks have also made their path in the particular 
domain of relation extraction (Qin et al. 2021), through different neural network approaches 
(Baldini  Soares et  al. 2019; Hendrickx et  al. 2010; Nadgeri et  al. 2021). Exploiting the 
narrative structure, (Tang et  al. 2021) proposed a Multi-tier Knowledge Projection Net-
work (MKPNet). The strategy was designed to leverage multi-tier discourse knowledge and 
present a knowledge projection paradigm for event relation extraction. According to the 
authors, such a paradigm can effectively leverage the commonalities between discourses 
and narratives for event relation extraction. This study had a focus on the projection of 
knowledge from discourses to narratives. (Lv et  al. 2016) also proposed a strategy that 
takes advantage of the narrative structure. The authors applied an autoencoder to a set of 
features, including word embeddings, in a clinical narrative dataset, the 2010 I2B2 relation 
challenge (Uzuner et al. 2011). Using the same dataset, the 2010 I2B2 relation challenge, 
and the 2018 National NLP Clinical Challenges (N2C2) dataset (Henry et al. 2020), Wei 
et al. (2019) proposed two different models to extract relations from clinical narratives. The 
models used a language model based on transformers to extract the features, and BI-LSTM 
neural network attention to detect the relations. Another example comes from finances 
related narratives, in this context a shared task was proposed by Mariko et  al. (2022a) 
with the intend to extract causality between existing relations. In this shared task experi-
ments were done on top of FinCausal dataset  (Mariko et  al. 2022b), a dataset extracted 
from different 2019 financial news. The best results were achieve by a team that developed 
an ensemble of sequence tagging models based on the BIO scheme using the RoBERTa-
Largemodel, which achieved an F1 score of 94.70 to win the FinCausal 2022 challenge.

In addition to these types of connections, entities can also be also linked to other kinds 
of data. Knowledge databases can furnish a unique identity to entities, which can enrich the 
narrative with information, and aid to disambiguate the entities as well. The task of linking 
knowledge base-entities and narrative entities is called entity linking. In the following sec-
tion, we will discuss this task.

5.3 � Entity linking

Over the years, efforts have been developed to explore relations between entities in texts 
(Freitas et  al. 2009; Hasegawa et  al. 2004). This willingness to recognize individuals in 
a document is a significant move towards understanding what the document is all about 
(Balog 2018). Truly understanding a text requires, however, linking these individuals 
with other pieces of information. The temporal connection between events is one way to 
achieve this. Another way is to relate the events of the narrative with entities from a knowl-
edge base, which stores data about entities using ontological schemes (Ehrlinger and Wöß 
2016). According to Gruber (1993), ontologies are formal and explicit specifications of a 
shared conceptualization that can serve as a modeling basis for different purposes of repre-
sentation. Representational primitives defined by ontologies are typically classes (or sets), 
attributes (or properties), and relationships (or relations among class members) (Gruber 
2008).

Formally, the process of linking entities can be understood as the task of recognizing 
(named entity recognition), disambiguating (named entity disambiguation [Eshel et  al. 
2017)], and linking entities (named entity linking) with unique entity identifiers from a 



8413A survey on narrative extraction from textual data﻿	

1 3

given reference knowledge-base, such as DBpedia (Auer et al. 2007), or Yago (Suchanek 
et al. 2007). Given the sentence “Bush was a former president of the USA from 1989 to 
1993”, the idea is to determine that “Bush” refers to George H. Bush, an American Politi-
cian who served as the 41st president of the United States from 1989 to 1993, and not 
to “Bush” a British rock band formed in London, England in 1992. When connecting an 
entity with Wikipedia data, such as Wikidata (Vrandečić and Krötzsch 2014), this task 
is known as Wikification. As emphasized by Szymański and Naruszewicz (2019), when 
a document is Wikified, the reader can better understand it because related topics and 
enriched knowledge from a knowledge base are easily accessible. From a system-to-system 
view, the meanings of a Wikified document’s core concepts and entities are conveyed by 
anchoring them in an encyclopedia or a structurally rich ontology. In the context of a narra-
tive, it might mean a more knowledge-rich narrative.

Figure 9 illustrates the results of applying entity linking on top of our running example. 
By looking at the figure, one can observe the linkage of the detected entities or events in 
the text with their presence on external sources, such as knowledge bases. One can get 
insights into who is “John”, “Edinburgh” or the “XYZ contest”. This information might be 
helpful not only to add more knowledge but also to disambiguate the case of entities that 
are associated with more than one concept.

In the scope of entity linking efforts, Raiman and Raiman (2018) achieved the state-of-
the-art focusing on a cross-lingual approach, a type system on an English dataset super-
vised with French data. In particular, they constructed a type system and used it to con-
strain a neural network’s outputs to respect the symbolic structure.

5.4 � Semantic role labeling

Understanding narrative stories involves the ability to recognize events and their partici-
pants, as well as to recognize the role that a participant plays in an event, as “‘who’ did 
‘what’ to ‘whom””, and ‘when’, ‘where’, ‘why’, and ‘how’ (ISO 24617-4:2014 ). Gener-
ally, this can be achieved by Semantic Role Labeling (SRL). This task assigns semantic 
roles to the constituents of the sentence (Aher et al. 2010). Contrary to syntactic analysis 

Fig. 9   Overview of entity linking task result when applied to our running example
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(such as the ones conducted on chunking, dependency parsing, etc.), it acts on a seman-
tic level, and is responsible for capturing predicate-argument relations, such as “who did 
what to whom”’ (He et al. 2018), towards making sense of a sentence’s interpretation. SRL 
recovers the latent predicate-argument structure of a sentence, providing representations 
that answer basic questions about a sentence’s meaning. Figure  10 illustrates the results 
of applying SRL on top of the first sentence of our running example, through the use of 
AllenNLP2. model, which is the implementation of Shi and Lin (2019).

The relation established between the different parts of the sentence can be observed by 
looking at the figure. In this relation, all the parts are linked by the verb “pulled (out)”: 
“John, the magician”, “a rabbit” and “of a hat” are the core arguments, while “at the show 
in Edinburgh” and “this year” are modifiers, the former conveying spatial information and 
the latter temporal information. The current state-of-the-art of this task is settled by He 
et al. (2018) with an F1-score of 85.5%, using a deep learning approach based on a BiL-
STM neural network to predict predicates and arguments on top of the OntoNotes bench-
mark (Pradhan et al. 2013).

In a narrative-focused approach, Mihaylov and Frank (2019) proposed the use of lin-
guistic annotations as a basis of a discourse-aware semantic self-attention encoder for read-
ing comprehension on narrative texts. In this work, the authors adopted the 15 fine-grained 
discourse relation sense types (see section 5.5 for more information about discourse rela-
tions) from the Penn Discourse Tree Bank (PDTB). According to what is mentioned by 
the author, combining such an annotation scheme with self-attention yields significant 
improvements. Following this approach, this study’s results indicate that SRL significantly 
improves who and when questions and that discourse relations also improve the perfor-
mance on why and where questions. These results are illustrated on top of the Narra-
tiveQA (Kočiský et al. 2018) reading comprehension.

5.5 � Discourse relation parsing

When reading or listening to a text, the reader/listener establishes relations of meaning 
between the different parts, be they clauses, sentences, or paragraphs. These relations are 
discourse relations (DRels)—also known as rhetorical relations or coherence relations—
and are crucial to explain how discourse is organized. For that reason, they have been 
the basis of several frameworks, such as Rhetorical Structure Theory (RST) (MANN and 
Thompson 1988), Segmented Discourse Representation Theory (Asher et al. 2003).

Fig. 10   Semantic role labeling result when applied to the sentence: “John, the magician, pulled a rabbit out 
of a hat at the show in Edinburgh this year.”

2  Available in: https://​demo.​allen​nlp.​org/​seman​tic-​role-​label​ing

https://demo.allennlp.org/semantic-role-labeling
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Looking at our running example, since no connective is present, the identification of the 
DRel would be very challenging using automatic methods. However, taking into consideration 
lexical and other semantic information, as well as our world knowledge, one can infer that the 
two sentences are related by the DRel Result, because loving the magician’s presentation is a 
consequence of him pulling a rabbit out of the hat. The second sentence can be divided into 
two arguments/ text unities related by Comparison. Figure 11 illustrates the annotation of this 
example using an RST markup tool (O’Donnell 2000).

In NLP, the process of uncovering the DRels between text units is called discourse pars-
ing, a very complex task, despite a few advances over the past years. One of the most recog-
nized discourse parsers is the one used by the news corpus Penn Discourse Tree Bank (PDTB) 
(Prasad et al. 2018). This end-to-end discourse parser (LIN et al. 2014) follows the same steps 
as PDTB human annotators: identification of the discourse connectives, arguments segmenta-
tion, labeling them Arg1 and Arg2, and recognition of the explicit DRel. When no explicit 
relation is extracted, the second step labels the implicit DRels. The last step consists in labe-
ling the attribution spans (see Potter (2019) for more information about attribution relations), 
which are text units that reveal if the content should be attributed to the writer or to another 
participant.

The 2021 edition of the DISRPT Shared Task (Zeldes et al. 2021) added the task of Dis-
course Relation Classification across RST, SDRT and PDTB, to the two existing tasks from 
the previous edition (Zeldes et al. 2019), Elementary Discourse Unit Segmentation and Con-
nective Detection. The Shared Task was performed in relation to 16 datasets in 11 languages. 
Overall, the system with the best results was DisCoDisCo (Gessler et al. 2021) with a Trans-
former-based neural classifier, which was able to surpass state-of-the-art scores from 2019 
DISRPT regarding the first two tasks and to obtain a solid score on the 2021 benchmark for 
the third task.

Establishing DRels between events, such as cause, result, or temporal sequence, is of para-
mount importance to understand the narrative. Much has been achieved with manual annota-
tion of datasets, which has been the basis for the development of some Discourse Parsers, 
namely within shared tasks (see LI et al. (2021), for a review and future trends). However, 
many issues need further research so that Discourse Parsing can fully contribute to narrative 
extraction, in particular concerning the identification of implicit DRels and the specification of 
the high-level discourse structures.

Fig. 11   The scheme application to our running example
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5.6 � State‑of‑the‑art and summary

Table 3 brings a summary of the current status of five of the tasks (temporal reasoning, 
entity relation extraction, entity linking, semantic role labeling, and discourse relation 
parsing) covered at the information linking stage discussed in this section. The type 
column specifies the type of task addressed in those works. In this table, each study’s 
effectiveness is displayed according to the measures reported by the authors. All the dis-
cussed tasks are related to semantic analysis at this pipeline stage.

In our supplementary material, made available with this survey, one can find a list if 
additional benchmark datasets relating to the topics covered in this section. The datasets 
mentioned there can be used as a reference for carrying out the tasks described here. 
Some of these datasets are available in languages other than English and are useful for 
the tasks of linking narrative components in these other languages.

6 � Representation of narratives

The representation of narratives can be categorized in two levels, the conceptual and the 
visual level. The first one considers that the elements in a narrative are codified as con-
cepts that allow abstracting the meaning. This codification allows the exploration and 
detection of the elements of a narrative, smoothing the process of analysis of a narra-
tive. The second level of representation is built using visual elements like lines, graphs, 
icons, pictures, or other graphical resources used to depict the narrative. This level of 
representation is more accessible for people of different degrees of general expertise. 
Next, we detail both levels of representation.

6.1 � Narrative ontologies

Ontologies are a flexible and complex framework in computer science that allows build-
ing schemes to represent several kinds of concepts. They aid the multi-layered meanings 
of a narrative to be pictured as faithfully as possible (Ciotti 2016) since the main ele-
ments are conceptually identified.

Over the years, some ontologies have been proposed as a means to representing nar-
ratives. Khan et al. (2016), for example, proposed an ontology for narratives applying 
it to Homer’s Odyssey. Damiano and Lieto (2013), in turn, described an ontology for 
narratives for the hero’s journey, which is a traditional archetype of the histories of the 
western culture. The ontology is applied in digital archives for artwork, and then to aid 
the browsing through the digital artifacts. Tests were made in a small dataset, and some 
information about artworks was obtained by reasoning. In another proposal for cultural 
and historic events, Meghini et al. (2021) depicted the Narrative Ontology (NOnt). The 
authors built an ontology that comprises some rules, like laws of physics. Then, they 
applied it to heritage crafts, and case studies were conducted to validate the proposed 
model.

Although, ontology is a flexible framework, building an ontology that encompasses 
all the elements in a narrative is a cumbersome task. Thus, few proposals undertake this 
challenge.
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6.2 � Formal semantic representation

Representing and learning common sense knowledge for the interpretation of a nar-
rative is one of the fundamental problems in the quest for a profound understanding of 
language (Mostafazadeh et al. 2016a). Logic-based representations, like DRT (Kamp and 
Reyle 1993) and Abstract Meaning Representation (AMR) (Banarescu et al. 2013), express 
recursive formal meaning structures that have a model-theoretic interpretation, although 
following different formalizations. DRT adopts a dynamic and compositional perspec-
tive, which entails determining how the meaning of a sentence can change the context, and 
enables a straightforward and elegant representation of not only anaphoric relations, both 
nominal and temporal, but also of other linguistic phenomena. Within DRT’s framework, 
the processing of the discourse is performed one sentence at a time in Discourse Repre-
sentation Structures (DRSs) in an incremental manner. Each sentence is represented in the 
DRSs by discourse referents, which represent entities in the discourse, always displayed at 
the top of the box, and by conditions, which establish a relation of identity between the dis-
course referents and the corresponding element of the sentence, typically displayed below 
the universe constituted by the discourse referents. These DRSs are recursive formal mean-
ing structures that have a model-theoretic interpretation, and can be translated into first-
order logic (FOL). Asher (1993) and Asher et al. (2003) extended DRT with the inclusion 
of discourse relations and with contributions from other dynamic semantic proposals and 
pragmatics, naming it Segmented Discourse Representation Theory (SDRT).

The aforementioned semantic representations are used by the Groningen Meaning Bank 
(GMB) (Basile et al. 2012; Bos et al. 2017) and the Parallel Meaning Bank (PMB) (Abzia-
nidze et al. 2017). While PMB adopts DRT as a single semantic formalism to fully repre-
sent the different annotated linguistic phenomena, GMB goes further and enhances DRT 
semantics with discourse relations between DRSs, using Boxer (Bos 2015; Curran et  al. 
2007), a system which utilizes �-calculus to generate the meaning representation of texts.

Another logic-based representation, but for sentences, is the AMR (Banarescu et  al. 
2013). The sentence is represented as a single-rooted graph (Damonte et  al. 2017). The 
syntax of AMRs can be defined recursively, and it is possible to specify a systematic trans-
lation to first-order logic. AMRs without recurrent variables are in the decidable two-var-
iable fragment of FOL. The AMR Bank (Banarescu et  al. 2013), based on this form of 
representation, is a set of English sentences paired with simple, readable semantic repre-
sentations in some cases manually constructed by human annotators, but also generated in 
a semi-automatic manner (Gruzitis et al. 2018). It is possible to represent narratives using 
AMR as well. Droog-Hayes et al. (2018), for instance, employ AMR to represent Russian 
folktales and extract the narrative structure.

6.3 � Visual representation

Narrative visualization addresses the interplay between narrative and visualization. This 
includes perspectives that range from the use of visualization elements to enrich traditional 
narratives, to the exploration of narrative techniques in visualization-rich artefacts. In this 
section, we focus on the visual and structured representation of a narrative as an important 
step, not only as a final output of the narrative extraction pipeline, but also as a machine-
readable representation that can be used as a tool for human inspection and validation of 
each of the pipeline steps.
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Broadly speaking, narrative visualization can be mapped into 7 genres (Segel and 
Heer 2010): magazine-style, annotated chart, partitioned poster, flow chart, comic 
strip, slide show, and film/video/animation. As stated by the authors, such genres vary 
primarily in terms of the number of frames - distinct visual scenes, multiplexed in time 
and/or space - that each contains, and the ordering of their visual elements. None of 
these genres are mutually exclusive: they can act as components and be combined to 
create more complex visual genres.

A less explored area is the visualization of narratives themselves, a perspective of 
particular interest in the context of this survey, where the focus is on the representa-
tion of the extracted narrative as closely as possible to its original form. Metilli et al. 
(2019) developed a semi-automatic software that can import knowledge from Wikidata 
to allow users to construct and visualize narratives, based on a proposed ontology to 
annotate narratives. Baikadi et al. (2011), in turn, proposed a framework for visualiz-
ing a narrative, and introduced an environment designed to explore narrative visualiza-
tion to support novice writers. Milon-Flores et al. (2019), instead, applied algorithms 
to extract emotions and characters involved in literary work to propose a methodology 
that is able to generate audiovisual summaries by the combination of emotion-based 
music composition and graph-based animation.

The representation of narrative participants and events over time can be accom-
plished by projecting these elements in two-dimensional layouts. Munroe (2009) intro-
duced the concept of a narrative chart, a visual representation that encodes narrative 
elements and interactions in a representation where lines flows from left (past) to right 
(future) representing each participant, and events are depicted using ellipsis to which 
participants are connected. Kim et al. (2018) presented the Story Explorer, a visuali-
zation tool to explore and communicate nonlinear narratives through the representa-
tion of story curves, which contrast story order (y-axis) with narrative order (x-axis). 
Story Explorer is used to analyze and discuss narrative patterns in 10 popular nonlin-
ear movies.

Less elaborate visual schemes can also be used to represent the elements from a 
narrative and provide an accessible understanding of it. A simpler, but powerful 
resource to represent the elements of narrative, their relationships, and the chronologi-
cal order of them is based on the use of knowledge graphs (Ehrlinger and Wöß 2016) 
and their linkage to knowledge-bases (von Landesberger et al. 2011). Li et al. (2018), 
for instance, employed a graph structure to extract and link narrative events. Amorim 
et  al. (2021) in their work proposed the Brat2Viz tool to build a visual representa-
tion of a knowledge graph from a DRT representation of a narrative. A useful visual 
representation, in this context, is also the Message Sequence Chart (MSC) (Harel and 
Thiagarajan 2003), a diagram created to specify systems requirements. Due to its flex-
ibility, MSCs are also suitable to schemetize other kinds of processes. In Brat2Viz 
tool (Amorim et al. 2021), the authors generates a MSC from a DRT as well. Further 
initiatives also explore MSC for narrative visualizations (Palshikar et al. 2019; Hing-
mire et al. 2020).

A discussion of the challenges associated with narrative visualization, and the gen-
eral field of information visualization, can be found in de Ponte Figueiras (2016), and 
also in Tong et  al. (2018). The work of Edmond and Bednarz (2021) also addresses 
the multidisciplinary nature of the field and outline possible trajectories based on the 
emphasis put on the narrative itself or the data visualization components used.
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7 � Evaluation

With the growing maturity and understanding of the narrative extraction process, new pro-
cedures have come into play to help formalizing the narrative extraction evaluation step. In 
particular, shared tasks were proposed to establish a common experimental setup and over-
come the lack of datasets. In this section, we discuss the evaluation carried out by studies 
developed in the area.

Representations made of the extracted narratives need to be evaluated for their level of 
abstraction to the application (e.g., health care systems, games, news, etc.). The evaluation 
of the extracted narrative is an essential step of its understandability (Riedl and Young 
2010) because it aims to observe the content’s understanding by the final consumers and 
specialists, which can provide insights and possible improvements. However, computa-
tional evaluation presents hard challenges. In the literature, few studies evaluate narratives 
computationally extracted or generated since this is a subjective and application-specific 
task.

In cases where the evaluation is considered, a manual evaluation method is usually 
adopted. In this case, the narrative result is delivered to specific (usually hired) people, 
who evaluate the generated result from pre-defined domain criteria, as it is done in Mot-
wani et  al. (2019), and give their feedback and overall perception of it. However, ways 
of automatically evaluating the extracted narratives are sought. Goyal et  al. (2010), for 
example, evaluated the representation of narratives texts through plot units measuring the 
F-score achieved by the model. Other works (Metilli et al. 2019; Zahid et al. 2019) also 
assessed the tasks developed in the context of narratives in terms of this measure. Research 
works that use this measure have the advantage of observing a given task’s performance 
isolated, i.e., separately.

Narratives, however, need to be evaluated as a whole. Narrative Cloze Test is a common 
evaluation framework for script learning introduced by Chambers and Jurafsky (2008). 
Based on the cloze task (Taylor 1953), the narrative cloze evaluation approach consists of a 
sequence of narrative events in a document where one event has been removed. The evalu-
ation is then done by predicting the missing verb and typed dependency. In the context of 
narratives, this approach became widely used to explore the commonsense reasoning of 
narratives outcome. In a similar approach, Mostafazadeh et al. (2016a) proposed the Story 
Cloze Test. The authors presented this measure as a generic story understanding evaluation 
framework that can also evaluate story generation models (e.g., by calculating the log-like-
lihoods assigned by the story generation model to the two ending alternatives), which does 
not necessarily indicate a requirement for explicit narrative knowledge learning. According 
to the authors, models that perform well in the Story Cloze Test reveal some deeper under-
standing of the story. In this work, Mostafazadeh et al. (2016a) also presented a corpus of 
50k five-sentence commonsense stories (ROCStories  (Mostafazadeh 2016)) developed to 
enable a brand new framework for evaluating story understanding - bringing a great contri-
bution to the narratives field.

Another form of evaluating narratives was proposed by Kočiský et al. (2018) in the Nar-
rativeQA Reading Comprehension Challenge. In this challenge, one is presented to a data-
set and a respectively set of tasks in which questions about stories must be answered. As 
pointed out by the authors, these tasks are designed so that successfully answering their 
questions requires understanding of the underlying narrative rather than relying on shal-
low pattern matching or salience. Approaches like these are essential to the reasoning of 
narratives, in the sense that they aim to provide understandable narratives to the end-user 
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focusing on the outcome and in the causality between the events. Another aspect that 
should be considered when evaluating a narrative is from whose point of view the story is 
being told (Brahman et al. 2021).

As discussed in the beginning of this survey, having access to appropriate datasets is 
one of the most important steps behind any evaluation procedure. In this context, we make 
available a summarized list of the most important datasets in several languages that suit the 
evaluation tasks approached in this survey. We refer the interested reader to check the the 
supplementary material of this paper.

8 � Open issues in the narrative extraction pipeline

As exposed in the previous sections, the extraction of narratives comprehends a series of 
interrelated tasks related to different areas, which amount to an intricate and complicated 
enterprise. As such, and although much has been accomplished, different challenges need 
to be met. In this section, we refer to the most prominent, organizing them into general and 
narrative extraction-oriented.

8.1 � General Issues

8.1.1 � Complexity of narratives

Human statements frequently contain ambiguity, error, implicit information, and other 
sources of complexity. Therefore, the creation of cognitive agents with human-level natu-
ral language understanding capabilities involves mimicking human cognition (McShane 
2017). As narratives are composed of human declarations, the study of narratives presents 
a high level cognitive challenge. Some of the problems inherent to narratives are coref-
erence resolution, for instance, when the subject is null, polysemy (i.e., the multiplicity 
of meanings of a word or phrase), synonymy (i.e., the expression of the same idea with 
different terms), ambiguity, related, not only to polysemy, but also to syntactic structure, 
presuppositions or sarcasm. Natural Language Understanding, a research area of NLP, can 
aid in the resolution of some of these issues. However, a model able to deal with the afore-
mentioned issues, and to perform at a level proximate to human reasoning is still far from 
being developed.

8.1.2 � Narratives across documents

As demonstrated in this survey paper, narratives are formed by a series of links between 
involved participants and events, and organized according to their causality over time, 
which may mean that different documents that report the same event can compose a famil-
iar narrative. However, few works found in the literature of the area explore the extraction 
of narratives from multiple documents. Future research should propose new methods to 
automatically identify, interpret, and relate the different elements of a narrative, which will 
likely come from various sources. This dilemma is related to the fact that current mod-
els are often centered on recurrent neural networks (which, although can represent con-
texts longer than other types of networks, still have limitations for this type of strategy). 
Working in vast environments (i.e., contexts) is closely connected to natural language and 
requires scaling up internal processes before larger documents can be handled.
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8.1.3 � Low‑resource languages

Although narratives are present in a set of diverse languages, most of the data available, 
however, is mainly in English. One consequence of this is that low-resource languages end 
up receiving far less attention. For example, while the task of temporal information extrac-
tion has drawn much attention in recent years, research efforts have mostly focused in the 
English language (Mirza 2016), and the development of new solutions for less known lan-
guages ends up being compromised by the lack of properly annotated datasets.

8.2 � Narrative extraction issues

Pre-processing and parsing, and the identification and extraction of narrative components, 
are two of the components that present the best results in the process of narrative extrac-
tion. This stems from the fact that the tasks covered by these processing stages have many 
applications and have been studied across several NLP tasks over the years. The remaining 
tasks of the narrative extraction pipeline, however, still present many challenges for further 
enhancements. In the following, we describe some of those challenges, highlighting future 
directions whenever appropriate.

8.2.1 � Datasets annotation

The annotation process is a key element when working on narrative extraction. Since a 
significant number of the tasks from the narrative extraction pipeline hinge on the exist-
ence of large annotated datasets, the effort of annotation is huge. One of the biggest issue is 
precisely the lack of manually annotated datasets available with the necessary information. 
Checking the manual annotations can also be troublesome because, often, the multilayer 
annotation is so dense that the annotator can barely unravel what was annotated. A useful 
solution to this is to resort to visual representations such as knowledge graphs and message 
sequence charters to carry out the supervising task. Nonetheless, further developments on 
these visual representations are needed. Another problem is related to the inter-annotator 
agreement. As stated before, narratives are complex and not always straightforward, which 
reinforces the relevance of assessing the level of agreement between annotators, both dur-
ing the process of creating the annotated datasets and evaluating the annotation performed 
by means of automatic methods.

8.2.2 � Temporal reasoning and a cross‑lingual approach

Several challenges related to the temporal domain may be understood as possible reasons 
that prevent the development of more elaborated solutions in different languages. For 
instance, the free-text temporal expression (Strötgen and Gertz 2016), which deals with 
general phrases not covered by standard definitions, the resolution of implicit or relative 
temporal expressions, or the problem posed in normalizing temporal expressions across 
different time-zones, are among some of the most well-known reasons. Thus, the most 
promising approaches rely on cross-lingual transformer language models and cross-lingual 
sentence embeddings that leverage universal language commonalities.
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8.2.3 � Incorporating domain knowledge into narrative reasoning systems

From the linguistic point of view, some texts have a stereotypical structure already well 
established in the area (as is the case of medical reports). The knowledge of the domain 
is essential to understand the structure and context of a document to improve the rea-
soning process. The integration of different knowledge might provide, for example, a 
hierarchical structure of terminology that can help to identify whether two different 
statements refer to the same event. For a semantic and pragmatic analysis, other com-
putational tools, such as automated reasoning systems, are useful. These tools may help 
to explore how inference processes can clarify pragmatic phenomena such as conversa-
tional implications and more explicitly context-based understanding.

8.2.4 � Semantic relations in narratives

Most text processing tools concentrate on extracting relatively simple constructs from 
the local lexical context and focus on the document as a unit or even smaller units such 
as sentences or phrases, rather than on relations of different elements within the docu-
ment or even cross-document relations. Correctly inducing semantic relations, between 
participants, participants and events or between text spans, within a natural language 
story is also an open issue in narrative studies. For instance, the task of discourse pars-
ing has still a long road to go (Morey et al. 2017), to achieve discourse relation identifi-
cation beyond local dependencies.

8.2.5 � Open information extraction for narratives construction

Implementing a combination of three relation extraction techniques (machine learn-
ing, heuristics, and a hybrid combination of both) may be an interesting approach to be 
explored in the context of narratives. As narratives result from a semantic structuring of 
information extracted from a text, which presents n-ary relations among themselves, the 
Open IE exploration might provide meaningful insights to narratives studies. As far as 
we know, nothing of this kind has yet been proposed.

8.2.6 � Narratives perspective

The narrative perspective, also known as the point of view, is the vantage point through 
which the events of a story are filtered and then transmitted to the audience. Thus, the 
same story might have different point of views (POV) depending on the person (nar-
rator/ character) who narrates the story or the angle from which one looks (Al-Alami 
2019; Brahman et  al. 2021). Extracting narratives from different points of view using 
the same dataset, combining them in a coherent representation of the story or deciding 
on which are the most relevant are still open challenges. Considering different narrative 
points of view also influences the task of evaluating narratives.

8.2.7 � Narratives representations

Without using some form of a semantic representation that offers an abstraction from 
the details of lexical and syntactic realizations, comprehension is arguably unattainable. 
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Representing embedded stories - stories told inside a story—is also a complex task 
that remains open. Gervás (2021) proposed a simple model to represent them. Never-
theless, the author stated that there is substantial further work in the depicted model. 
Narrative visualization is an active area of research, mostly as a result of a strong 
community focused on interactive storytelling and the use of data visualization tech-
niques to improve narrative understanding. In contrast, there is ample opportunity for 
further research in the visual representation of narratives themselves. Existing research 
is mostly focused on the representation of narrative elements such as participants and 
events, whereas work on commonly used narrative techniques—e.g., focalization, alle-
gory, personification, amplification—is scarce and represents a challenging opportu-
nity for future research. With the development of the field, research on the proposal of 
common visual vocabularies and patterns for recurring visual solutions also constitute 
a pertinent opportunity for further research. Another aspect where research opportuni-
ties exist is the study of user interaction with narratives—which degree of manipula-
tion is useful to improve narrative understanding? Which elements and dimensions of 
a visual representation should be open to user interaction? Finally, evaluating the effec-
tiveness of the visualization of a narrative typically resort to user studies involving ad-
hoc tasks—an opportunity for the development of reference evaluation benchmarks and 
guidelines exists.

8.2.8 � Evaluation

Coming up with a framework that evaluates the narrative extraction pipeline as a whole is 
a crucial step for further developments. One of the difficulties refers to the process of creat-
ing a gold standard dataset, a labor intensive task that is highly dependent on the subjective 
interpretation of several factors, such as the emphasis put on each narrative participant, or 
the level of detail to include. Raters may also have differing viewpoints on annotating data 
or disagree about what details should be kept, contributing to a lower consensus between 
raters and intra-raters. On the application level, the purposes of evaluation may vary 
according to the context addressed. In general, the proposed systems should answer ques-
tions like: What is this narrative about? Does the system accurately extract the required 
elements to tell a story from it properly? How accurately and efficiently does the present 
system represents the narrative in terms of clarity and amount of data to the application 
context? The processing of narrative in large-scale or from multiple documents also bumps 
the issue that supervision is expensive to obtain. When considering the evaluation metrics 
for natural language processing, another issue is related to how well these methods match 
and generalize to the real complexity of human languages and how many more interesting 
natural language inference datasets can be generated.

9 � Conclusion

Narratives are an essential tool for communication, representation, and understand-
ing information. Computational systems that are able to identify narrative elements and 
structures can naturally interact with human users. Such systems understand collaborative 
contexts as an emerging narrative and can express themselves through storytelling (Riedl 
2004). This survey paper provides simultaneously an account of the study of narrative 
extraction and a roadmap for future research. To this end, we propose a narrative extraction 
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pipeline, defining the key tasks involved in this process identified in the literature. By 
doing this, we set a common ground for further studies, highlighting the different stages of 
the narrative process and the most prominent approaches. During the course of this survey 
paper, we also pointed out extensive literature focused on extracting narratives and sup-
porting NLP tasks. Nonetheless, and despite several recent advances, there are still impor-
tant open issues demonstrating that narrative extraction is a rich and promising research 
area that requires multidisciplinary knowledge in the crossroads between linguistics and 
computation.
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