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Abstract
Managed aquifer recharge and changes in crop type or nutrient management on agricultural lands are promising approaches to
address groundwater quality degradation by nitrate. Tools to assess nonpoint-source contaminant transport are needed to better
understand the interaction between agricultural management practices and long-term nitrate dynamics in groundwater basins.
This study investigates the impact of time-resolution upscaling of groundwater flow stresses (i.e., recharge, pumping, and
evapotranspiration rates) on the long-term prediction of nitrate transport at the regional scale. A three-dimensional, monthly
transient flow and nitrate-transport model using MODFLOW and MT3D is applied as the reference simulation. The reference
model results are compared to temporally upscaled models with (1) upscaled annual-averaged flow and transport stresses and (2)
steady-state flow stresses, across different management scenarios. Models with annual-averaged flow and nitrate-loading stresses
were found to be the best alternative to the reference model. However, employing a steady-state flow field to parameterize
transient transport models, using a time series of spatially variable annual total contaminant loading, provides a useful alternative
to predict the trend and variability of nitrate-concentration breakthrough curves at wells across the regional scale and to differ-
entiate the effects of various agricultural management scenarios, if the history of the source contaminant mass is known. The
difference between concentrations resulting from steady-state-flow versus transient-flow models is less than 2 mgN/L for nearly
75% of shallow groundwater cells in the model. However, the steady-state-flow-model-based transport simulation does not
capture short-term oscillations of nitrate concentrations in pumping wells at the local scale.
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Introduction

Failure to preserve clean groundwater is of growing concern
due to the important role of groundwater as a source of drink-
ing water worldwide. Nitrate is among the most common pol-
lutants, especially in regions with significant agricultural

activities; these are regions that are also among the most likely
to rely on domestic wells for drinking water (Johnson and
Belitz 2017; Ransom et al. 2017). High levels of nitrate in
groundwater degrades the quality of drinking water in
municipal-supply and domestic wells and creates health is-
sues. Different sources of nitrate pollution are distributed con-
tinuously across landscapes (nonpoint-source groundwater
contamination) and nitrate in rural regions originates mainly
from agricultural activities (Dalgaard et al. 2014; Harter et al.
2017; King et al. 2012; Van Grieken et al. 2019).

The nitrate contamination problem can be addressed in the
long run by managing pollutant sources, while different strat-
egies have been introduced in the short term to remove or
attenuate nitrate in drinking water pumped from aquifers
(Jensen et al. 2012). Regulators, policy- and decision-makers,
the public, and the regulated agricultural community want to
understand the feasibility of long-term improvements in
groundwater quality that can be achieved with a range of
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source management practices with respect to an ensemble of
domestic and public water supply wells in a particular aquifer
system of concern. Properly designed simulation models are
needed to assess the impact of promising irrigation-, nutrient-,
and recharge-management practices on long-term distributed
groundwater quality (Fogg and LaBolle 2006).

Nonpoint source pollutants originate from across a regional
landscape, with spatially and temporally highly variable
leaching to groundwater on a continuous basis (Kourakos
et al. 2012; Hashemi et al. 2016; Henri and Harter 2019;
Padilla et al. 2018). For point source contamination, e.g., by
volatile organic compounds (VOCs), regulated maximum
contaminant levels (MCLs) are commonly in the low parts
per billion (ppb) range and concentrations are often several
orders of magnitude above those MCLs. In contrast, nitrate
source concentrations are typically less than one order of mag-
nitude above the nitrate MCL (Burow et al. 2010; Hamilton
and Helsel 1995; Nolan et al. 1997).

Hence, policy concerns about nonpoint sources differ from
those for point source pollution. The latter typically encom-
pass both source control and aquifer remediation, focusing on
preventing or reversing the impact on specific wells at a spe-
cific site, while nonpoint source management often focuses
exclusively on source control only, and does not entail active
aquifer remediation (Dowd et al. 2008; Harter 2015).
Nonpoint source policy necessarily is about ensemble behav-
ior of the pollutant in hundreds to thousands of potentially
impacted wells. Therefore, predicting exact local nonpoint-
source contaminant behavior is less important, while the more
critical decision support will be to correctly predict regional
distribution, variability, and trends of water quality across the
wells of concern, and to explore how these may change over
time without and with land management changes.

One of the most important challenges in numerical simula-
tion of groundwater contaminant transport is to employ proper
spatial and temporal scales for both flow and transport simu-
lations (Cushman et al. 2002; Dentz et al. 2011; Scheibe et al.
2015). The scale at which fundamental processes are under-
stood, parameters are measured, and data are collected (e.g.
microscopic to meters, and seconds to days) is different from
the scale at which model applications are discretized (e.g.
meters to kilometers, and months to decades). Measurements
taken at the meter scale suggest the need for high spatial and
temporal resolution of flow and transport processes. However,
given the size of regional aquifer systems, computational costs
typically dictate much coarser resolution. Instead, upscaled or
effective groundwater flow and transport models for practical
scenario analysis and predictions at large scales are needed.
Upscaled flow models can be developed, for example,
through a process of replacing a heterogeneous domain by
an equivalent homogeneous one that produces the same re-
sponse to the upscaled boundary conditions imposed (Gelhar
1986; Rubin 2003). It is a simplification of a given problem

that is strategically designed to allow for an appropriate yet
efficient mathematical solution of the resulting model, while
eliminating detailed information that does not affect the re-
quired accuracy of that solution. However, developing the
spatial-upscaled-transport models that actually work in prac-
tice at basin-scale is a grand challenge among the hydrogeol-
ogy community (Fogg and LaBolle 2006; Fogg and Zhang
2016; Soltanian et al. 2015a, b).

Besides spatial discretization, adequate representation of
temporal variability in model stresses is a key challenge in
groundwater flow and solute transport simulations (Blöschl
and Sivapalan 1995; Jiang et al. 2019; Wallendar and Grismer
2002). Two main concerns regarding transient simulations are:
(1) lack of time series associated with input flow-and-transport-
model boundary conditions, and (2) computational cost of the
model. Groundwater-flow changes and contaminant-transport
processes occur at time scales from seconds (e.g. geochemical
interactions) to hours (e.g. precipitation, infiltration, changes in
groundwater velocity, and transpiration) to days (e.g. well dis-
charge). Transient boundary conditions used to define these
changes and processes in a model include, but are not limited
to, concentration rates of source/sink species, recharge rates,
well pumping rates, and evapotranspiration rates. However,
availability of information on these boundary condition data is
usually restricted to monthly or annual measurements (or esti-
mates) because monitoring data are often not collected more
frequently. Furthermore, implementation of a highly detailed
transient model is computationally expensive, rendering it less
adaptable to support decision-making at regional scales
(Turkeltaub et al. 2018).

For nonpoint-source management needs, upscaling issues
arise that are not addressed in the existing upscaling literature,
which has mostly considered point source pollution: at what
temporal and spatial scale are continually discharging sources
best resolved? The model domain of nonpoint source pollut-
ants is much larger than that of point source contaminants (i.e.,
hundreds to thousands of square kilometers/miles instead of
less than one to a few square kilometers/miles, and hundreds
of impacted wells instead of a handful of impacted wells).
Little work has been done to understand the degree to which
nonpoint source pollution of groundwater can be upscaled in
space or time.

The objective of this paper is twofold—first, to investi-
gate the accuracy of temporal upscaling schemes for
groundwater flow and transport boundary conditions in a
numerical nonpoint-source transport model; and second, to
test the temporal upscaling schemes specifically within the
context of a decision-making tool for nonpoint source
management. This is the first known work that attempts
to extend available studies of managerial groundwater
quality simulation methods by addressing these practical
objectives for nonpoint source contaminants in agricultural
areas at the scale of thousands of square kilometers. Here,
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the study evaluates the long-term impact of two nonpoint-
source management practices: nitrate load reduction (land
use improvement) and agricultural-managed aquifer re-
charge, employed across a large regional agricultural land-
scape. Bastani and Harter (2019) showed the potential ben-
efits of these practices when targeted at the source area of a
specific production well. At the regional scale, recharge
opportunities are limited in volume, but employing these
nonpoint-source management practices may afford more
wide-ranging water quality improvements in thousands of
domestic wells.

Materials and methods

Study area description

The study site is in the eastern San Joaquin Valley, in the Central
Valley of California, USA (Fig. 1), covering a region of about
2,700 km2 surrounding two main cities (i.e., Modesto and
Turlock), three main streams (i.e., Stanislaus, Tuolumne, and
Merced), and bounded by the Sierra Nevada Mountains to the
northeast and the San Joaquin River to the southwest. The land
surface has a gentle slope (<0.5%) from east–northeast to west–
southwest, where groundwater discharges portions of the hydro-
logical water to the San Joaquin River (Phillips et al. 2007).

The basin is composed of mostly unconsolidated fluvial
deposits of medium-to-coarse grains with interlayered clay
units. The aquifer system is described as unconfined in shal-
low deposits, becoming semiconfined with depth. The
Corcoran Clay, a semi-permeable barrier, is a key

hydrogeological feature that limits vertical groundwater flow
below the base of this shallower portion of the aquifer system
on which this paper focuses. In the study area, the top of the
Corcoran Clay is between about 26 and 79 m below land
surface (thickness of the unconfined to semi-confined aquifer
overlying the Corcoran Clay), and the unit has a maximum
thickness of about 58m. A semi-confined aquifer exists below
the Corcoran Clay layer in large parts of the San Joaquin
Valley (Phillips et al. 2015).

Agriculture is the primary land use, covering about 65% of
the Central Valley and about 80% of the study area.
Agricultural land use is highly diverse, with hundreds of dif-
ferent crops grown, each with its own array of potential irri-
gation and nutrient management tools, adjusted to local soil
conditions and agronomic considerations of individual land-
owners. The primary crops in the regional study area are al-
monds, peaches, grapes, grain, corn, pasture, and alfalfa. The
cities of Modesto, Turlock, and a few smaller urban areas
cover about 10% of the regional study area. The remaining
area is predominantly natural vegetation near the foothills and
in riparian areas—Fig. S1 of the electronic supplementary
material (ESM).

Land use has varied over the decades throughout the
study area (Fig. 2) with almonds and corn making ma-
jor gains in acreage. Increase in corn acreage (predom-
inantly sileage corn) is due to an even larger increase in
the dairy herd, milk production, and commensurate ma-
nure production, recycled mostly on corn fields (double-
cropped with winter cereal). The increase in corn and
almond acreage reflects significant intensification com-
mensurate with increased land application of manure
and commercial nitrogen fertilizers, respectively.

Fig. 1 Location of the study area, the northeastern San Joaquin Valley, located in the Central Valley, California (United States), its major urban areas, and
its perennial streams
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Themovement ofwater and solutes in the eastern San Joaquin
Valley aquifer system is complex due to the heterogeneous dis-
tribution of alluvial fan sediments and the modification of the
natural hydrologic system. Under natural conditions, recharge
occurred at the mountain front and groundwater moved laterally
until it discharged at streams near the center of the basin (south-
western boundary of the study area). However, diversion of sur-
face water from streams and development of groundwater sup-
plies significantly altered the natural flow system. Development
of the groundwater basin began in the late 1800s. Groundwater
pumping increased slowly until the 1940s and 1950s, when
pumping increased significantly. Irrigation water (supplied from
both surfacewater and groundwater) became the primary form of
groundwater recharge, and irrigation pumpage became the pri-
mary form of groundwater discharge, causing water and solutes
to also move vertically downward through the system (Burow
et al. 2008).

Conceptual and numerical model overview

Groundwater flow setup

Phillips et al. (2015) developed a three-dimensional (3D) cal-
ibrated transient (years 1960–2004) groundwater flow model
for the regional study area using MODFLOW-OWHM
(Hanson et al. 2014). The temporal dynamics in the boundary
conditions are resolved at a monthly scale (i.e. 540 monthly
stress periods). The model has 153 rows and 137 columns of
square finite-difference cells with horizontal dimensions of
400 × 400 m. The aquifer is discretized into 16 layers verti-
cally, with layer thickness increasing gradually with depth
from one to 60 m. Layer eight represents the confining sub-
Corcoran portion of the system. The model specifies general

head boundary condition at all lateral boundaries. The excep-
tion is the northeastern boundary, where a no-flow boundary
represents the contact between the alluvial aquifer system and
the Sierra Nevada foothill bedrock complex. For the purpose
of this study, the Phillips et al. (2015) model was used and
converted to MODFLOW-2005 to be compatible with the
MT3D platform for transport modeling (Bastani and Harter
2019). The same flow and transport model was used by
Bastani and Harter to investigate the feasibility and long-
term impacts of applying agricultural best management prac-
tices at the nitrate-contaminated source area of a pumping
supply well to increase the quality of the drinking water at
the well and the ambient groundwater. The study here uses
these management concepts across larger scales while com-
paring the sensitivity of the solution to changes made in the
time-resolution of the boundary conditions in the numerical
model.

MODFLOW solves the 3D transient groundwater flow
equation in a saturated heterogeneous porous medium
(Harbaugh 2005):
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where Kx, Ky, and Kz are aquifer hydraulic conductivities in
the x, y, and z directions [L/T], h is hydraulic head [L], and Ss
is aquifer storage coefficient [L−1]. For steady state, the right-
hand side of Eq. (1) is zero. The heterogeneity of the study
system was not represented in detail in this regional model.
The sedimentary material hydrofacies was defined from the
work of Phillips et al. (2007) based on the general approach of
Laudon and Belitz (1991). Each hydrofacies represents a per-
centage of coarse grains in the sediment texture upscaled to

Fig. 2 Changes in land use for
major crops in the study area,
1960–2005
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the size of the model cells. The sediment texture in eachmodel
cell was categorized into four materials based on the fraction
of the coarse-grained materials available in that cell (Table 3).

In this study, the temporal resolution of the boundary con-
ditions to the transient flow model was upscaled to different
levels. The highest frequency of available flow boundary con-
ditions was a time series of monthly specified flows. The
“reference” simulation takes advantage of the data resolution
and uses monthly varying boundary conditions. Temporal

upscaling (“scheme”) simulations were defined by integrating
monthly flow data over longer time periods (Fig. 3).
Arithmetic mean averaging of monthly flows yields mass con-
servation at the larger time scale (e.g., averaging 12 months in
a year or 540 months over the entire simulation period).

The highest level of temporal homogenization (upscaling),
for conditions where long-term groundwater inflows and out-
flows are balanced, is a steady-state flowmodel. Two different
approaches are used for developing steady-state boundary

Fig. 3 Examples of temporally
upscaled groundwater a pumping
rates and b recharge, expressed as
time series at two example
locations, used in various
simulation schemes.
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conditions. One alternative is to use a hydrologic year that
represents balanced inflows and outflows over the study
area. For example, Phillips et al. (2007) simulated a steady-
state version of the study region using data from year 2000.
Here, the year 2000 data from the transient model are used for
upscaling flow boundary conditions to the steady state
(scheme 6). For steady-state conditions, groundwater storage
change over the study area must be negligible (inflow – out-
flow = storage change). In the transient model, actual total
change of storage in year 2000 was –18 Mm3 (Fig. 4), about
1% of the total pumped water during that year. For the steady-
state flow simulation, outflows were proportionally scaled to
match total inflows.

A second alternative approach to developing the steady-
state flow model was to take the average of flow boundary
conditions over the simulation period (i.e. 45 years) and im-
port them to the model while solving the steady-state equation
(scheme 5). The discrepancy between total inflow and outflow
of the groundwater budget in this scheme after 45 years
(Table 1) is less than 0.18% of the total pumping well extrac-
tion through the system. Again, a completely balanced inflow
and outflow was achieved by proportionally scaling the
pumping rate for all wells in the steady-state flow model. A
total of six different upscaling schemes were developed and
tested, four transient upscaling schemes, and two steady-state
schemes (Table 2).

Nonpoint-source-contaminant-transport simulation

The general form of the non-reactive groundwater contami-
nant fate and transport equation is (Zheng and Bennett 2002):

∂ θCð Þ
∂t

¼ ∇ � θD � ∇Cð Þ−∇ � θvCð Þ þ qsCs ð2Þ

where θ is porosity [unitless], C is the groundwater nitrate
concentration [M/L3], v is the actual pore velocity vector
(equal to Darcy velocity divided by porosity) [L/T], D is the
hydrodynamic dispersion tensor [L2/T], Cs is the source or
sink nitrate concentration [M/L3], and qs is the source (e.g.,
recharge) or sink (e.g., discharging well) volumetric flow rate
per unit volume of aquifer [T−1]. The right-hand side of the
equation includes the dispersion term, advection term, and
source and sink term, respectively. ∇ represents the gradient
operation and ∇· represents the divergence.

The MT3D (Zheng 1990) program was used to solve
Eq. (2) for the 3D transient transport of nitrate in the region.
A nonreactive transport model was developed because the
denitrification reaction rate is assumed negligible in the aqui-
fer due to its oxic conditions, although previous studies have
shown denitrification occurs locally in some areas of this re-
gion where nonoxic conditions exist (Green et al. 2010, 2016;
McMahon et al. 2008).

Firstly, the porosity values were collected from literature re-
view and distributed in the simulation cells considering the per-
centage of coarse-grained texture in each model cell categorized
(Table 3). In the original flow model, each cell was associated
with a number that represents the percentage of coarse sediment
texture in that cell. Here, sediment size is assigned to specific
fractions of coarsematerial (Table 3)—for instance, if the fraction
of coarse sediments in a grid cell is more than 75%, it is classified
as gravel and an effective porosity of 25% is assigned to that cell.
This allows for appropriate representation of aquifer heterogene-
ity in both the flow model and the transport model.

Fig. 4 Cumulative change of
storage in the transient reference
model over the simulation period
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Secondly, the value for longitudinal dispersivity was esti-
mated to be 11 m, using the empirical equation presented by
Schulze-Makuch (2005) as

α ¼ c Lð Þm ð3Þ
where α is longitudinal dispersivity, c is characteristic param-
eter of the geological medium, L is the flow distance, which is
the grid cell size in the model, and m is the scaling exponent.
The parameter values (m = 0.81, c = 0.085) were selected
according to the type of the medium, which is unconsolidated
sediments (Schulze-Makuch 2005). The ratio of transverse
horizontal and transverse vertical dispersivity to longitudinal
dispersivity is 0.1 and 0.01, respectively.

Thirdly, initial nitrate concentration in the aquifer was es-
timated based on available distributed sampling-well data in
the study area. Since there were not enoughmeasured concen-
tration data distributed in the study region in year 1960 to use
as the initial condition, especially for depths above the
Corcoran (layers 1–7), a combination of data distributed
across years 1957, 1958, 1959, and 1960 was used for this
purpose. The measured concentration data were categorized
based on the perforated depth of the well screens (intervals of
30m) and were assigned to the model layers. Ordinary kriging
(Journel and Huijbregts 1978) was used to distribute the initial
concentrations horizontally in each layer using available well
location coordinates and the measured concentrations.
Moreover, nitrate concentrations in streams were assumed to
be negligible compared to other ground-surface spots in the

model. The main source of nitrate in the area is nitrogen fer-
tilizer. The nitrogen loads were equally applied over a period
of 12 months on top of the first layer cells. In this study, it is
assumed that the nitrate load travels through the vadose zone
and reaches the water table in the same year when nitrate is
lost from the root zone. Nitrate mass is not attenuated or de-
layed before percolating to the water table.

The next step is to define the nitrate mass load spatio-
temporal distribution in the system. Harter et al. (2017)
calculated the nitrate mass load for different crop types in
the Central Valley using a mass balance method consider-
ing the amount of nitrogen fertilizer applied, harvested
crop nitrogen, and other fluxes at 15-year intervals from
1945 onward (Table 4). For the purpose of these simula-
tions, it is assumed nitrate load enters the groundwater
system through deep percolation. Nitrate concentration
(e.g. in g/m3) of the percolated water is then calculated
based on the volumetric recharge flow (e.g. in m3/day)
and the rate of nitrate mass (e.g. in g/day) lost into that
volume. The highest frequency of available nitrate mass
data for individual crops in this study is every 15 years
(Table 4) from which a linearly varying loading of nitrate
was calculated to obtain varying annual nitrate loading.

The nitrate concentration in recharge at each field is deter-
mined by: (1) the agricultural field type, which may rotate at
any given field over time, (2) a time-varying nitrate load as-
sociated with specific crops (Table 4), and (3) recharge fluxes
that vary at monthly or temporally upscaled intervals. The
specific combination of these three factors at each field creates
a unique nitrate load and concentration history (Fig. 5).

Table 1 Groundwater budget prior to adjusting well pumping for the
steady-state model in scheme 5

Budget parameter In (Mm3) Out (Mm3)

Recharge 74,468.5 0

General-head boundary 14,180.9 16,385.3

Stream leakage 3,266.2 3,448.4

Well 0 71,974.9

Evapotranspiration 0 231.3

Total 91,915.6 92,039.9

Table 2 Temporally upscaled
flow and transport boundary
conditions in a reference and six
alternative approaches (schemes)
to nonpoint-source-contaminant-
transport simulations

Model GW flow
equation

Recharge
rate (R)

Pumping
rate (W)

Evapotranspiration
rate (ET)

Nitrate
load (N)

Nitrate
concentration
(C)

Reference Transient Monthly Monthly Monthly yearly Monthly

Scheme 1 Transient Yearly Monthly Monthly Yearly Yearly

Scheme 2 Transient Yearly Yearly Monthly Yearly Yearly

Scheme 3 Transient Yearly Yearly Yearly Yearly Yearly

Scheme 4 Transient 45-years 45-years 45-years Yearly Yearly

Scheme 5 Steady 45-years 45-years 45-years Yearly Yearly

Scheme 6 Steady Year 2000 Year 2000 Year 2000 Yearly Yearly

Table 3 Effective porosity values as a function of the fraction of coarse-
grained sediments (McMahon et al. 2008; Phillips et al. 2007b)

Material category Coarse-grained fraction (%) Effective porosity (%)

Gravel >75 25

Coarse sand 51–75 28

Fine sand 25–50 32

Silt and clay <25 35
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Regional management scenarios

The six time-upscaling “schemes” are employed to several man-
agement “scenarios” designed to potentially improve groundwa-
ter nitrate in the study area. Four different scenarios were defined
following the work of Bastani and Harter (Bastani and Harter
2019): (1) business as usual, (2) low-intensity crop, (3) winter
recharge, and (4) low-intensity crop with winter recharge. In
practice, the implementation of these practices is locally limited
by: (1) availability of appropriate soil for agricultural groundwa-
ter recharge, (2) availability of excess stormwater in the area, and
(3) suitable crops ormanagement practices available for farmland
(Fig. 6). The simulation period of the alternative management
scenarios is the same as the reference scenario, from January

1960 to December 2004. The historic period for the alternative
scenarios was being focused in this study to allow for an evalu-
ation of the upscaling schemes against a well-defined reference
case under various types of stresses.

“Business as usual” (BAU) is the baseline scenario. Results
of this scenario indicate how nitrate concentrations evolved in
the region during the historic 45-year simulation period, given
available data on historic agricultural management practices
and land use distribution.

The “low-intensity crop” (LIC) scenario assumes a change
of crop type or in management practices that significantly
reduces nitrogen loading. The risk for nitrogen loading typi-
cally increases with the amount of nitrogen fertilizers applied,
if management practices are not adjusted. Harter et al. (2017)
estimated the nitrate leaching intensity through a mass balance
approach for 58 different crops in the Central Valley. The
benchmark of 35 kgN/ha/year for nitrogen loss to groundwa-
ter was used to distinguish between high-intensity and low-
intensity crops. For instance, almond is a high-nitrogen-
demand crop (Table 4), but it is also capable of being
recharged with stormwater. Alfalfa and vineyards are repre-
sentatives of low-nitrogen-demand crops that are also suitable
for recharge (Dahlke et al. 2018). In this scenario, all almonds
were replaced by alfalfa (equivalent to treating almonds with
highly efficient fertilization practices) from the beginning of
the simulation or whenever land was historically converted to
almonds with corresponding changes to the recharge and the
nitrate concentration of those cells.

The third scenario is “winter recharge” (WR) which pro-
vides additional volume of water to farmlands during winter
months of wet years. This scenario is also called agricultural
managed aquifer recharge (Ghasemizade et al. 2019;
Kourakos et al. 2019; Niswonger et al. 2017). It increases
landscape recharge without increasing agricultural nitrate

Table 4 Estimated nitrate-N mass load (kg/ha/year) for major crops,
1960–2005 (Modified from Harter et al. 2017)

Crop type Year

1960 1975 1990 2005

Fallow 0 0 0 0

Grain 73 49 89 57

Rice 8 20 39 36

Field crops 63 76 79 53

Corn 61 64 153 87

Pasture 0 0 0 0

Alfalfa 30 30 30 30

Truck crops 83 134 186 124

Almond 29 49 137 104

Vineyards 41 46 23 22

Natural vegetation 15 15 15 15

Urban 20 20 20 20

Fig. 5 Example time series of
nitrate load and calculated nitrate
concentration due to crop rotation
and crop fertilizer applications in
recharge at a specific model
location (row 110 and column 80
of the model)
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losses. Existing nitrate mass losses are therefore diluted.
Almonds and alfalfa are two promising crop types that can
tolerate winter recharge water in their field up to 0.6 and 1.8
m/year, respectively, without harming the roots and health of
the plant (Dahlke et al. 2018).

Additional recharge on almonds and alfalfa in the WR sce-
nario is further restricted by four criteria: (1) floodwater that is
made available only during winter months (i.e., November to
April), (2) the volume of the floodwater available, (3) the
maximum flood recharge amount tolerated by each crop,
and (4) soil suitability for recharge. Availability of “high mag-
nitude flows (HMF)” for on-farm recharge potential of
groundwater banking within the Central Valley, California,
has been assessed by Kocis and Dahlke (2017). The monthly
total volume of available floodwater data for Stanislaus River,

Tuolumne River, andMerced River were used as the source of
water for “agricultural managed aquifer recharge” in the study
area (Fig. 7).

A field’s soil suitability for recharge was considered using the
California Soil Agricultural Groundwater Banking Index
(SAGBI; O’Geen et al. 2015). Soils rated “moderately good”
to “excellent” were selected as suitable for winter recharge
(Fig. 8). Due to historic landuse changes, the number of model
cells with almond land-use on suitable soils gradually increases
from 2,283 to 3,977 cells and decreases for eligible alfalfa lands
from 1,037 to 455 cells during the simulation time.

The fourth scenario is “low intensity cropwithwinter recharge”
(LICWR)which is the combination of the latter two scenarios. The
LICWR scenario was developed based on the idea that the com-
bination of the two practices further improves outcomes.

Fig. 6 Flow chart for selecting
fields under different
management scenarios and time-
resolution schemes determining
the nonpoint-source-model-
boundary conditions. Scenario
components: business as usual
(BAU), winter recharge (WR),
low-intensity crop (LIC)

Fig. 7 The volume of floodwater
recharge, used for WR scenario
analysis
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Comparative analysis

The performance of each scheme is evaluated by comparing
the schemes’ concentration results for each scenario with the
reference simulation results at (1) shallow aquifer modeling
cells, (2) domestic wells, and (3) agricultural and public-
supply wells in the study domain. A total of 28 simulations
(1 reference plus 6 schemes, for 4 scenarios) were developed
for the time-upscaling schemes and agricultural management
scenarios in this study.

Shallow aquifer analysis

All active model cells in this study are classified as either
“shallow zone” or “deep zone”. Shallow zone is defined as
the zone above the top elevation of the Corcoran Clay layer
within the model which includes all cells of the first seven
layers in the model. Nitrate concentrations in all the shallow-
zone cells at the last time-step of simulations are used as the
sample population for statistical calculations to describe the
degree of similarity between the reference and scheme out-
comes in this study (Montgomery and Runger 2007).

Summary statistics include (1) the 99th percentile of nitrate
in the sample population, (2) the arithmetic mean nitrate of the
sample population, (3) the nitrate standard deviation of the
sample population, and (4) the percentage of the sample pop-
ulation with concentrations below the nitrate MCL (i.e., 10

mg/L). Only cells with concentrations at and below the 99th
percentile are used to calculate the mean and standard devia-
tion to avoid outlier effects. To evaluate the accuracy of
schemes in shallow groundwater, the root mean square error
(RMSE) values to the reference simulation are calculated for
all scheme simulations:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

P
∑P

i¼1 Cs xið Þ−Cr xið Þ½ �2
r

ð4Þ

The RMSE values are normalized (NRMSE) by the range
of sample population data to further facilitate the comparison
between different scenarios:

NRMSE ¼ RMSE

Cmax−Cmin
ð5Þ

where Cs(xi) is the nitrate concentration from the (upscaled)
scheme simulation at the last time-step at location xi, Cr(xi) is
the nitrate concentration from the reference simulation at the
last time-step at location xi, P is the number of data points used
for calculation, Cmax is the reference maximum nitrate con-
centration in the range of the sample, andCmin is the minimum
nitrate concentration in the same range of reference data.
Residuals for each scheme simulation are defined as the dif-
ference between reference and scheme results (i.e., error =
scheme – reference). The scheme simulation with the least
RMSE is called “best fit” for the reference model.

Fig. 8 a SAGBI-map of the study area (O’Geen et al. 2015), b suitable locations for winter recharge (excellent, good, andmoderately good rating), and c
location of alfalfa and almond fields in suitable locations at the last stress period of the simulation
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Domestic wells analysis

Ransom et al. (2017) assessed nitrate contamination risk in the
Central Valley region at the depth of domestic and public
supply wells. They analyzed domestic well construction data
available in the Central Valley and found that a majority of
domestic wells have depth of 82 m or less. For the purpose of
this study, this depth is being considered as the average depth
of domestic wells in the study area. Layer seven of the model
covers this depth; therefore, all active cells at layer 7 are each
assumed to be occupied by one or several domestic well
screens. Effectively this is a subset of the population investi-
gated for the shallow aquifer analysis, representing the most
likely location of domestic well screens.

Breakthrough curves of nitrate concentrations at the depth
of the domestic wells in the study region are compared between
the reference and scenario simulations for the various upscaling
schemes. It is assumed that each model cell represented all
overlying households that extract their drinking water from a
typical domestic well. For each time-step, exceedance frequen-
cy (%) is calculated as the ratio of the number of domestic well
cells with nitrate concentrations above the MCL to the total
number of domestic well cells in the study area (or subarea).

Agricultural and public-supply wells analysis

Agricultural-supply and public-supply wells are operating across
the study area at various depths with discharging rates much
higher than domestic wells. Using their historical information
of pumping rates and their location coordinates, in the ground-
water flow and contaminant transport model these wells are ex-
plicitly simulated with time-varying extraction rates. Nitrate
breakthrough curves of all agricultural and public-supply wells
at all layers of the scheme simulations are compared with the
reference results at the scale of the regional study domain and the
subregional water districts scale. Different percentiles of the en-
semble of breakthrough curves are plotted as the statistical mea-
surement for the purpose of the comparison.

Results and discussion

Historic nitrate contamination of groundwater
in the BAU scenario

Temporal dynamics of shallow groundwater nitrate in the refer-
ence (BAU) case is mainly controlled by the time-variant hetero-
geneity of the land use in the region. Changes in nitrate loading
over time occur from crop intensification in general, but also
from higher acreages of some of the crops having highest nitro-
gen losses. For example, almond acreage nearly doubles, rising
from 13% to nearly one quarter of the total agricultural acreage in
the study area, and corn, double-cropped with winter grain and

both used as dairy forage, triples in acreage, from 3 to 9% (Fig.
2). Most crops see increased estimated nitrate leaching from
1960 through 1990, but corn and almond have the highest in-
creases, more than doubling their estimated losses between 1975
and 1990, before improving nitrogen use efficiency after 1990
(Table 4). The combined impact of increased corn and almond
acreage (Fig. 2) and increased corn and almondN losses between
1960 and 1990 (Table 4) accounts for nearly all of the total nitrate
loading increase over that time period in the study region. The
fraction of nitrate loading from corn and almonds increases from
about half of all nitrate loading in 1960 to about 80% in 1990 (see
Appendix). In contrast, estimates indicate no increase in N load-
ing from alfalfa and a decrease in N loading from vineyards
between the 1960s and the 1990s. In addition, their combined
acreage decreases by nearly one half, from 12% in 1960 to only
7% in 2005 (Fig. 2). As a result, from 1960 to 2005, their con-
tribution to N loading in the region decreases by over 70%.

In response to the nitrate loading dynamics, simulated mean
shallow groundwater nitrate concentration under corn and alfalfa
increases by 50%, between 1960 and 2005, from 6 mg N/L to
9 mg N/L. Even beneath the alfalfa or vineyard fields, nitrate
concentration increases throughout the simulation period, but
by less than 25%. The increase in groundwater nitrate underneath
alfalfa fields and vineyards is partly due to their planting in areas
with prior increases inN loading from other crops, and partly due
to advection (and some dispersion) of nitrate from adjacent fields
and orchards with higher nitrate losses. Elevated contamination
at any sampling cell in the aquifer is the result of many years,
even decades of increased loading and accretion of nitrate from
the water table moving downward which is captured along well
screens crossing multiple layers.

In domestic wells, deeper than the shallow-most aquifer re-
gion, the increase in nitrate is delayed. Simulated mean nitrate
increases only slightly, from about 5.5 to 6.5 mg N/L, and no
simulated increases occurs after the 1990s (Fig. 9). Deep produc-
tion wells show a small decrease in mean concentration from the
1960s to the 1980s, from 4.8 to 4.2 mg N/L, then some increase
into the 2000s (to 5.2 mg N/L). Across all groups of simulated
measurement points (shallow groundwater, domestic wells, large
productionwells), there is significant variability among locations.
By the 1990s/2000s, highest nitrate concentrations in all three
groups exceed the nitrate MCL (10 mg N/L).

Simulated concentrations and their distribution are in reason-
able agreement with measured nitrate data in the region, where
available from public databases (Fig. 9). Simulated data are com-
pared only at the specific locations (and depths) for which mea-
sured data are available. Overall trends and magnitude of mea-
sured nitrate concentrations for shallow groundwater, domestic,
and large production wells are in good agreement with simulated
values, showing the increasing trend in shallow and domestic
well nitrate over the simulation period and the more stagnant
nitrate concentrations in deeper productionwells with only recent
increases. The two most prominent differences between
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simulated and measured nitrate distributions are that measured
data vary more widely than simulated data; and that both mean
and upper quantile nitrate concentrations in the second half of the
simulation period are measured to be significantly higher than
simulated. In shallow and domestic wells, initial conditions ap-
pear to be higher than measured values which is mainly because
of using a combination of available measured data from years
1957 to 1960 as the initial condition of the system. However, the
trend of change in nitrate concentrations is the same for both
measured and simulated values during the simulation period.

The presence of wider and more skewed distributions in the
measured data would be consistent with the occurrence of
non-Fickian transport processes (i.e., preferential transport
ahead of the mean front and late-time tailing where nitrate
comes out of the low-K layers by diffusion) and the ubiquitous
effects of heterogeneity in the system such as the preferential
flow through well-connected high-K zones not captured in the
model grid scale, which produce a tail of high nitrate values.
Also, geochemical heterogeneity, not represented in the mod-
el, may contribute to differences between measured and

Fig. 9 Range of simulated nitrate concentrations compared to the range of measured nitrate in the study area, at 15-year intervals, in: a shallow aquifer
wells, b domestic wells, and c deep production wells. The comparison includes only simulated values at grid cells for which measured data are available
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simulated data (Fiori et al. 2019; Fogg and LaBolle 2006;
Fogg and Zhang 2016; Guo et al. 2019).

Moreover, the larger variability in measured data is thought
to reflect between-farm and within-farm variability in loading
due to soil-, irrigation-, and management-practice heterogene-
ity. This is not captured by the uniform loading assumed for
each crop type (Table 4). Finally, the higher concentrations,
especially in the 1990s and 2000s, stem from neglecting on-
farmmanure discharge, which is not accounted for in the crop-
centric loading approach used here and which would have
resulted in twice as much loading or more, on average across
the study region, by 2005 (see Appendix). The comparison to
measured data indicates that future simulation work must in-
clude that nitrogen source. For the purpose of this paper, the
comparison tomeasured data indicates sufficient agreement of
model results with actual data (Fig. 9), confirming that the
overall conceptual and numerical approach taken is an appro-
priate basis for both, comparing to alternative management
scenarios, and for evaluating the time-upscaling approach.

Effect of alternative scenarios on nitrate loading
in the historic context

The alternative scenarios lead to various degrees in hypothet-
ical groundwater nitrate improvement over the simulation pe-
riod (compare the “Reference” cases among scenarios in
Table 5).

The BAU scenario leads to shallow groundwater nitrate
concentrations averaging just below the MCL, at 8.7 mg N/
L by 2004. During the 45 years of implementing the LIC
scenario, continued degradation of shallow groundwater qual-
ity was halted and reversed. The average concentration above
the Corcoran layer decreases by 1.1 mg N/L when all almond
land uses are changed to alfalfa (or equivalent nutrient load
reductions are achieved in almonds) and the number of ex-
ceedance cells in the model decreases bymore than 10% at the
end of the simulation. On the other hand, the winter recharge
(WR) scenario has almost the same average nitrate value as
the BAU. The frequency of available floodwater for the eligi-
ble lands is seasonally disrupted and also not available in all
years. Implemented at the regional scale, the WR scenario is
therefore not an effective tool to attenuate nitrate pollution,
given that “agricultural managed aquifer recharge” in this
WR scenario adds water to the system with irregular recharge
frequency, in insufficient amounts to achieve significant
dilution.

Similarly, the smallest fraction of wells in compliance with
the MCL is observed in the BAU scenario (62%). Only slight-
ly better results are observed for the WR scenario (64%).
Importantly, the recharge does not lead to groundwater nitrate
that is already stored in shallow groundwater to be flushed out.
This is a concern that is sometimes raised by water purveyors
that depend on groundwater. The simulations indicate that

LIC does not lead to a faster increase in the nitrate trend
observed for the BAU scenario. However, when WR is used
in combination with LIC, recharge has a disproportionally
larger effect: 71% MCL compliance for LIC, and 81% for
LICWR (Table 5). The standard deviation in nitrate concen-
tration, across wells, is similar between all scenarios, with a
somewhat lower value for the LICWR scenario.

The main difference between nitrate dynamics in the shal-
low aquifer (as a whole) compared to domestic wells (as-
sumed to be located in the lowest portion of the shallow aqui-
fer) and public supply and irrigation wells is a delay in the
nitrate impact observed, leading to the highest MCL exceed-
ance frequency in 2004 for the shallow aquifer system.
Because public supply and irrigation wells have longer and
therefore deeper screens, exceedance frequencies are even

Table 5 Statistics of nitrate-N concentration results (mg N/L) in the
shallow zone at the end of each simulation, for all schemes and all man-
agement practice scenarios. SD standard deviation

Scenario Model Mean Below MCL (%) SD 99th percentile

BAU Reference 8.7 61.5 6.3 34.0

Scheme1 8.7 61.4 6.3 34.3

Scheme2 8.8 61.1 6.5 35.0

Scheme3 8.8 61.1 6.5 35.0

Scheme4 8.9 60.6 6.8 34.6

Scheme5 9.0 60.1 7.1 35.3

Scheme6 9.1 59.1 6.9 33.9

LIC Reference 7.6 71.0 6.1 31.4

Scheme1 7.6 71.0 6.1 31.1

Scheme2 7.8 70.8 6.9 39.6

Scheme3 7.8 70.8 6.9 39.6

Scheme4 7.5 72.8 6.4 35.8

Scheme5 7.1 74.8 6.4 32.3

Scheme6 7.8 71.2 7.6 38.7

WR Reference 8.4 64 6.0 35.5

Scheme1 8.4 63.8 6.0 35.5

Scheme2 8.5 63.4 6.3 35.9

Scheme3 8.5 63.5 6.3 35.8

Scheme4 8.6 62.3 6.4 35.9

Scheme5 8.6 61.5 6.7 35.2

Scheme6 8.9 60.3 6.8 32.8

LICWR Reference 6.4 81.2 4.6 25.4

Scheme1 6.4 81.2 4.6 25.2

Scheme2 6.5 80.7 5.1 31.9

Scheme3 6.5 80.7 5.1 32

Scheme4 6.2 83.1 4.8 28.3

Scheme5 6.1 82.9 5.0 26.7

Scheme6 6.9 75.7 5.8 30.1

BAU business as usual, LIC low-intensity crop, WR winter recharge,
LICWR low-intensity crop with winter recharge
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lower in those than in domestic wells, consistent with obser-
vations (Fig. 9).

Performance of time-upscaling schemes
at the shallow aquifer modeling cells

All upscaling schemes for all management scenarios have mean
values close to their respective reference model which indicates
that the selected upscaling schemes produce results that are sta-
tistically nearly identical to the reference schemes, for the shallow
aquifer zone (Table 6). There is, however, a measurable but small
increase in error with increased upscaling, the highest being for
the steady-state upscaling scheme. This increased error occurs
regardless of the type of management scenario. From a practical
perspective, the somewhat higher simulated error appears of little
consequence. For example, predicting the percentage of wells
below theMCL, the maximum difference to the reference model
is less than 7%, which occurs in the LICWR scenario with
scheme 6 (steady state with year 2000 data). Even the extreme

values of the 99th percentile nitrate value for all six upscaling
schemes of scenario BAU are in close agreement with the corre-
sponding value in theBAU referencemodel. They vary from3 to
9 mg/L for the alternative management scenarios. It is always
highest for scheme 6.

In all management scenarios, the NRMSE increases from
scheme 1 to scheme 6, i.e., with increasing temporal aggrega-
tion. The NRMSE values are larger for the BAU and WR
scenarios when compared to the LIC and LICWR scenarios
(at the last time step of the simulations). However, even in the
steady-state simulation, the LIC and LICWR scenarios pro-
duce results closer to the reference case than in the BAU. In all
upscaling schemes the overall error remains small, given
greater uncertainty associated with the reference model inputs
(see Fig. 9).

Water quality at the depth of domestic wells
in the upscaled schemes

Capturing appropriate exceedance levels in domestic wells is
critical in decision support tools. Upscaling schemes 1, 2, 3,
and sometimes even scheme 4 were found to have nearly
identical exceedance frequencies to the reference model,
across all management scenarios. The model exceedance
values in the steady-state schemes are slightly higher than in
the reference model, but with less than 5% difference to the
reference case, at the end of the simulation period (WR sce-
nario). For the LIC and LICWR scenarios in particular, the
steady-state flow models are in close agreement with the tran-
sient scenarios and the reference models (Fig. 10).

The temporal dynamics of the least accurate model
(scheme 6) is compared in more detail with the reference
cases. The temporal development of the median (50th percen-
tile) as well as the 90th percentile nitrate concentration across
the ensemble of domestic wells vary significantly over time,
increasing for the BAU and WR scenarios, but mostly de-
creasing (after an early peak) for the LIC and LICWR scenar-
ios. Even under steady-state flow boundary conditions
(scheme 6), these temporal dynamics are well captured and
the differences between management scenarios well articulat-
ed (Fig. 11).

Although not identical, the steady-state scheme closely fol-
lows the reference case dynamics (within about 10% of the
reference value at any given time). Some short-term (less than
5 year) temporal variations expressed in the transient reference
case are smoothed out by scheme 6 upscaling. At the end of
the simulation period, the results of scheme 6 for BAU and
WR overestimate the transient model concentration values
with a discrepancy by 5%. Given the uncertainty associated
with the reference model inputs, such errors appear rather
acceptable from a decision-making perspective for domestic
wells, indicating that temporal upscaling is appropriate for
these types of nonpoint-source transport analyses.

Table 6 Normalized root mean square error (NRMSE) of concentrations
at the end of the simulation period, by the temporal upscaling scheme and
the management practice scenario

Scenario Upscaling
scheme

NRMSE Range of concentrations in the
reference model (mg/L)

BAU Scheme 1 0.1 0–34
Scheme 2 0.2

Scheme 3 0.2

Scheme 4 0.1

Scheme 5 0.3

Scheme 6 0.3

LIC Scheme 1 0.0 0–31.4
Scheme 2 0.1

Scheme 3 0.1

Scheme 4 0.1

Scheme 5 0.1

Scheme 6 0.2

WR Scheme 1 0.1 0–35.5
Scheme 2 0.2

Scheme 3 0.2

Scheme 4 0.2

Scheme 5 0.3

Scheme 6 0.4

LICWR Scheme 1 0.0 0–25.4
Scheme 2 0.1

Scheme 3 0.1

Scheme 4 0.1

Scheme 5 0.1

Scheme 6 0.2

BAU business as usual, LIC low-intensity crop, WR winter recharge,
LICWR low-intensity crop with winter recharge
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Water quality at the agricultural and public-supply
wells in the upscaled schemes

At even larger depth and after longer transport distances, ni-
trate reaches agricultural and public supply wells. Again,

median and 90th percentile nitrate concentration is compared
across irrigation and public-supply wells in the study region.
In the deeper irrigation and public supply wells with large
pumping rates and long screens, median nitrate slightly in-
creases over the first 10 years from its initial value of 4.6

Fig. 10 a–d Nitrate exceedance frequency in domestic wells, under the different temporal upscaling schemes and management practices

Fig. 11 Water quality improvement time series comparison for domestic wells (fully transient vs. steady-state flow model) for: a 50th percentile nitrate
and b 90th percentile nitrate
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mg/L, but then begins to decrease during the second decade,
before leveling off and again increasing at 30 years through
the end of the 45-year simulation period. The (reference) WR
scenario leads to only slightly lower medians and follows a
similar dynamic. In contrast, both LIC and LICWR scenarios
continue the decreasing trend of the second decade, albeit at a
decelerating trend, with LICWRmedians about 0.4 mg/L low-
er than LIC, but almost 50% less than BAU at 45 years (Fig.
12). Similarly, the 90th percentile nitrate concentration in-
creases from its initial value and continues a decreasing trend
for the early period. Only after 20 years is the 90th percentile
beginning to increase, quite quickly relative to the increase in
median concentration. For the 90th percentile nitrate, differ-
ences of the WR, LIC, and LICWR scenarios to the BAU
scenario are similar to those for the median.

For the 90th percentile, the discrepancy between estimated
nitrate concentration curves of scheme 6 and reference scenar-
ios increases the most during the last decade (Fig. 12). The
difference may be related to the dynamics of boundary condi-
tions, especially recharge rate. More divergence of results is
seen during highly transient conditions in the system. Change
in recharge not only influences the flow direction, but also
changes the nitrate concentration imported to the system
(See Fig. 5). In this study, nitrate concentration has a generally
declining trend for the first 15 years of the simulation follow-
ing with an increasing and another decreasing pattern for the
second and the third 15 years, respectively. However, the input
nitrate concentration illustrates a sequence of sudden falling
and rising shifts during the last decade of the simulation. The
90th percentile graph of the reference model manifests the
change in the most recent 10 years (Fig. 12), but the steady-
state flow model adds nitrate concentration to the system
based on only one steady recharge value which causes a con-
tinuous increase of concentration at discharge locations.

The simulated breakthrough curve of the scheme 6 scenario
(Fig. 12) is consistent with previous nitrate concentration es-
timations in the study area. Green et al. (2016) applied a
steady-state flow system (as estimated with age-
distributions) combined with time-varying inputs in a data-
driven approach to estimate historical trends of nitrate in this
study domain considering regional oxygen reduction and de-
nitrification rates. The late-time slope of the median nitrate
concentration breakthrough curve in deep wells in their study
(Fig. 9 in Green et al. 2016) is about 1.3 mg/L per decade,
which is similar to about 1 mg/L per decade in the current
study (Fig. 12, 50th percentile, scheme 6 BAU).

Relative to these reference simulations, the upscaling
schemes, even at this depth, and for wells with long screens,
produce comparable results, although not quite as accurate as
in the domestic well case. Again, scheme 6 produces the least
accurate results. It overestimates reference concentrations for
much of the simulation period, in all management scenarios.
The overestimation of reference medians and 90th percentiles
is larger for the BAU and WR scenarios than for the LIC and
LICWR scenarios and increases over time. Median concentra-
tions are overestimated by nearly 10 and 5%, respectively,
whereas the 90th percentiles are overestimated by 15 and
10%, respectively. However, the steady-state model accurate-
ly captures the longer-term dynamic behavior of nitrate across
these wells and appropriately differentiates the impact of man-
agement scenarios.

Distribution of the irrigation and public-supply wells in the
study region is different for the eight subregions delineated by
water district boundaries (Fig. 13). The 90th percentile of
breakthrough curves of discharging wells are next evaluated
at the subregional scale (Fig. 14). Comparing results of tran-
sient reference models at the two different aggregation scales
(Figs. 11 and 14), the regional scale 90th percentile

Fig. 12 Time series of water quality change in large production wells: a 50th percentile nitrate and b 90th percentile nitrate
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concentration timeline is much smoother than at the subre-
gional scale, where the smaller sample population generates
many sudden jumps and falls in this high percentile curve.

The steady-state model does not capture these oscillations
of the 90th percentile breakthrough curves. Differences to the
reference case are as much as 40–50%. It is not completely
accurate to state that the steady model overestimates concen-
trations at the subregional scale, since the 90th percentile con-
centrations can sometimes be much lower than the reference
value. Still, scheme 6 captures the general trend of this ex-
treme value concentration change through time and recog-
nizes the impact of management scenarios in a long-term anal-
ysis. The results indicate that the temporal upscaling schemes,
while accurate for measures of the mode, mean, or median of

the nitrate distribution across a group of wells, are not as
reliable, but perhaps still useful, in predicting extreme values
across a group of wells, including a smaller, subregional group
of wells. However, even the reference model is not expected to
predict actual extreme values well (see Fig. 9).

The RMSE between the reference model and the steady-
state model captures the accuracy aggregated across all simu-
lated wells (and cells in the case of the shallow aquifer), for all
eight subregions (water districts), using the BAU scenario.
Over time, the RMSE increases, although there is a decrease
at early times, perhaps owing to errors in the initial concen-
trations. (Fig. 15). Each subregion has its own minimum and
maximum concentrations through the simulation time. The
minimum value of concentration is approximately zero in all

Fig. 13 Map of agricultural and public-supply wells in the study area and its subregions (water districts)
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clusters, while the maximum concentration varies from 5 to
29 mg N/L for different subregions during the period of 45
years. The maximum RMSE values are less than 20% of the
maximum values of the data use for their calculations.

Insights on the steady-state-flow-based-nonpoint-
source-transport modeling

Few studies have discussed the impact of transient-
groundwater-flow-model-boundary conditions, in particular
the typical seasonal changes of pumping rates, on variation
of nonpoint-source-contaminant fate-and-transport modeling
results for domestic or larger production wells. The focus of
previous works (Bexfield and Jurgens 2014; Chen 2010;
Jeffrey et al. 2014; Yager and Heywood 2014) has mainly
been on contaminants that originated from a point source.
Libera et al. (2017) investigated the impact of temporally var-
iable groundwater extraction rates on the solute concentration
history at wells in a heterogeneous field. They showed that
uncertainty associated with detected breakthrough curves at
the well increases with the increase of pumping pattern oscil-
lations. The findings concur with their conclusion when the
steady-state flow model is used at a small subregional scale,
even if the source is a nonpoint source. It was observed that
ignoring detailed time-variation of flow boundary conditions
in a steady-state model produces breakthrough curves that
cannot track the immediate oscillation of a transient concen-
tration change at the subregional scale (Fig. 14).

As the scale of the study area increases to many hundreds
of square kilometers, the number of wells sampled encom-
passes hundreds rather than tens; hence, the percentile break-
through curves resulting from transient and steady-state-flow-
based transport models are more similar (Figs. 11 and 12). In
fact, the steady-state-flow-based transport model provides a
plausible prediction for the long-term variations of the con-
centrations across three sets of discharging points, even at the
subregional scale (shallow aquifer, domestic wells, large pro-
duction wells).

Moreover, change of the velocity field under transient flow
conditions makes the solute dispersion development irregular
and complicated, moving solutes into different directions dur-
ing the simulation time. The transverse dispersion, specifically,
controls the mixing and natural attenuation of the contaminant
plume (Cirpka 2005; Rolle et al. 2009; Schirmer et al. 2000);
however, the spreading of the plume under steady-state flow
conditions in a heterogeneous media, in point-source contam-
inant transport, has larger dispersion in the longitudinal direc-
tion than the transverse (Cirpka and Attinger 2003). On the
other hand, studies have shown that considering the detailed
heterogeneous structure of the porous media has a more dom-
inant impact on transverse mixing than temporally changing
flow fields (Elfeki et al. 2012; Rolle et al. 2009). In this study,
the same value of transverse dispersion was used in all transient

and steady-state-flow-based transport models and explicitly
simulated aquifer heterogeneity, so that the lateral dispersion
of nitrate in the system has minor impact on the arrival concen-
tration levels at the well. Finally, a significant fraction of vari-
ability in local concentration is lost when nonpoint-source pol-
lutants are extracted from production wells, due to the large
mixing in the well itself, while the pollutants occur at a rela-
tively narrow concentration range compared to many point
source pollutants (Henri and Harter 2019).

Transient flow changes the spreading direction and magni-
tude of the plume in the aquifer. The concentration level ob-
served at targeted wells reflects the intensity of the stress
changes in the groundwater flow system at each stress period
of the model. Utilizing the steady-state flow does not capture
sudden fluctuations in the concentration levels. Instead, this
model often overestimates the simulated concentrations ob-
tained as compared to the transient flow and transport model.
Because of changes of flow conditions over time for the latter
(i.e., recharge rates, pumping rates, evapotranspiration rates,
and storage change) the transient model enhances contaminant
dispersion (more so in a heterogeneous media), causing con-
centrations at different wells to be lower than those obtained
from the steady-state flow model. The over- or under-
estimation tendency of concentrations at targeted wells in
the steady-state-flow-based transport model is a site-specific
behavior which depends on the variability of loading and
boundary conditions in time and space. However, the
steady-state-flow-based-transport model reflects the impact
of different agricultural management practices on the resulting
breakthrough curve concentrations, which is a critical piece of
information for decision-making in water quality
management.

LaBolle and Fogg (2001) observed the effects of transient
flow systems on contaminant transport in a detailed modeling
of plume-scale phenomena in an alluvial aquifer where the
effects of the storage of contaminant mass in the fine-
grained materials mainly became important when the bound-
ary conditions were changed from steady and forward plume
movement, to the transient pump-and-treat remediation con-
ditions. The current study does not resolve local-scale fine-
grained, low-permeability inclusions and their impact on the
tail of breakthrough curves at discharging points. However,
unlike most point-source-groundwater-pollution sources,
nonpoint-source pollution will not be removed, rather its
leaching rate will be gradually lowered. Hence, tailing behav-
ior of plumes, as in remediation investigations, is not critical to
decision support.

Central Valley groundwater quality management
implications

For over a century, the primary landuse in the Central Valley
of California (52,000 km2) has been agricultural production,
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with increasing intensification. Groundwater nitrate frequent-
ly exceeds the regulatory standard of 10 mg N/L. The aquifer
system of the Central Valley is mainly composed of alluvial
sediments, with most extraction in the upper 300 m
(Rosecrans et al. 2017). The climate is semiarid with transient
patterns of dry and wet water years. Water users in the region
rely on a combination of surface-water delivery and

groundwater extraction. The hydrologic system has been sim-
ulated with 3Dmonthly based transient regional groundwater/
surface-water flowmodels using the finite-difference platform
of MODFLOW (Faunt 2009) and the finite-element model
IWFM (Brush et al. 2013), with spatial resolution of over
one to several kilometers. Run-times for these models are on
the order of hours.

Fig. 14 Time series of nitrate concentration in large production wells: 50th percentile nitrate (left column) and 90th percentile nitrate (right column), for
transient vs. steady flow models, in a–b Modesto Irrigation District, c–d South San Joaquin Irrigation District, and e–f Turlock Irrigation District
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Development of a transport model for the Central
Valley, especially for nonpoint source contaminants such
as nitrate, would require additional spatial resolution in
the flow model plus a transport model, multiplying com-
putational expenses. Evaluating a single nitrate manage-
ment practice scenario at the scale of the Central Valley
would be an enormous computational expense not suitable
for a decision-support tool. Therefore, using a flow model
with upscaled time-resolution that provides accurate large-
scale trends of nitrate at significant computational savings
may be a more promising decision support tool for eval-
uating impacts of different land use and water recharge
scenarios in the Central Valley.

Kourakos and Harter (2014) developed a transport model-
ing approach that generates a detailed 3D steady-state flow
field at high (<100 m) resolution with one-dimensional (1D)
transport equation solved along relevant flow streamlines (to
wells and streams, considering longitudinal dispersivity, but
neglecting transverse dispersivity). Since the flow field is
solved only once and the 3D transport equation is
decomposed into different 1D transfer function equations, it
is a time-efficient nonpoint-source assessment tool for region-
al scale analysis. This study indicates that an approach based
on a steady-state groundwater flow model with transient ni-
trate load is a promising approach to simulate the general
pattern of breakthrough curves for management purposes at
basin scales of the size of California’s Central Valley.
However, future research is needed to assess the loss of accu-
racy due to neglecting transverse dispersivity.

Conclusions

A main challenge in developing detailed nonpoint-source
transport models is reliance of these models on high-
frequency time-series of flow boundary conditions. This
paper investigates the plausibility of developing accurate
nonpoint-source-contaminant-transport models, albeit at

coarser temporal resolution (or lower frequency of time-
series data), for flow stresses, which are, hence, computa-
tionally more efficient. Upscaling flow boundary condi-
tions in time allows for computational savings also in
transport modeling, thus paving the way for tools capable
of scenario analysis and decision support with regional-
scale analysis. In this study, various upscaled time
discretizations were considered and the degradation of
the solution accuracy relative to the reference simulation
observed experimentally. For the upscaling analysis, a set
of highly relevant decision-support scenarios were
employed which were designed to assess the effects of crop
management and winter recharge on groundwater quality
across a large region. This work therefore provides insights
both, on nonpoint source attenuation through management
practices, and on computational algorithms to capture
those future outcomes accurately and yet efficiently.

Among the management practices, “winter recharge
(WR)” or “agricultural managed aquifer recharge” is not
effective if it is applied without nutrient management im-
provements, across the regional scale. Its water quality
benefits strongly depend on the area suitable for winter
recharge (i.e., soil characteristics and crop type) and on
the amount of available recharge water. The application
of recharge on the most favorable sites (e.g., incised-
valley-fill deposits) might prove to have greater and faster
improvements in water quality (Maples et al. 2019). On the
other hand, improving nutrient management (e.g., chang-
ing crop type, LIC) alone or together with winter recharge
(LICWR) leads to significant attenuation of nitrate across
the regional agricultural groundwater basin. Management
practices related to winter recharge are best used for
targeting high priority polluted lands, with suitable winter
recharge lands, rather than distributing winter recharge
across the region. Focusing winter recharge on key areas
may provide significant benefits to specific public supply
wells that would otherwise need a treatment plant (Bastani
and Harter 2019).

Fig. 15 Second-order polynomial
trend line of RMSE between
“Reference” and “Scheme 6”
nitrate concentrations at
discharging wells in the BAU
scenario for different subregions
and for the study area
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Among the various computational time-upscaling schemes
to develop these insights, even the coarsest temporal upscaling
(a steady-state flow simulation) provides sufficient accuracy if
the load of the nonpoint source contaminant is known as a
time-dependent spatial function. Many studies have used the
assumption of steady-state flow to apply transfer-function-
based approaches to analyze trends of nitrate and other non-
point source solutes in a system (Green et al. 2018; Kennedy
et al. 2009; Massoudieh et al. 2014; McCallum et al. 2014;
Osenbruck et al. 2006; Jeffrey et al. 2014). Although not iden-
tical to the temporally fully resolved results, the model can
predict sufficiently accurate long-term nitrate concentration
changes. Aggregated results, such as the regionally averaged
breakthrough curve of nitrate at public supply wells, are par-
ticularly well predicted even when transport simulations were
based on steady-state flow (least time resolution); however,
there are some limitations. Sudden changes in flow-system
boundary conditions may lead to some rapid nitrate increases
or decreases that are not captured when employing a steady-
state flow simulation. For more exact predictions of the dy-
namic changes in contaminant concentrations at a particular
well, a fully transient groundwater flow model, given the ap-
propriate knowledge of boundary conditions, is a superior
assessment tool, if at significantly higher cost.

Temporal variation of groundwater level, flow directions,
and velocity is mainly due to the combination of temporal
changes of boundary conditions in the flow system and the
distribution of the spatial heterogeneity of the aquifer
parameters, which eventually affects the path and the time
that the solute spends in the porous medium. LaBolle and
Fogg (2001) observed the effects of transient flow systems on
contaminant transport in a detailed modeling of plume-scale
phenomena in an alluvial aquifer where the effects of the stor-
age of contaminant mass in the fine-grained materials mainly
became important when the boundary conditions were changed
from steady and forward plume movement, to the transient
pump-and-treat remediation conditions. In the current study, it
was not addressed that whether change of flow boundary con-
dition from transient to the steady state pushes the nitrate that
got historically stored in the typically abundant aquitard sedi-
ments in the porous media to come back out of those sediments
in sufficient concentrations. Instead, the focus of the study is on
the concentrations of the discharging points at large scale.

Finally, these findings are encouraging for further work on
highly efficient decision support systems for use by stake-
holders and policy makers. There are opportunities to build
more efficient, yet accurate modeling frameworks for
nonpoint-source assessment tools of nitrate and salinity at re-
gional scales. However, future research is needed to understand
the effects of upscaling time-resolution of temporally fluctuat-
ing groundwater flow on reactive transport of nitrate (i.e., de-
nitrification process) in heterogeneous porous media with tran-
sient sources of nitrogen leaching into a nitrate-reactive aquifer.

This would also apply to other reactive nonpoint source pollut-
ants such as pesticides, pharmaceutical compounds, and other
emerging contaminants. Moreover, future investigations are
needed to address the effects of uncertainty of model input
parameters on the nonpoint-source-contaminant-concentration
levels in a model with transient-flow boundary conditions com-
pared to steady-state conditions.
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Appendix

Harter et al. (2017) report, among other aspects, various N fluxes
(in kg N/ha/year) by hydrologic region. The study area encom-
passes most of the following three regions: Merced, Turlock, and
Modesto. The study of Harter et al. (2017, p. 147), lists N fluxes
for 1960, 1975, 1990, and 2005 (and also 1945).

For the three regions in question, their average synthetic N
application (“Nsynthetic”) for those 4 years is: 80, 110, 205, and
182 kg N/ha/year. The average harvest N (“Nharvest”) is: 45, 70,
105, and 115 kgN/ha/year. The difference between the preceding
two numbers approximately corresponds to the N loading that
was estimated in this paper and yields the following average N
loading for those 4 years: 35, 40, 100, and 70 kg N/ha/year.

However, the approach used in this paper does not account
for manure applied in dairy facilities (Fig. 16). This includes a
large amount of N application to crops, especially corn and
grain (“Nlandapplied”). Harter et al. (2017) provide a more
consistent loading that accounts for the localized application
of manure. Their potential total groundwater loading in those
three regions (“pNgw”), including urban, is: 20, 50, 90, and
145 kgN/ha/year. Their N loading (which accounts for manure
applications) just for cropland (“pNgw cropland”), on average
for those three regions, is: 35, 70, 130, and 230 kg N/ha/year.
There are significant differences in loading between the three
regions with the Turlock region having much larger loading
than other regions due to its large density of dairy farms (op-
erated as concentrated animal farming operations, with manure
disposed on corn and grain crops grown for silage and hay).

The difference inN loading used for the current study and that
obtained by Harter et al. (2017), suggests (1) that the upward
trend in N loading has continued through 2005, not decreased
after 1990; and (2) that actual loading by 2005 is two to three
times larger than the total loading used here. This stems from a
large increase in dairy herd size and manure production during
the late 1980s to mid-2000s that was not accompanied by a
commensurate decrease on synthetic fertilizer use.
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