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Abstract

In this paper, we contend that a natural objective of representation learning is to compress
and transform the distribution of the data, say sets of tokens, towards a low-dimensional
Gaussian mixture supported on incoherent subspaces. The goodness of such a representa-
tion can be evaluated by a principled measure, called sparse rate reduction, that simultane-
ously maximizes the intrinsic information gain and extrinsic sparsity of the learned represen-
tation. From this perspective, popular deep network architectures, including transformers,
can be viewed as realizing iterative schemes to optimize this measure. Particularly, we de-
rive a transformer block from alternating optimization on parts of this objective: the multi-
head self-attention operator compresses the representation by implementing an approximate
gradient descent step on the coding rate of the features, and the subsequent multi-layer
perceptron sparsifies the features. This leads to a family of white-box transformer-like deep
network architectures, named crate, which are mathematically fully interpretable. We
show, by way of a novel connection between denoising and compression, that the inverse
to the aforementioned compressive encoding can be realized by the same class of crate
architectures. Thus, the so-derived white-box architectures are universal to both encoders
and decoders. Experiments show that these networks, despite their simplicity, indeed learn
to compress and sparsify representations of large-scale real-world image and text datasets,
and achieve strong performance across different settings: ViT, MAE, DINO, BERT, and
GPT2. We believe the proposed computational framework demonstrates great potential in
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bridging the gap between theory and practice of deep learning, from a unified perspective
of data compression. Code is available at: https://ma-lab-berkeley.github.io/CRATE.

Keywords: compressive autoencoding, unrolled optimization, diffusion and denoising,
mixture of subspace coding

1 Introduction

1.1 The Representation Learning Problem

In recent years, deep learning has seen tremendous empirical success in processing and
modeling massive amounts of high-dimensional and multi-modal data (Krizhevsky et al.,
2009; He et al., 2016; Radford et al., 2021; Chen et al., 2020; He et al., 2022). As argued by
Ma et al. (2022), much of this success is owed to deep networks’ ability in effectively learning
compressible low-dimensional structures in the data distribution and then transforming
the distribution to a parsimonious, i.e. compact and structured, representation. Such a
representation then facilitates many downstream tasks, e.g., in vision, classification (He
et al., 2016; Dosovitskiy et al., 2021), recognition and segmentation (Carion et al., 2020;
He et al., 2020; Kirillov et al., 2023), and generation (Karras et al., 2019; Rombach et al.,
2022; Saharia et al., 2022).

Representation learning via compressive encoding and decoding. To state the
common problem behind all these practices more formally, one may view a given dataset
as samples of a random vector x in a high-dimensional space, say RD. Typically, the
distribution of x has much lower intrinsic dimension than the ambient space. Generally
speaking, by learning a representation, we typically mean to learn a continuous mapping,
say f(·), that transforms x to a so-called feature vector z in another (typically lower-
dimensional) space, say Rd. It is hopeful that through such a mapping:

x ∈ RD f(x)−−−−→ z ∈ Rd, (1)

the low-dimensional intrinsic structures of x are identified and represented by z in a more
compact and structured way so as to facilitate subsequent tasks such as classification or
generation. The feature z can be viewed as a (learned) compact code for the original data
x, so the mapping f is also called an encoder. The fundamental question of representation
learning, then, and a central problem that we will address in this work, is:

What is a principled and effective measure for the goodness of representations?

Conceptually, the quality of a representation z depends on how well it identifies the most
relevant and sufficient information of x for subsequent tasks, and how efficiently it represents
this information. For long it was believed and argued that “sufficiency” or “goodness” of
a learned feature should be defined in terms of a specific task. For example, z just needs
to be sufficient for predicting a class label y in a classification problem. To understand the
role of deep learning or deep networks in this type of representation learning, Tishby and
Zaslavsky (2015) proposed the information bottleneck framework, which suggests that a
measure of feature goodness is to maximize the mutual information between z and y while
minimizing the mutual information between z and x.
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Nevertheless, in recent years the predominant practice has been to learn first a task-
agnostic representation by pre-training a large deep neural network, in some cases known
as a foundation model (Bommasani et al., 2021). The so-learned representation can subse-
quently be fine-tuned for multiple specific tasks. This has been shown to be more effective
and efficient for many practical tasks across diverse data modalities, including speech (Rad-
ford et al., 2023), language (Brown et al., 2020), and natural images (Oquab et al., 2023).
Notice that representation learning in this context is very different from that for a specific
task, where z only needs to be good enough for predicting a specific y. In a task-agnostic
setting, the learned representation z needs to encode almost all essential information about
the distribution of the data x. That is, the learned representation z not only is a more com-
pact and structured representation for the intrinsic structures of x, but can also recover x
to a certain degree of faithfulness. Hence, it is natural to ask, in the task-agnostic context,
what a principled measure of goodness for a learned (feature) representation should be.1

Conceptually, we argue that one effective way, perhaps the only way, to verify whether
a representation z has encoded sufficient information about x is to see how well we can
recover x from z through an (inverse) mapping, say g, known as a decoder (or a generator):

x ∈ RD f(x)−−−−→ z ∈ Rd g(z)−−−−→ x̂ ∈ RD. (2)

As the encoder f is typically compressive and lossy, we should not expect the inverse
mapping to recover x exactly, but an approximate x̂ = g ◦ f(x) ≈ x. We normally seek
optimal encoding and decoding mappings such that the decoded x̂ is the closest to x,
either sample-wise—say, by minimizing the expected mean squared error—or in a relaxed
distributional sense. We refer to the above process as compressive encoding and decoding
or compressive autoencoding. This idea is highly compatible with the original goals laid out
for autoencoders by Kramer (1991); Hinton and Zemel (1993), which can be viewed as a
generalization of the classic principal component analysis (Jolliffe, 2002) for the case where
the low-dimensional structure of x is linear.

Through tremendous empirical efforts over the last eleven years, it has become clear that
deep networks are very effective in modeling nonlinear encoding and decoding mappings.
Many applications of deep learning, including those mentioned above, rely on realizing
such an encoding or decoding scheme partially or entirely by learning f or g separately or
together. Although, conceptually, the decoder g should be the “inverse” to the encoder f ,
in practice it has never been clear how the architectures of encoder and decoder should be
related to each other. In many cases, the architectural design of the decoder has little to
do with that of the encoder, often chosen via empirical tests and ablations (for instance,
in masked autoencoders (He et al., 2022) and latent diffusion models (Esser et al., 2021;
Rombach et al., 2022)). We believe a good theoretical framework for representation learning
should clearly reveal relationships between architectures for the encoder and the decoder. We
strive to achieve this level of clarity in this work.

1. As we know, in recent practice of learning task-agnostic representations, one type of deep architectures,
known as transformers (Vaswani et al., 2017), have emerged as an almost universal choice for the backbone
of deep networks, for either discriminative or generative tasks, from language to vision. We will review
the details of this architecture momentarily. As we will see in this work, clarifying the principled measure
for feature goodness is also the key to fully understand why a transformer-like architecture is suitable for
task-agnostic pretraining, as well as to reveal the precise role and function of each layer in transformer-like
deep networks.
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Figure 1: Deep network layers f ℓ which optimize the rate reduction. The separate
components of the data distribution are transformed by the network operators to a configu-
ration which maximizes the information gain. Here, f may be realized by a ReduNet (Chan
et al., 2022), in which each layer implements a gradient descent iteration for optimizing the
rate reduction.

1.2 Review of Existing Approaches

Opening the black-box of modern deep networks through compression. Along
the development of deep learning, many deep network architectures have been proposed and
practiced for f or g, from the classic LeNet (LeCun et al., 1998) to AlexNet (Krizhevsky
et al., 2012), to ResNet (He et al., 2016) and then to the more recent transformer (Vaswani
et al., 2017). Despite their popularity, these networks have largely been designed empirically
and trained and used as “black-box” function approximators. As a result, desired properties
of the learned feature representation z are not clearly specified or justified, and many
heuristic measures or loss functions have been proposed and practiced for training task-
agnostic representations with these models.

The recent work of Yu et al. (2020); Chan et al. (2022) has attempted to provide a
principled framework that interprets the deep architectures of the ResNet and CNNs from
the perspective of optimizing a measure of “information gain” for the learned representation.
When the structured representation sought is a mixture of low-dimensional Gaussians, the
information gain can be precisely measured by the so-called coding rate reduction, denoted
as ∆R(z), and defined as the difference between the coding rates for the feature set as a
whole and the coding rate for its structured components. It was shown that one can derive
from this objective a deep network architecture, known as the ReduNet (Yu et al., 2020;
Chan et al., 2022), that shares a striking resemblance to ResNets and CNNs. The layers
of a ReduNet are fully interpretable as realizing an iterative gradient descent method for
optimizing the coding rate reduction objective ∆R(z), as in Figure 1:

f : x
fpre−−−→ z1 → · · · → zℓ

fℓ−−→ zℓ+1 → · · · fL−−→ zL+1 = z, (3)

where fpre is some data pre-processing map, and

zℓ+1 = f ℓ(zℓ) ≈ zℓ + η∇
[
∆R(zℓ)

]
(4)

i.e., each layer ℓ is constructed to incrementally optimize the ∆R(zℓ) by taking an ap-
proximate gradient ascent step with step size η. We will refer to such a mathematically
interpretable network as a “white-box” deep network in the sense that the motivation and
structure of each network layer is well understood (i.e., as approximating an incremental
improvement of some desired objective function). Although rate reduction offers a good
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theoretical framework for understanding architectures of existing deep networks such as
ResNets and CNNs, direct implementations of ReduNet have not yet generated competi-
tive practical performance on real-world datasets and tasks at scale. In this work, we will
see how this outstanding gap between theory and practice2 can be bridged through a gen-
eralization and improvement to the rate reduction objective such that its gradient descent
operator resembles the structure of a transformer layer, in such a way that the resulting
trasnformer-like architecture achieves competitive empirical performance.

Transformer models and compression. In recent years, transformers (Vaswani et al.,
2017) have emerged as the most popular, nearly universal, model of choice for the encoder f
and decoder g in learning representations for high-dimensional structured data, such as text
(Vaswani et al., 2017; Devlin et al., 2019; Brown et al., 2020), images (Dosovitskiy et al.,
2021; Dehghani et al., 2023), and other types of signals (Gong et al., 2023; Arnab et al.,
2021). In a nutshell, a transformer first converts each data point (such as a text corpus
or image) into a set or sequence of tokens, and then performs further processing on the
token sets, in a medium-agnostic manner (Vaswani et al., 2017; Dosovitskiy et al., 2021). A
cornerstone of the transformer model is the so-called (self-)attention layer, which exploits
the statistical correlations among the sequence of tokens to refine the token representa-
tion. Yet the transformer network architecture is empirically designed and lacks a rigorous
mathematical interpretation. In fact, the output of the attention layer itself has several
competing interpretations (Vidal, 2022; Li et al., 2023a; Sander et al., 2022; Geshkovski
et al., 2023). As a result, the statistical and geometric relationship between the data x and
the final representation z learned by a transformer largely remains a mysterious black box.

Nevertheless, in practice, transformers have been highly successful in learning compact
representations that perform well on many downstream tasks. In particular, it serves as the
backbone architecture for the celebrated large language models (LLMs) such as OpenAI’s
GPT-4 (OpenAI, 2023b). Although the precise reason why it works well remains unclear,
it has been hypothesized by OpenAI’s researchers from a heuristic standpoint that the
transformer architecture in LLMs implicitly minimizes the Kolmogorov complexity of the
representations (Simons Institute, 2023), a quantitative notion of compression measured by
the length of the code that can generate the data in consideration. However, we know that
Kolmogorov complexity is largely a theoretical concept and in general not computationally
tractable for high-dimensional distributions. Hence, if transformers in LLMs indeed conduct
compression, they should be based on a measure of complexity that is amenable to tractable
and efficient computation. The design of Helmholtz machines (and Boltzman machines)
based on the minimum description length principle can be viewed as early attempts to
make compression computable (Hinton and Zemel, 1993). In this work, we argue that a
natural choice of this computable measure of compression behind transformers is precisely
a combination of rate reduction and sparsity of the learned representations. As we will see,
revealing such a measure could be the key to understand the transformer architecture.

Denoising-diffusion models and compression. Diffusion models (Sohl-Dickstein et al.,
2015; Ho et al., 2020; Song and Ermon, 2019; Song et al., 2021b,a) have recently become
a popular method for learning high-dimensional data distributions, particularly of natural

2. The gap between theory and practice is not just characteristic of the rate reduction framework. The
situation is as dire for all theoretical frameworks ever proposed for understanding deep networks.
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images, which are known to be highly structured in a manner that is notoriously difficult
to model mathematically (Ruderman, 1994; Wakin et al., 2005; Donoho and Grimes, 2005).
The core concept of diffusion models is to start with features z sampled from a Gaussian
noise distribution (or some other standard template) and denoise and deform the feature
distribution until it converges to the original data distribution, which often has low intrin-
sic dimension. This process is computationally intractable if modeled at just a single scale
of noise (Koehler et al., 2023; Chen et al., 2023b; Bovier et al., 2005; Qin and Risteski,
2023), so it is typically broken into multiple incremental steps that denoise iteratively, as
in Figure 2:

g : z = z̃0 → z̃1 → · · · → z̃ℓ
gℓ−−→ z̃ℓ+1 → · · · → z̃L

gpost−−−−→ x̂, (5)

where gpost is a data post-processing map, and

z̃ℓ+1 = gℓ(z̃ℓ) = z̃ℓ + τ∇ log qℓ(z̃ℓ), (6)

where qℓ is the density of z̃ℓ, i.e., the density of z̃L after corruption with the ℓ-th scale of
Gaussian noise, and ∇ log qℓ is the so-called score function (Hyvärinen, 2005), or equiva-
lently an estimate for the “optimal denoising function” for qℓ (Efron, 2011). In practice,
the score function is modeled using a generic black-box deep network.3 Diffusion models
have shown effectiveness at learning and sampling from the data distribution (Karras et al.,
2022; Chen et al., 2023a; Rombach et al., 2022). However, despite some recent efforts (Song
et al., 2023), they generally do not establish any clear correspondence between the initial
features and data samples. Hence, diffusion models themselves do not offer a parsimo-
nious or interpretable representation of the data distribution. Yet, conceptually, the above
iterative denoising process (5) is compressing the feature distribution onto a targeted low-
dimensional data distribution. In this work, we will show that if one were to compress and
transform a distribution onto a standard mixture of (low-dimensional) Gaussians, the asso-
ciated optimal denoising function takes an explicit form that is similar to the gradient of the
rate reduction and to a transformer layer. This provides a path to take a transformer-like
encoder f designed to compress the data distribution into a parsimonious and structured
representation, and derive its distributional inverse through a process analogous to (5),
yielding a white-box architecture for compressive autoencoding.

Low-dimensionality promoting measures: sparsity and rate reduction. In both
of the previous popular methods, transformers and denoising-diffusion models, a representa-
tion was learned implicitly as a byproduct of solving a downstream task (e.g., classification
or generation/sampling) using deep networks. The networks used are typically chosen em-
pirically. Therefore, it is difficult to rigorously ensure or impose any desired properties for
the learned representation, except by trial and error. However, complementary to these
popular empirical practices, a line of research has attempted to explicitly learn a desired
representation of the data distribution as a task in and of itself; this is most commonly
done by trying to explicitly identify and represent low-dimensional structures in the input

3. The score function ∇ log qℓ between two layers is typically learned by fitting relationships between z̃ℓ

and z̃ℓ+1, the data distribution at successive scales of corruption by Gaussian noise, from a large number
of samples with a black-box deep network designed for denoising.
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Figure 2: Distribution flow in denoising-diffusion models. Starting with generic noise z = z̃0,
the probability density of intermediate iterates is shaped towards the true distribution of z̃L locally
and iteratively through the operators gℓ, which use the score function ∇ log qℓ at each layer ℓ.

data. Classical examples of this paradigm include model-based approaches such as sparse
coding (Olshausen and Field, 1997; Chen et al., 2018) and dictionary learning (Aharon
et al., 2006; Spielman et al., 2012; Gribonval et al., 2015; Zhai et al., 2020b), out of which
grew early attempts at designing and interpreting deep network architectures as learning
a sparse representation (Papyan et al., 2018; Bruna and Mallat, 2013). More recent ap-
proaches build instead from a model-free perspective, where one learns a representation
through a sufficiently-informative pretext task such as compressing similar and separating
dissimilar data via contrastive learning (Tian et al., 2020; Wang et al., 2022; Bardes et al.,
2022; Shwartz-Ziv and LeCun, 2023). Compared to black-box deep learning approaches,
both model-based and model-free representation learning schemes have the advantage of be-
ing more interpretable: they allow users to explicitly design desired properties of the learned
representation z. To a large extent, the rate reduction framework (Yu et al., 2020; Chan
et al., 2022; Pai et al., 2023) strikes a good balance between the above model-based and
model-free methods. Like contrastive learning, it aims to identify the data distribution by
compressing similar/correlated data and separating dissimilar/uncorrelated data (Yu et al.,
2020). Meanwhile, like the model-based methods, it actively maps the data distribution to
a family of desired representations, say a mixture of low-dimensional Gaussians (Ma et al.,
2007; Vidal et al., 2016).

Unrolled optimization: a unified paradigm for network interpretation & design.
As we have discussed above, low-dimensionalty promoting measures, such as sparsity or
coding rate reduction, allow users to construct white-box deep network architectures (Gre-
gor and LeCun, 2010; Chan et al., 2022) in a forward-construction fashion by unrolling an
optimization strategy for the chosen objective of the representations, such that each layer
of the constructed network implements an iteration of the optimization algorithm (Gregor
and LeCun, 2010; Chan et al., 2022; Tolooshams and Ba, 2022). In his recent work, Hinton
(2022) has also begun to hypothesize that the role of a deep network, with its forward
pass, is likely to optimize certain feature goodness layer-wise. In this paradigm, the most
challenging question is:

What fundamental measure of goodness for the representations is a deep network
trying to optimize in its forward pass?

In the unrolled optimization paradigm, if the desired objectives are narrowly defined, say
promoting sparsity alone (Papyan et al., 2018; Bruna and Mallat, 2013), it has so far
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proved difficult to arrive at network architectures that can achieve competitive practical
performance on large real-world datasets. Other work has attempted to derive empirically-
designed popular network architectures through unrolled optimization on a reverse-engineered
learning objective for the representation, such as Yang et al. (2022); Hoover et al. (2023);
Weerdt et al. (2023). In this case, the performance of the networks may remain intact,
but the reverse-engineered representation learning objective is usually highly complex and
not interpretable, and the properties of the optimal representation—or indeed the actually-
learned representation—remain opaque. Such approaches do not retain the key desired
benefits of unrolled optimization. As we will argue in this work, to measure the goodness of
a learned representation in terms of its intrinsic compactness and extrinsic simplicity, it is
crucial to combine the measure of sparsity (Papyan et al., 2018; Bruna and Mallat, 2013)
and that of coding rate reduction (Yu et al., 2020; Chan et al., 2022). As we will see, this
combination will largely resolve the aforementioned limitations of extant methods that rely
solely on sparsity or solely on rate reduction.

1.3 Goals and Contributions of This Work

From the above discussion, we can observe that there has been an outstanding wide gap
between the practice and theory of representation learning via deep networks. The fast ad-
vancement in the practice of deep learning has been primarily driven by empirical black-box
models and methods that lack clear mathematical interpretations or rigorous guarantees.
Yet almost all existing theoretical frameworks have only attempted to address limited or
isolated aspects of practice, or only proposed and studied idealistic models that fall far short
of producing practical performance that can compete with their empirical counterparts.

Bridging the gap between theory and practice. Therefore, the primary goal of this
work is to remedy this situation with a more complete and unifying framework that has
shown great promise in bridging this gap between theory and practice. On one hand, this
new framework is able to provide a unified understanding of the many seemingly disparate
approaches and methods based on deep networks, including compressive encoding/decoding
(or autoencoding), rate reduction, and denoising-diffusion. On the other hand, as we will
see, this framework can guide us to derive or design deep network architectures that are not
only mathematically fully interpretable but also obtain competitive performance on many
learning tasks on large-scale real-world image or text datasets.

A theory of white-box deep networks. More specifically, we propose a unified objec-
tive, a principled measure of goodness, for learning compact and structured representations.
For a learned representation, this objective aims to optimize both its intrinsic complexity in
terms of coding rate reduction and its extrinsic simplicity in terms of sparsity. We call this
objective the sparse rate reduction, specified later in (15) and (17). The intuition behind
this objective is illustrated in Figure 3. To optimize this objective, we propose to learn a
sequence of incremental mappings that emulate unrolling certain gradient-descent-like iter-
ative optimization scheme for the objective function. As we will see, this naturally leads
to a transformer-like deep network architecture that is entirely a “white box” in the sense
that its optimization objective, network operators, and learned representation are all fully
interpretable mathematically. We name such a white-box deep architecture “crate,” or
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Figure 3: The optima of the sparse rate reduction. After pre-processing input data X into
a sequence of tokens Z1, our crate network attempts to optimize the sparse rate reduction of the
token features Z = ZL+1. The optimal representations, according to the sparse rate reduction
objective, are linearized—having low-dimensional linear subspace structure—sparse—where the
subspaces are axis-aligned—and compressed—adhering closely to that structure, with low or no
noise. In the sequel, we discuss how crate achieves such representations via constructing each layer
to iteratively optimize the sparse rate reduction.

“crate-Transformer,” short for a Coding-RATE transformer. We also show mathemat-
ically that these incremental mappings are invertible in a distributional sense, and their
inverses consist of essentially the same class of mathematical operators. Hence a nearly
identical crate architecture can be used for realizing encoders, decoders, or together for
auto-encoders.

Practice of white-box deep networks. To show that this framework can truly bridge
the gap between theory and practice, we have conducted extensive experiments on both im-
age and text data to evaluate the practical performance of the crate model on a wide range
of learning tasks and settings that conventional transformers have demonstrated strong per-
formance. Surprisingly, despite its conceptual and structural simplicity, crate has demon-
strated competitive performance with respect to its black-box counterparts on all tasks and
settings, including image classification via supervised learning (Dosovitskiy et al., 2021),
unsupervised masked completion for imagery and language data (He et al., 2022; Devlin
et al., 2019; Liu et al., 2019), self-supervised feature learning for imagery data (Caron et al.,
2021), and language modeling via next-word prediction (Radford et al., 2018). Moreover,
the crate model demonstrates additional practical benefits: each layer and network op-
erator statistically and geometrically meaningful, the learned model is significantly more
interpretable compared to black-box transformers, and the features show semantic meaning,
i.e., they can be easily used to segment an object from its background and partition it into
shared parts.

Note that with limited resources, in this work we do not strive for state-of-the-art
performance on all of the aforementioned tasks, which would require heavy engineering or
extensive fine-tuning; nor can we implement and test our models at current industrial scales.
Overall, our implementations for these tasks are basic and uniform, without significant task-
specific customization. Nevertheless, we believe these experiments have convincingly verified
that the derived white-box deep network crate model is universally effective and sets a
solid baseline for further engineering development and improvement.

Outline of the paper:
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• In Section 2.1, we give a formal formulation for representation learning, both con-
ceptually and quantitatively. We argue that a principled measure of goodness for
a learned feature representation is the so-called sparse rate reduction that simulta-
neously characterizes the representation’s intrinsic information gain and its extrinsic
sparsity. In Section 2.2, we contend that the fundamental role of a deep network is
to optimize such an objective by unrolling an iterative optimization scheme such as
gradient descent.

• From Section 2.3 to Section 2.5, we show that a transformer-like deep architecture
can be derived from unrolling an alternating minimization scheme for the sparse rate
reduction objective. In particular, in Section 2.3 we derive a multi-head self-attention
layer as an unrolled gradient descent step to minimize the lossy coding rate of the
token set with respect to a (learned) low-dimensional Gaussian mixture codebook. In
Section 2.4 we show that the multi-layer perceptron which immediately follows the
multi-head self-attention in transformer blocks can be interpreted as (and replaced by)
a layer which constructs a sparse coding of the token representations. This creates a
new white-box, i.e., fully mathematically interpretable, transformer-like architecture
called crate, summarized in Section 2.5, where each layer performs a single step of
an alternating minimization algorithm to optimize the sparse rate reduction objective.

• In Section 3 we reveal a fundamental connection between compression via rate re-
duction and the diffusion-denoising process for learning a representation for the data
distribution. In particular, we show that if one denoises the tokens towards a family
of low-dimensional subspaces, the associated score function assumes an explicit form
similar to a self-attention operator seen in transformers. We also establish that the
gradient descent of rate reduction essentially conducts structured denoising against
the (learned) low-dimensional Gaussian mixture model for the tokens. This con-
nection allows us to construct a white-box decoder based on a structured diffusion
process, as a distributional inverse to the structured denoising process implemented
by the crate encoder. One can show that the decoder essentially shares the same ar-
chitecture as the encoder, and they together form a symmetric white-box autoencoder
that is fully mathematically interpretable.

• In Section 4 we provide extensive experimental results to show that the crate net-
works, despite being simple and often smaller, can already learn the desired com-
pressed and sparse representations on large-scale real-world datasets, all while achiev-
ing performance on par with seasoned transformer networks on a wide variety of
popular tasks and settings, including ViT for image classification, MAE for image
completion, DINO for image segmentation with self-supervised learning, and BERT
and GPT for text completion and prediction. In addition, we demonstrate, both
qualitatively and quantitatively, that the internal representations of crate are more
interpretable than vanilla vision transformers trained on image classification.

At the end of the paper, in Appendices A to C, we provide adequate technical details and
experimental details for the above sections, to ensure that all our claims in the main body
are verifiable and experiments are reproducible. Appendix D gives PyTorch-like pseudocode
for our implementation of crate.
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2 White-Box Encoding via Structured Lossy Compression

In this section, we provide a technical formulation and justification for our new framework
and approach. To wit, we provide a (gentle yet) complete derivation from first principles
of our white-box transformer approach. While being a self-contained introduction to our
framework, and providing a transparently interpretable transformer-like deep network ar-
chitecture, it also foreshadows several connections between previously disparate technical
approaches to representation learning. These we make clear in the next Section 3 en route
to extending our technical framework to autoencoding.

Notation. We consider a general learning setup associated with real-world signals. We
have some random variable X =

[
x1, . . . ,xN

]
∈ RD×N which is our data source; each

xi ∈ RD is interpreted as a token4, there are N tokens xi in each data sample X, and
the xi’s may have arbitrary correlation structures. To obtain a useful representation of the
input, we learn an encoder mapping f : RD×N → Rd×n. The features—that is, the output
of the encoder—are denoted by the random variable Z

.
= f(X)

.
=
[
z1, . . . ,zn

]
∈ Rd×n,

whence each zi ∈ Rd is a feature vector. The number of features n is typically the same
as the number of tokens N , or not much more (e.g., due to pre-processing), in which
case there is a natural correspondence between feature vectors zi and tokens xi. In the
auto-encoding context, we also learn a decoder mapping g : Rd×n → RD×N , such that
X ≈ X̂

.
= g(Z)

.
=
[
x̂1, . . . , x̂N

]
, whence each x̂i ∈ RD is the auto-encoding of token xi.

As we have alluded to before, a central question we want to answer in this work is the
purpose of such an encoder and decoder in representation learning: namely, how should we
design the encoder and decoder mappings to optimize a representation learning objective?
As we will see, one specific form of the encoder f and the decoder g, that can be naturally
deduced through iterative optimization of the objective, is composed of multiple basic op-
erators, also known as layers in the language of deep neural networks. In such cases, we
write f = fL ◦ · · · ◦ f1 ◦ fpre and g = gpost ◦ gL−1 ◦ · · · ◦ g0, where f ℓ : Rd×n → Rd×n
and gℓ : Rd×n → Rd×n are the ℓth layer of the encoder and decoder respectively, and
fpre : RD×N → Rd×n and gpost : Rd×n → RD×N are the pre- and post-processing layers
respectively. The input to the ℓth layer of the encoder is denoted Zℓ .

=
[
zℓ1, . . . ,z

ℓ
n

]
∈ Rd×n,

and the input to the ℓth layer of the decoder is denoted Z̃ℓ .
=
[
z̃ℓ1, . . . , z̃

ℓ
n

]
∈ Rd×n. In

particular, Zℓ+1 = f ℓ(Zℓ) and Z̃ℓ+1 = gℓ(Z̃ℓ). Figure 4 depicts this overall process.

2.1 Desiderata and Objective of Representation Learning

Representation learning via the principle of parsimony and consistency. Fol-
lowing the framework of rate reduction (Chan et al., 2022), we contend that the goal of
representation learning is to find a feature mapping f : X ∈ RD×N → Z ∈ Rd×n which
transforms input data X ∈ RD×N with a potentially nonlinear and multi-modal distribu-
tion to a parsimonious feature representation Z ∈ Rd×n (Ma et al., 2022). As in Ma et al.
(2022), a complete desiderata for the learned representations ought to be:

4. For language transformers, tokens roughly correspond to words (Vaswani et al., 2017), while for vision
transformers, tokens correspond to image patches (Dosovitskiy et al., 2021).
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...

...

...

...

Figure 4: The autoencoding process to be studied in Sections 2 and 3. Each encoder layer
f ℓ and decoder layer gL−ℓ are (partial) inverses of each other. Moreover, the overall representation
Z = f(X) is parsimonious (compressed, linearized, and sparse, as in Section 2.1), and the

autoencoding is to be consistent in the sense that X ≈ X̂.

1. Compressed : being strictly distributed according to some standard low-dimensional
structures matching the intrinsic low-dimensionality of the data, so as to ensure a
compact encoding of the data.

2. Linearized : the low-dimensional structures have (piecewise) linear geometry, so as
to aid interpolation and extrapolation in the representation space.

3. Sparse : the low-dimensional structures corresponding to different parts of the data
distribution are statistically incoherent or geometrically orthogonal, and also axis-
aligned, so as to ensure a more compact encoding and aid downstream processing.

4. Consistent : for autoencoding/generative purposes, we desire that the learned rep-
resentation is invertible, in the sense that we can decode features to recover the cor-
responding input data, either on the level of individual samples or distribution-wise.

For the last item, specifically, we would also like to learn an inverse mapping: g : Z ∈
Rd×n → X̂ ∈ RD×N such that X̂ and X are quantitatively close in some sense. Figure 4
illustrates the overall process and the desired four goals of such a representation learning.
In this section (Section 2), we will mainly show how to achieve the first three items on this
list by developing an encoding scheme; we will address the last item in the next section
(Section 3) by showing how the proposed encoding scheme can be naturally reversed.

An objective which promotes parsimonious representations. Previously, Yu et al.
(2020) have proposed to obtain parsimonious representations via maximizing the informa-
tion gain (Ma et al., 2022), a principled measure of the information content of the features.
A concrete instantiation of the information gain is the coding rate reduction (Yu et al.,
2020) of the features, i.e.,

∆R(Z | Π[K]) = R(Z)−Rc(Z | Π[K]). (7)

The first term R(Z) in the above expression is an estimate of the lossy coding rate (i.e.,
rate distortion function) for the whole set of features, when using a codebook adapted to
Gaussians. More specifically, if we view the token feature vectors (zi)i∈[n] in Z ∈ Rd×n as
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i.i.d. samples from a single zero-mean Gaussian, an approximation of their (lossy) coding
rate, subject to quantization precision ϵ > 0, is given in (Ma et al., 2007) as:

R(Z)
.
=

1

2
logdet(I + αZ∗Z) =

1

2
logdet(I + αZZ∗), where α

.
=

d

nϵ2
. (8)

The second term Rc in the rate reduction objective (7) is also an estimate of the lossy
coding rate, but under a different and more precise codebook—one which views the token
feature vectors (zi)i∈[n] as i.i.d. samples of a mixture of Gaussians, where assignment of
tokens to a particular Gaussian is known and specified by the Boolean membership matrices
Π[K] = (Πk)k∈[K], and the kth Gaussian has nk associated tokens. We obtain an estimate
for the coding rate Rc as

Rc(Z | Π[K])
.
=

1

2

K∑
k=1

logdet(I + γkZΠkZ
∗), where γk

.
=

d

nkϵ2
. (9)

As shown in Yu et al. (2020), maximizing the rate reduction ∆R, i.e., the difference between
R and Rc, promotes that the token features zi are compactly encoded as a mixture of low-
dimensional Gaussian distributions, where different Gaussian are statistically incoherent.

A generalized measure of rate reduction for tokens. In more realistic and general
scenarios, the features Z can be a collection of tokens (zi)

N
i=1 which have a sophisticated and

task-specific joint distribution, which can encode rich information about the data5 which
we should also seek to capture in the final representation.

To realize our above desiderata in this context—namely, seeking a compact representa-
tion of a complex joint distribution of the token features—we only require that the desired
marginal distribution of individual tokens zi should be a mixture of (say K) low-dimensional
Gaussian distributions. Without loss of generality, we may assume that the kth Gaussian
has mean 0 ∈ Rd, covariance Σk ⪰ 0 ∈ Rd×d, and support spanned by the orthonormal
basis Uk ∈ Rd×p. We denote U[K] = (Uk)

K
k=1 to be the set of all bases for the Gaussians.

In the sequel, we often identify the basis Uk with the subspace itself.

For future reference, we provide a formal definition of this statistical model below.
Note that we may incorporate random noise as a way to model benign deviations from the
previously described idealized model.6

Low-Dimensional Gaussian Mixture Codebook: Let Z =
[
z1, . . . ,zn

]
∈ Rd×n be

a matrix-valued random variable. We impose the following statistical model on Z, param-
eterized by orthonormal bases U[K] = (Uk)k∈[K] ∈ (Rd×p)K : each token zi has marginal
distribution given by

zi
d
= Usiαi, ∀i ∈ [n] (10)

where (si)i∈[n] ∈ [K]n are random variables corresponding to the subspace indices, and
(αi)i∈[n] ∈ (Rp)n are zero-mean Gaussian variables. If we optionally specify a noise pa-
rameter σ ≥ 0, we mean that we “diffuse” the tokens with Gaussian noise: by an abuse of

5. For example, co-occurrences between words in language data, or object parts in image data.
6. Our noise model is standard and simple, but can be made more sophisticated at essentially no conceptual

cost—the qualitative results will be the same.
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notation, each token zi has marginal distribution given by

zi
d
= Usiαi + σwi, ∀i ∈ [n] (11)

where (wi)i∈[n] ∈ (Rd)n are i.i.d. standard Gaussian variables, independent of si and αi.

From the perspective of statistics, we may view U[K] as multiple “principal subspaces”
(Vidal et al., 2016), which, just as in principal component analysis, are preferred to be
incoherent or nearly orthogonal to each other. From the perspective of signal processing,
we may view U[K] as “local signal models” for the input distribution. From the perspective
of information theory, we may view the bases U[K] as codebooks and the vectors αik

.
= U∗kzi

as the “codes” of the token features zi with respect to these codebooks. Motivated by (10),
we desire these codes to have a Gaussian marginal distribution within each subspace; under
this model, we can compute the coding rate of these codes, similar to (8), as

R(U∗kZ)
.
=

1

2
logdet(I + β(U∗kZ)∗(U∗kZ)), where β

.
=

p

nϵ2
. (12)

We emphasize that here, under (10), the joint distribution of such Z is underspecified, so
the true optimal codebook for Z is unknown and so the lossy coding rate for Z is impossible
to compute. However, since the desired marginal distribution of each token zi is a mixture
of low-dimensional Gaussians supported on subspaces U[K], we may obtain an upper bound
of the coding rate for the token set Z, which we denote as Rc, by projecting the tokens zi
onto these subspaces and summing up the coding rates on each subspace:

Rc(Z | U[K])
.
=

K∑
k=1

R(U∗kZ) =
1

2

K∑
k=1

logdet(I + β(U∗kZ)∗(U∗kZ)). (13)

This form of the coding rate can be viewed as a generalization to the coding rate Rc

in the original rate reduction objective defined in (7). In particular, the original objective
is defined with respect to a set of known membership labels Π[K] specific to the particular
data realization X. In contrast, the objective here is defined with respect to subspaces
U[K] which are in principle defined externally to any specific data realization, though they
support the token feature distribution. Since a single token can have nonzero projection
onto multiple subspaces Uk, yet must belong to exactly one category defined by Πk, the
coding rate defined in (13) may be viewed as a generalization of the coding rate defined in
(9). We may correspondingly generalize the coding rate reduction ∆R, obtaining:

∆R(Z | U[K])
.
= R(Z)−Rc(Z | U[K]). (14)

Sparse rate reduction. It is easy to see that the rate reduction is invariant to arbi-
trary joint rotations of the representations and subspaces (Ma et al., 2007). In particular,
optimizing the rate reduction may not naturally lead to axis-aligned (i.e., sparse) represen-
tations. For instance, consider the three sets of learned representations in Figure 5. The
coding rate reduction increases from (a) to (b), but because it is invariant under rotations,
remains the same from (b) to (c). Therefore, we would like to transform the representations
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Figure 5: Comparison of three sets of representations via rate reduction and sparsity.
Each Si represents one linear subspace, and the number of blue balls represents the difference between
the coding rates ∆R(Z | U[K]) = R(Z)−Rc(Z | U[K]).

(and their supporting subspaces) so that the features Z eventually become sparse7 with
respect to the standard coordinates of the resulting representation space as in Figure 5(c).

The combined rate reduction and sparsification process is illustrated in Figure 3 or
Figure 4. Computationally, we may combine the above two goals into a unified objective
for optimization:

max
f∈F

EZ=f(X)

[
∆R(Z | U[K])− λ∥Z∥0

]
, (15)

or equivalently,
max
f∈F

EZ=f(X)

[
R(Z)−Rc(Z | U[K])− λ∥Z∥0

]
, (16)

where the ℓ0 “norm”, defined as the number of nonzero values of the input vector/matrix,
promotes the sparsity of the learned token representations Z = f(X). 8

We call this objective “sparse rate reduction.” In practice, one typically relaxes the ℓ0

norm to the ℓ1 norm for better computability (Wright and Ma, 2022), obtaining:

max
f∈F

EZ=f(X)

[
R(Z)−Rc(Z | U[K])− λ∥Z∥1

]
. (17)

By a little abuse of language, we often refer to this objective function also as the sparse
rate reduction.

Remark 1 (Connections to likelihood maximization and energy-based models).
One natural interpretation of the Gaussian rate distortion R(Z) is as a lossy surrogate for
the log-likelihood of Z under the assumption that the columns zi are drawn i.i.d. from a
zero-mean Gaussian whose covariance is estimated using Z (Cover, 1999). Similar inter-
pretations hold for Rc—as a surrogate for the un-normalized log-likelihood of Z under the
assumption that the columns of zi are drawn from (10)—and ∆R—as the difference of these
log-likelihoods. In some sense, the latter interpretations of the desired feature distribution
are “local,” in that they manage the part of the feature distribution aligned with the U[K].

If we also interpret the sparse regularization term −λ∥Z∥1 in this way, we obtain the
interpretation that we prefer the features Z to have un-normalized log-density equal to

7. Concretely, having few nonzero entries.
8. To simplify the notation, we will discuss the objective for one sample X at a time with the understanding

that we always mean to optimize the expectation.

15



Yu, Buchanan, Pai, Chu, Wu, Tong, Bai, Zhai, Haeffele, and Ma

−λ∥Z∥1, so as to have density proportional to e−λ∥Z∥1. This is a more “global” interpre-
tation of the feature distribution. In this way, regularization can be seen as “exponentially
tilting” (Keener, 2010) the desired density towards one which is lower-entropy or more
axis-aligned.

One recently popular class of models which performs maximum-likelihood estimation is
energy-based models (LeCun et al., 2006). In particular, the overall objective function (17)
has a natural interpretation as an “energy function.” In particular, if we assume that
our surrogate likelihoods are exact likelihoods (up to constants), then the desired probability
distribution of the feature set Z is known up to constants as

p(Z | U[K]) = Ce−E(Z|U[K]) .
= C exp(−λ∥Z∥1) ·

det(I + αZ∗Z)∏K
k=1 det

(
I + β(U∗kZ)∗(U∗kZ)

) , (18)

where we define the energy function

E(Z | U[K]) = −[R(Z)−Rc(Z | U[K])− λ∥Z∥1], (19)

where the term det(I + αZ∗Z)/(
∏K
k=1 det(I + β(U∗kZ)∗(U∗kZ))) has a natural intrinsic

geometric interpretation as the ratio of the “volume” of the whole feature set Z and the
product of “volumes” of its projections into the subspaces (Ma et al., 2007).

Minimizing the above energy E(Z | U[K]) is equivalent to maximizing the sparse rate
reduction objective (17). In this sense, rate reduction-based approaches to representation
learning are qualitatively similar to certain classes of energy-based models.

Remark 2 (Intrinsic and extrinsic measures of goodness for the representa-
tions). Our notion of parsimony, as described above, desires the representations to have
both intrinsic and extrinsic properties; that is, properties which are invariant to arbitrary
rotations of the data distribution (e.g., compression and linearization), and those which are
not (e.g., sparsity). There are separate long lines of work optimizing intrinsic measures of
goodness for the representations (Yu et al., 2020; Chan et al., 2022; Dai et al., 2022; Pai
et al., 2023) as well as extrinsic measures (Gregor and LeCun, 2010; Elad et al., 2010;
Elad, 2010; Zhai et al., 2020b,a; Tolooshams and Ba, 2022; Wright and Ma, 2022). Both
classes of methods—that is, optimizing intrinsic and extrinsic measures of goodness of the
representations—have individually been successful in learning compact and structured repre-
sentations which are useful for downstream tasks. In this work, we combine and conceptually
unify these perspectives on representation learning. In particular, our methodology seeks to
optimize both intrinsic and extrinsic measures. Overall, we achieve even greater empirical
success than previous white-box representation learning methods via learning intrinsically
and extrinsically parsimonious representations.

Remark 3 (Black-box representations learned through pretext tasks). Represen-
tation learning has also been quantitatively studied as the byproduct of black-box neural net-
works trained to solve pretext tasks, e.g., classification, contrastive learning, etc. Such end-
to-end approaches do not explicitly attempt to learn parsimonious representations through
the architecture or the objective. Meanwhile, we explicitly attempt to learn good represen-
tations which maximize the sparse rate reduction. Below, we give a concrete example of a
conceptual separation between these two approaches, and their resulting representations.
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Multi-Head Subspace 

Self-Attention


(MSSA)

compression

Sparse Coding

Proximal Step


(ISTA)

sparsification

Figure 6: The ‘main loop’ of the CRATE white-box deep network design. After pre-
processing input data X into a sequence of tokens Z1, crate constructs a deep network that
transforms the data to a canonical configuration of low-dimensional subspaces by successive com-
pression against a local model for the distribution, generating Zℓ+1/2, and sparsification against
a global dictionary, generating Zℓ+1. Repeatedly stacking these blocks and training the model pa-
rameters via backpropagation yields a powerful and interpretable representation of the data.

Black-box representation learning has been most studied in the context of the supervised
classification pretext task. Both empirical work and theoretical work has demonstrated that,
under broad conditions, black-box neural networks trained with the cross-entropy loss on su-
pervised classification have representations which obey neural collapse (Papyan et al., 2020;
Zhu et al., 2021; Fang et al., 2021; Yaras et al., 2022), a phenomenon where representa-
tions of data from a given class are highly clustered around a single point, and the points
from each class are maximally separated. Wang et al. (2023a) (theoretically) and He and
Su (2022) (empirically) showed that a progressive neural collapse phenomenon, governed by
a law of data separation, occurs from shallow to deep layers. This can be viewed as a form
of “compression” of the features of each class towards a finite set of points, which form
a geometric structure called a simplex equiangular tight frame. This is distinguished from
our approach to lossy compression through the sparse rate reduction in two particular ways.
First, our representation for a data point is a token set, whereas commonly neural collapse
is observed in cases where the representation is for a whole data point, so our representation
is more fine-grained than those studied by neural collapse. Second, our proposed compres-
sion objective—sparse rate reduction—encourages the features to be diverse and expanded
within their supporting subspaces, and in particular not collapsed to individual points. This
is a more fundamental difference which suggests that our approach is at odds with neural
collapse. More generally, our sparse rate reduction-based approach obtains qualitatively and
conceptually different representations than black-box networks.

2.2 Learning Parsimonious Representations via Unrolled Optimization

Although easy to state, each term of the sparse rate reduction objective proposed in the
previous section, viz.

max
f∈F

EZ=f(X)

[
R(Z)−Rc(Z | U[K])− λ∥Z∥1

]
, (17)

can be computationally very challenging to optimize. Hence it is natural to take an ap-
proximation approach that realizes the global transformation f through a concatenation of
multiple, say L, simple incremental and local operations f ℓ that push the representation
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distribution towards the desired parsimonious template distribution:

f : X
fpre−−−→ Z1 → · · · → Zℓ fℓ−−→ Zℓ+1 → · · · → ZL+1 = Z, (20)

where fpre : RD×N → Rd×n is the pre-processing mapping that transforms the input token
set X ∈ RD×N to a first-layer representation Z1 ∈ Rd×n, as in Figure 6.

Each incremental forward mapping Zℓ+1 = f ℓ(Zℓ), or a “layer”, transforms the token
distribution to optimize the above sparse rate reduction objective (17), conditioned on a
model, say a mixture of subspaces whose bases are U ℓ

[K], of the distribution of its input

tokens Zℓ:
max
fℓ∈Fℓ

EZℓ+1=fℓ(Zℓ)

[
R(Zℓ+1)−Rc(Zℓ+1 | U ℓ

[K])− λ∥Zℓ+1∥1
]
. (21)

Conceptually, if we follow the idea of the ReduNet (Chan et al., 2022), each f ℓ should
conduct a “gradient-ascent” like operation:

Zℓ+1 = f ℓ(Zℓ) ≈ Zℓ + η∇
[
R(Zℓ)−Rc(Zℓ | U ℓ

[K])− λ∥Zℓ∥1
]
, (22)

≈ Zℓ + η∇ log p(Zℓ | U ℓ
[K]), (23)

where p(Z | U[K]) was defined in (18). An acute reader might have noticed that the term
∇ log p(Z | U[K]) resembles that of a score function and the update (23) resembles that of

a denoising process, i.e., it moves the current iterate Zℓ towards the maximum-likelihood
token set with respect to the signal model U ℓ

[K]. We will thoroughly explore connections of
the above gradient ascent operation to denoising and diffusion processes in Section 3. For
now, we are interested in how to actually optimize the objective (17).

An alternating optimization strategy. As already explored in the work of Chan et al.
(2022), it is difficult to directly compute the gradient and optimize the rate reduction term
∆R,9 let alone now with the non-smooth ℓ1 term ∥Z∥1. Nevertheless, from an optimization
perspective, once we decide on using an incremental approach to optimizing (17), there are
a variety of alternative optimization strategies. In this work we opt for perhaps the simplest
possible choice that exploit the special structure of the objective. Given a model U ℓ

[K] for

Zℓ, we opt for a two-step alternating minimization process with a strong conceptual basis:

Zℓ+1/2 is chosen to incrementally minimize Rc(Zℓ+1/2 | U ℓ
[K]), (24)

Zℓ+1 is chosen to incrementally minimize
[
λ∥Zℓ+1∥0 −R(Zℓ+1)

]
. (25)

For the first step (24), we compress the tokens Zℓ via an approximate gradient step to
minimize an estimate for the coding rate Rc(Zℓ | U ℓ

[K]). Namely, Rc(Zℓ | U ℓ
[K]) measures

the compression of Zℓ against (i.e., adherence to) the statistical structure delineated in (10)
with subspace bases U ℓ

[K]. Thus, taking a gradient step on Rc with learning rate κ > 0
pushes the tokens towards having the desired statistics:

Zℓ+1/2 ≈ Zℓ − κ∇Rc(Zℓ | U ℓ
[K]). (26)

9. This was part of the reason why the validity of ReduNet from Chan et al. (2022) could only be verified
with small datasets – it is difficult to scale the method up to produce competitive performance in practice.
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Unfortunately, the gradient of the coding rate ∇Rc is costly to compute, as it involves K
separate matrix inverses, one for each of the K subspaces with basis U ℓ

k. However, as we
will formally derive in Section 2.3, this gradient can be naturally approximated using a so-
called MSSA(·) operator, which has a similar functional form to the multi-head self-attention
operator (Vaswani et al., 2017) with K heads (i.e., one for each subspace, coming from
each matrix inverse), yet has a more explicit interpretation as approximately the (negative)
gradient of a compression measure Rc(Zℓ | U ℓ

[K]). As a result, we obtain a transformed

token set Zℓ+1/2 given by

Zℓ+1/2 .
= (1− βκ)Zℓ + βκ MSSA(Zℓ | U ℓ

[K]) ≈ Zℓ − κ∇Rc(Zℓ | U ℓ
[K]), (27)

where β = p/(nϵ2) is defined in (12).
For the second step of (25), we sparsify the compressed tokens, choosing Zℓ+1 via

a suitably-relaxed proximal gradient step to minimize the remaining term λ∥Zℓ+1∥1 −
R(Zℓ+1). As we will argue in detail in Section 2.4, we can find such a Zℓ+1 by solving a
sparse representation problem with respect to a sparsifying codebook, i.e., dictionary Dℓ:

Zℓ+1 ≈ argmin
Z

[
λ∥Z∥1 +

1

2
∥Zℓ+1/2 −DℓZ∥2F

]
. (28)

In this work, we choose to implement this step with an iteration of the iterative shrinkage-
thresholding algorithm (ISTA), which has classically been used to solve such sparse rep-
resentation problems (Beck and Teboulle, 2009). We call such an iteration the ISTA(·)
operator, formally defined in Section 2.4. We obtain tokens Zℓ+1 given by

Zℓ+1 .
= ISTA(Zℓ+1/2 |Dℓ) ≈ argmin

Z

[
λ∥Z∥1 +

1

2
∥Zℓ+1/2 −DℓZ∥2F

]
. (29)

Both compression and sparsification are applied incrementally and repeatedly, as these
operations form layers of the network

f ℓ : Zℓ MSSA−−−−→ Zℓ+1/2 ISTA−−−−→ Zℓ+1 (30)

as in (20). Figure 7 graphically demonstrates the idealized effect of one layer.

2.3 Self-Attention as Gradient Descent on Coding Rate of Tokens

In this subsection and the next, we provide technical details about each of the two steps
mentioned in the Section 2.2, in particular the precise forms of the MSSA(·) and ISTA(·)
operators.

For the first step, where we compress the set of tokens against the K subspaces by
minimizing the upper bound for the coding rate Rc:

Zℓ+1/2 is chosen to incrementally minimize Rc(Zℓ+1/2 | U ℓ
[K]). (24)

As in Section 2.2, the compression operator takes an approximate gradient descent step on
Rc. The gradient of Rc(Z | U[K]) is given by

∇Rc(Z | U[K]) = β
K∑
k=1

Uk(U
∗
kZ)

(
I + β(U∗kZ)∗(U∗kZ)

)−1
. (31)
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Figure 7: The effect of one encoder layer f ℓ on the distribution of its input. First, Zℓ

is compressed against the codebook U ℓ
[K] to obtain Zℓ+1/2. Then, Zℓ+1/2 is sparsified using the

codebook Dℓ to obtain Zℓ+1.

The expression in (31) is highly expensive to compute exactly, since it requires K ma-
trix inverses, making the use of naive gradient descent intractable on large-scale problems.
Therefore, we seek an efficient approximation to this gradient; we choose to use the first-
order Neumann series:

∇Rc(Z | U[K]) ≈ β
K∑
k=1

Uk(U
∗
kZ)

(
I − β(U∗kZ)∗(U∗kZ)

)
(32)

= β

(
K∑
k=1

UkU
∗
k

)
Z − β2

K∑
k=1

Uk(U
∗
kZ)(U∗kZ)∗(U∗kZ). (33)

The above approximate gradient expression (32) approximates the residual of each pro-
jected token feature U∗kzi regressed by other token features U∗kzj (Chan et al., 2022). But,
differently from (Chan et al., 2022), not all token features in this auto-regression are from
the same subspace. Hence, to compress each token feature with token features from its own
group, we can compute their similarity through an auto-correlation among the projected
features as (U∗kZ)∗(U∗kZ) and convert it to a distribution of membership with a softmax,
namely softmax((U∗kZ)∗(U∗kZ)). Thus, as we show in more detail in Appendix A.1, if we
only use similar tokens to regress and denoise each other, then a gradient step on the coding
rate with learning rate κ can be naturally approximated as follows:

Zℓ+1/2 = (1− βκ)Zℓ + βκ MSSA(Zℓ | U ℓ
[K]) ≈ Zℓ − κ∇Rc(Zℓ | U ℓ

[K]), (34)

where MSSA is defined through an SSA operator as:

SSA(Z | Uk)
.
= (U∗kZ) softmax((U∗kZ)∗(U∗kZ)), k ∈ [K], (35)

MSSA(Z | U[K])
.
= β

[
U1, . . . ,UK

]  SSA(Z | U1)
...

SSA(Z | UK)

 . (36)

Here the SSA operator in (35) resembles the attention operator in a typical transformer
(Vaswani et al., 2017), except that here the linear operators of value, key, and query are
all set to be the same as the subspace basis, i.e., Vk = Kk = Qk = U∗k . We note that re-
cently Hinton (2021) has surmised that it is more sensible to set the “value, key, and query”
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projection matrices in a transformer to be equal. Our derivation confirms this mathemat-
ically. Hence, we name SSA( · | Uk) : Rd×n → Rp×n the Subspace Self-Attention (SSA)
operator (more details and justification can be found in (102) in Appendix A.1). Then, the
whole MSSA operator in (36), formally defined as MSSA( · | U[K]) : Rd×n → Rd×n and called
the Multi-Head Subspace Self-Attention (MSSA) operator, aggregates the attention head
outputs by averaging using model-dependent weights, similar in concept to the popular
multi-head self-attention operator in existing transformer networks. The overall gradient
step (34) resembles the multi-head self-attention implemented with a skip connection in
transformers.

In our implementation, we find that replacing the term β
[
U1, . . . ,UK

]
in the MSSA

operator (36) with another trainable parameter W ∈ Rd×pK largely speeds up the model
training and optimization. Thus the MSSA block becomes

MSSA(Z | U[K],W )
.
= W

 SSA(Z | U1)
...

SSA(Z | UK)

 . (37)

2.4 MLP as Proximal Gradient Descent for Sparse Coding of Tokens

In the previous subsection, we focused on how to compress a set of token features Zℓ

against a set of low-dimensional subspaces with orthonormal bases U ℓ
[K], obtaining a more

compressed token set Zℓ+1/2 which approximately minimizes Rc(Zℓ+1/2 | U ℓ
[K]). That is,

we solved (24) from Section 2.2:

Zℓ+1/2 is chosen to incrementally minimize Rc(Zℓ+1/2 | U ℓ
[K]). (24)

Now, it remains to choose Zℓ+1, by solving (25) from Section 2.2:

Zℓ+1 is chosen to incrementally minimize λ∥Zℓ+1∥0 −R(Zℓ+1) (25)

= λ∥Zℓ+1∥0 − 1
2 logdet

(
I + α(Zℓ+1)∗(Zℓ+1)

)
. (38)

On top of optimizing the remaining terms in the overall sparse rate reduction objective
(15), this step also serves an important conceptual role in itself. Namely, the term ∥Z∥0 in
the objective (25) serves to sparsify the compressed tokens, leading to a more compact and
structured (i.e., parsimonious) representation. In addition, the coding rate R(Z) in (25)
promotes diversity and non-collapse of the representations, a highly desirable property.

Similarly to Section 2.2, the gradient ∇R(Z) involves a matrix inverse (Chan et al.,
2022), and thus naive proximal gradient to solve (25) becomes intractable on large-scale
problems. We therefore take a different, simplifying approach to trading off between rep-
resentational diversity and sparsification: we posit a (complete) incoherent or orthogonal
dictionary Dℓ ∈ Rd×d, and ask to sparsify the intermediate iterates Zℓ+1/2 with respect to
Dℓ. That is, Zℓ+1/2 ≈DℓZℓ+1 where Zℓ+1 is more sparse; that is, it is a sparse encoding of
Zℓ+1/2. The dictionary Dℓ is used to sparsify all tokens simultaneously. By the incoherence
assumption, we have (Dℓ)∗(Dℓ) ≈ I. Thus from (8) we have

R(Zℓ+1/2) ≈ R(DℓZℓ+1) ≈ R(Zℓ+1). (39)
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Thus we aim to solve (25) with the following program:

Zℓ+1 ≈ argmin
Z
∥Z∥0 subject to Zℓ+1/2 = DℓZ. (40)

The above sparse representation program is usually solved by relaxing it to an unconstrained
convex program, known as LASSO (Tibshirani, 1996; Wright and Ma, 2022):

Zℓ+1 ≈ argmin
Z

[
λ∥Z∥1 +

1

2
∥Zℓ+1/2 −DℓZ∥2F

]
. (41)

In our implementation, we also add a non-negative constraint to Zℓ+1, and solve the corre-
sponding non-negative LASSO:

Zℓ+1 ≈ argmin
Z≥0

[
λ∥Z∥1 +

1

2
∥Zℓ+1/2 −DℓZ∥2F

]
. (42)

We briefly justify the non-negativity constraint here. Given the dictionary Dℓ, the i-th
column of Zℓ+1 can be interpreted as a sparse code for approximating the i-th token —
the i-th column of Zℓ+1/2. The non-negative value in Zℓ+1 indicates to what extent the
dictionary atom is selected or not. There are both theoretical benefits (Zarka et al., 2020;
Guth et al., 2022) and empirical benefits (Sun et al., 2018) to this modeling decision,
mostly shown on classification problems, and validated in our own experiments in Table 13.
We incrementally optimize (42) by performing an unrolled proximal gradient descent step,
known as an ISTA step (Beck and Teboulle, 2009), to give the update:

Zℓ+1 = ISTA(Zℓ+1/2 |Dℓ), (43)

where ISTA(Z |D)
.
= ReLU(Z − ηD∗(DZ −Z)− ηλ1). (44)

In Appendix A.2, we will show one can arrive at a similar operator to the above ISTA-like
update for optimizing (25) by properly linearizing and approximating the coding rate R(Z).

2.5 The Overall White-Box Transformer Architecture: CRATE

By combining the above two steps:

1. (Section 2.3) Local compression of tokens within a sample towards a mixture-of-subspace
structure, leading to the multi-head subspace self-attention block – MSSA;

2. (Section 2.4) Global sparsification of token sets across all samples through sparse coding,
leading to the sparsification block – ISTA;

we can get the following rate-reduction-based transformer layer, illustrated in Figure 8,

Zℓ+1/2 .
= Zℓ + MSSA(Zℓ | U ℓ

[K]), Zℓ+1 .
= ISTA(Zℓ+1/2 |Dℓ). (45)

Composing multiple such layers following the incremental construction of our represen-
tation in (20), we obtain a white-box transformer architecture that transforms the data
tokens towards a compact and sparse union of incoherent subspaces. An overall flow of this
architecture was shown in Figure 6.
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MSSA

ISTA

ISTA

MSSA
·


·


·

·


·


·

Figure 8: One layer of the CRATE encoder architecture. The full architecture is simply a
concatenation of such layers, with some initial tokenizer, pre-processing head, and final task-specific
head (i.e., a classification head).

Remark 4 (Design choices in CRATE). We note that in this work, at each stage of
our network construction, we have chosen arguably the simplest possible construction to
use. We can substitute each part of this construction, so long as the new part maintains the
same conceptual role, and obtain another white-box architecture. Nevertheless, our such-
constructed architecture, called crate, connecting to existing transformer models, is not
only fully mathematically interpretable, but also obtains competitive results on real-world
datasets, as we will see in Section 4.

Remark 5 (The roles of the forward pass and backward propagation). In contrast
to other unrolled optimization approaches such as the ReduNet (Chan et al., 2022), we
explicitly model the distribution of each Zℓ and Zℓ+1/2 at each layer, either by a mixture
of linear subspaces or sparsely generated from a dictionary. In Section 2.2, we introduced
the interpretation that at each layer ℓ, the learned bases for the subspaces U ℓ

[K] and the

learned dictionaries Dℓ together serve as a codebook or analysis filter that encodes and
transforms the intermediate representations at each layer ℓ. Since the input distribution
to layer ℓ is first modeled by U ℓ

[K] then transformed by Dℓ, the input distribution to each
layer is different, and so we require a separate code book at each layer to obtain the most
parsimonious encoding. Parameters of these codebooks (i.e., the subspace bases and the
dictionaries), heretofore assumed as being perfectly known, are actually learned from data
(say via backward propagation within end-to-end training).

Hence, our methodology features a clear conceptual separation between forward “opti-
mization” and backward “learning” for the so-derived white-box deep neural network. Namely,
in its forward pass, we interpret each layer as an operator which, conditioned on a learned
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model (i.e., a codebook) for the distribution of its input, transforms this distribution to-
wards a more parsimonious representation. In its backward propagation, the codebook of
this model, for the distribution of the input to each layer, is updated to better fit the input-
output relationship. This conceptual interpretation implies a certain agnosticism of the
model representations towards the particular task and loss; in particular, many types of
tasks and losses will ensure that the models at each layer are fit, which ensures that the
model produces parsimonious representations. To wit, we show in the sequel (Section 4)
that the crate architecture promotes parsimonious representations and maintains layer-
wise white-box operational characteristics on several different tasks, losses, and modalities.

3 White-Box Decoding via Structured Denoising and Diffusion

In Section 2, we have presented a principled metric for measuring the quality of learned
representations—the sparse rate reduction (15)—and showed how to derive, via incremen-
tal optimization of this objective, a white-box transformer architecture (crate) for general
representation learning of high-dimensional data. Conceptually, this corresponds to a (com-
pressive) encoder :

f : X → Z,

mapping high-dimensional data to representations preserving the distinct modes of intrinsic
variability of the data.

For numerous reasons, ranging from being able to use the learned representations Z for
generation and prediction to having flexible avenues to learn the parameters (U ℓ

[K])ℓ∈[L] of
the white-box encoder f from data, it is highly desirable to have a corresponding construc-
tion of a decoder :

g : Z → X̂,

mapping the representations to approximations X̂ of the original data distribution. How-
ever, it is challenging to construct a white-box decoder purely following the unrolled opti-
mization framework that we have presented and exploited in Section 2 to derive the crate
encoder. Previous works, including notably the ReduNet of Chan et al. (2022), obtain white-
box architectures for encoding only; on the other hand, models that have incorporated a
decoder for learning (self-)consistent representations via autoencoding and closed-loop tran-
scription (Dai et al., 2022), including in unsupervised settings, have leveraged black-box
deep network architectures for both the encoder f and the decoder g (Dai et al., 2023), or
limited-capacity architectures for the decoder g (Tolooshams and Ba, 2022). Can compres-
sion alone, measured through the sparse rate reduction (15), be used to derive a white-box
decoder architecture? And in such a white-box decoder architecture, what are the relevant
operators for recovering the data distribution X̂ ≈ X from the representation Z, and can
they be related to the operators in the encoder f?

In this section, we will resolve both of these fundamental questions affirmatively. We do
this by establishing a powerful connection between compression, around which we have de-
rived the crate encoder architecture, and diffusion-denoising, the mathematical processes
by which a data distribution is transformed into pure noise by incremental corruptions, and
then recovered incrementally, using information about the data distribution at each corrup-
tion level. Figure 9 illustrates this connection with an intuitive example. This connection

24



White-Box Transformers via Sparse Rate Reduction

Figure 9: Compression and denoising against the low-dimensional Gaussian mixture
token model (10) are equivalent. Left: the effect of compression against the low-dimensional
Gaussian mixture model for tokens (10), i.e., taking gradient steps on the coding rate Rc(· | U[K])—
or equivalently, using the MSSA(· | U[K]) operator—which is shown in Theorem 6 to be equivalent to
projecting onto the U[K]. Right: the effect of denoising against (10), i.e., taking gradient steps on
the score function of the noisy model (11) at small noise levels σ, or equivalently small times t. Up
to scaling factors (not pictured), these two operations are equivalent, and in any case have similar
geometric and statistical interpretations as a projection onto the support of the data distribution.
This connection motivates our structured denoising-diffusion framework, as elaborated in Section 3.2.

allows us to interpret the layers of the crate encoder, which we have shown in Section 2
perform compression against learnable local signal models, say following (10), as performing
denoising against the signal model. Since we are denoising against a highly structured input
distribution, we call this process “structured denoising”. Given the model, this structured
denoising process can be reversed in order to incrementally reconstruct the data distribu-
tion across several layers—we call this process “structured diffusion”, analogously but not
identically to the denoising-diffusion process which underlies diffusion models. The struc-
tured denoising-diffusion processes naturally supply the construction of the first white-box
decoder architecture for end-to-end representation learning.

3.1 Denoising-Diffusion Against Low-Dimensional Structures

In Section 2, we derived each layer f ℓ of the encoder f via compression of the token distri-
bution against a local signal model (i.e., the model (10)), and sparsification in the standard
basis. To derive a corresponding white-box decoder g, we will make a connection between
compression and denoising, a problem with a rich mathematical theory and powerful im-
plications for practical representation learning. In this section, we review the fundamental
concepts of this theory in order to motivate our later developments.

One-step denoising via Tweedie’s formula. Consider, for simplicity, a single token zℓ♮
which has a particular marginal distribution, and define a noisy observation zℓ

.
= zℓ♮ +σℓw,

where σℓ > 0 is a positive noise level, and w is a standard Gaussian vector independent
of zℓ♮ . We imagine that zℓ♮ represents the marginal distribution of any token at layer ℓ of

the encoding process, and zℓ has the same interpretation subject to a (small) Gaussian
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corruption. To denoise the observation zℓ is to recover, up to statistical limits, the signal
(given by (10), which we will write here as zℓ♮) from the noisy observation zℓ.10 In the

mean-square sense, the optimal estimate is E[zℓ♮ | zℓ]. Letting z 7→ qℓ(z) denote the density

of zℓ,11 Tweedie’s formula (Efron, 2011) allows us to express this in closed-form:

E[zℓ♮ | zℓ] = zℓ + (σℓ)2∇ log qℓ(zℓ). (46)

Tweedie’s formula expresses the optimal representation in terms of an additive correction
(in general a nonlinear function of zℓ) to the noisy observations by the gradient of the
log-likelihood of the distribution of the noisy observations, also known as the score function
∇ log qℓ (Hyvärinen, 2005). One may interpret Tweedie’s formula as denoising via a gradient
ascent step on the score function at noise level σℓ. This connection is well-known in the
areas of estimation theory and inverse problems (Efron, 2011; Stein, 1981; Raphan and
Simoncelli, 2011; Milanfar, 2013; Kadkhodaie and Simoncelli, 2020; Venkatakrishnan et al.,
2013; Romano et al., 2017), and more recently has found powerful applications in the
training of generative models for natural images (Hyvärinen, 2005; Vincent, 2011; Sohl-
Dickstein et al., 2015; Song et al., 2021b,a).

The practical question, of course, is then whether it is possible to efficiently learn to de-
noise. The additive correction with score function in (46) depends on the current noise level
and the token distribution, and for general high-dimensional distributions (such as those
of natural images, as above), this token distribution is unknown and can be prohibitively
costly to compute. Nevertheless, in practice, the score function is often empirically modeled
and approximated with a neural network (say a transformer), or another nonparametric es-
timator, and estimated with a large number of samples and huge amounts of computation.
Despite the empirical success of such diffusion-denoising methods in learning distributions
of images (Rombach et al., 2022), there has been little theoretical justification for why
transformer-like architectures would be effective to model such score functions.

Denosing against a low-dimensional Gaussian mixture. In the work of Hyvärinen
(2005), the score function is used to learn a data distribution from a restricted parametric
family. As shown by Hyvärinen (2005), for certain broad classes of parametric families,
the score function is efficiently computable, e.g. for a mixture of Gaussians, independent
component analysis models, over-complete dictionary learning, etc. Here (i.e., in this section
and hereafter), we follow the same methodology. Namely, suppose that zℓ♮ has the low-

dimensional Gaussian mixture distribution outlined in (10), so that zℓ has the distribution
outlined in (11) with noise level σℓ. In this case, we can obtain a closed-form expression for
the score function ∇ log qℓ, which, when combined with Tweedie’s formula (46) and some

10. In representation learning, we typically think of zℓ not as an “observation”, but as a small perturbation
off of the target model, whose structure matches our desiderata for representation learning. Similarly,
rather than “recovery” of the structure from noisy observations, we are concerned with transforming the
current distribution of the data to be closer to the target model. We will see in the next section how
compression provides the bridge between these two perspectives; accordingly, we describe the denoising
problem using language specific to either perspective according to context.

11. We emphasize that qℓ depends on the noise level σℓ, although we suppress this in the notation for
concision.
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mild technical assumptions, gives the following approximation (shown in Appendix B.2):

E[zℓ♮ | zℓ] ≈
[
U1, . . . ,UK

] diag
softmax

 1

2(σℓ)2

∥U
∗
1z

ℓ∥22
...

∥U∗Kzℓ∥22



⊗ I


U

∗
1z

ℓ

...
U∗Kzℓ

 , (47)

where ⊗ denotes the Kronecker product. In the small-noise limit σℓ → 0, the operator
implemented by (47) becomes a projection of the observation zℓ onto the support of the
distribution of the signal model zℓ♮ , a significant characterization of the local behavior of
denoising against the signal model (10). Moreover, perhaps surprisingly, this operation is
quite similar to the MSSA block derived in Section 2.3, specialized to the case n = 1. Indeed,
the operation in (47) resembles a self-attention layer in a standard transformer architecture
with K heads, sequence length n = 1, and the “query-key-value” constructs being replaced
by a single linear projection U∗kz

ℓ of the token zℓ.

Stochastic denoising process. The above approach only denoises the token zℓ once.
Much of the practical power of denoising via the score function, however, stems from the
ability to iteratively denoise in small increments. Starting with the token zℓ, given access
to score functions of the distribution of zℓ♮ perturbed at at all noise levels up to σℓ, iterative

denoising of zℓ produces new samples from the noiseless distribution of tokens zℓ♮ . By

Tweedie’s formula (46), this means that denoising zℓ is equivalent to representing the signal
zℓ♮ in a precise distributional sense. In a simple instantiation, this representation process
takes the following form (Song et al., 2021b). First, consider a diffusion process, indexed
by time t ∈ [0, T ] for T = (σℓ)2 > 0, which transforms the distribution of zℓ♮ towards the

noisy distribution of zℓ:

dzt = dwt, t ∈ [0, T ],

z0
d
= zℓ♮ .

(48)

Here, (wt)t∈[0,T ] is a Wiener process, and we express this process in (48) as a stochastic
differential equation (SDE); for background on SDEs, see Appendix B.1. This SDE has a

unique (strong, i.e., pathwise well-defined) solution which has distribution zt
d
= zℓ♮ + wt.

Recalling that (wt)t∈[0,T ] is a Wiener process, wt is unconditionally distributed as N (0, tI),

so that zT = z(σℓ)2
d
= zℓ. As above, we write qt to denote the density of zt. Then by the

theory of time reversal for diffusion processes (Haussmann and Pardoux, 1986; Millet et al.,
1989), the random process (z←t )t∈[0,T ], where z←t

.
= zT−t, uniquely solves the following

SDE:

dz←t = ∇ log qT−t(z
←
t ) dt+ dw←t , t ∈ [0, T ],

z←0
d
= zℓ,

(49)

where w←t is another Wiener process.12 Because (zT−t)t∈[0,T ] solves (49), it follows that

this process yields a representation (via sampling) for zℓ♮ , as promised. Crucially, it can be

12. In the mathematical literature, both (48) and (49) are classified as (Markov) diffusion processes (Bakry
et al., 2016). By virtue of (46), in this work we will refer to (48) as “diffusion” and (49) as “denoising”.
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rigorously shown that an iterative denoising-diffusion process such as (49) is both necessary
and sufficient for representing high-dimensional multimodal data distributions efficiently
(Koehler et al., 2023; Ge et al., 2018; Qin and Risteski, 2023).

Deterministic denoising process. In (49), z←t follows a noisy gradient flow to maxi-
mize (log-)likelihood of the current iterate against a smoothly time-varying, i.e., “diffused,”
probabilistic model for the data distribution. We observe that each infinitesimal update of
(49) is similar to Tweedie’s formula (46), which takes a single gradient step on a “diffused”
log-likelihood to denoise. Thus, we interpret the process (49) as a stochastic denoising pro-
cess. In practice, and in particular towards our design of a corresponding crate decoder,
it will be useful to have a deterministic analogue of this process. The probability flow ODE
affords such a process: following Song et al. (2021b), the dynamics of the probability density
of z←t in (49) is identical to that of the ODE:

dz←t =
1

2
∇ log qT−t(z

←
t ) dt, t ∈ [0, T ],

z←0
d
= zℓ.

(50)

It is significant that the representation for zℓ♮ afforded by the deterministic process (50)
can be characterized simply (again using (46)) as iterative denoising, across multiple noise
scales. This leads to the core insight of diffusion-denoising:

Denoising is equivalent to learning a representation of the data distribution.

With these preliminaries in hand, we will develop a deeper link between compression and
denoising that we can leverage to build a consistent encoder-decoder pair f, g for general
(n > 1) sets of tokens in the next section.

3.2 Parsimony and Consistency via Structured Denoising-Diffusion

In Section 3.1, we have presented the core ideas of the denoising-diffusion theory in the con-
text of the token marignal distribution of our signal model (10). We now significantly extend
the applicability of this theory, by connecting it to the compression framework we have in-
troduced in Section 2. We will use this extension to define our structured diffusion-denoising
paradigm, around which we derive a corresponding white-box decoder architecture for the
encoder f .

To this end, we study in detail a special case of the signal model (10): we assume
that the indices si specifying the subspace membership of each token zℓi are i.i.d. random
variables, taking values in the set {1, . . . ,K} with equal probability, independently of the
noises wi and the coefficients αi. We have seen in (47) in the previous subsection that
for such a model with vanishing noise level σℓ > 0, denoising against the token marginal
distribution implements a projection onto the support of the noiseless distribution. We
prove that this same property is shared by taking a gradient step on the compression
objective Rc(Zℓ | U ℓ

[K]), as in the construction of the MSSA block in our white-box encoder
in Section 2.3, confirming the qualitative picture in Figure 9:

Theorem 6 (Informal version of Theorem 16 in Appendix B.3). Suppose Zℓ follows the
noisy Gaussian codebook model (11), with infinitesimal noise level σℓ > 0 and subspace
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memberships si distributed as i.i.d. categorical random variables on the set of subspace
indices {1, . . . ,K}, independently of all other sources of randomness. Suppose in addition
that the number of tokens n, the representation dimension d, the number of subspaces K,
and the subspace dimensions p have relative sizes matching those of practical transformer
architectures including the crate encoder (specified in detail in Assumption 15). Then the
negative compression gradient −∇ziR

c(Zℓ | U ℓ
[K]) points from zℓi to the nearest U ℓ

k.

Theorem 6 establishes in a representative special case of the Gaussian codebook model
(10) that at low noise levels, compression against the local signal model U ℓ

[K] is equivalent
to denoising against the local signal model. Viewed through the lens of the deterministic
denoising process (50), this establishes a link between the gradient of the compression term
Rc and the score function for the Gaussian codebook model. Most importantly, this allows
us to understand the MSSA operators of the crate encoder, derived in Section 2.3 from
a different perspective, as realizing an incremental transformation of the data distribution
towards the local signal model, via denoising. This important property guarantees that a
corresponding deterministic diffusion process—namely, the time reversal of the denoising
process (50)—implies an inverse operator for the compression operation implemented by
MSSA.

Using this connection to construct a principled autoencoder. The above result
suggests the following approach to constructing white-box autoencoding networks. Given
the representation of the token distribution at layer ℓ, namely Zℓ, we construct a determin-
istic structured denoising process, identical to (50), which compresses the data towards the
local signal model at layer ℓ of the representation f , namely U ℓ

[K]. Using the equivalence
asserted in Theorem 6, we can express this structured denoising process in terms of Rc, on
small timescales T > 0 (as we work out in detail in Appendix B.4):

dZℓ(t) = − 1

2(T − t)
∇Rc(Zℓ(t) | U ℓ

[K]) dt. (51)

This process interpolates between the signal model (10), at t = 0, to a noisy version of
the signal model at t = T . By the same token, time reversal of diffusion processes gives a
structured diffusion process, which transforms the signal model to an incrementally more
noisy version:

dZ̃ℓ(t) =
1

2t
∇Rc(Z̃ℓ(t) | U ℓ

[K]) dt. (52)

These two processes are inverses of one another in a distributional sense. To use these
structured denoising and diffusion processes for representation learning, we may ambitiously
treat the first-layer distribution Z1 = fpre(X) itself as being a small deviation off the
distribution of the first local signal model U1

[K]. In this way, the incrementally-constructed

representation (20), which we have been studying at a single “layer” ℓ thus far, naturally
leads to the following (completely formal) structured denoising process in which layer index
ℓ and time t are unified into a single parameter, and where Z(0) = Z1 is the preprocessed
data distribution:

dZ(t) = − 1

2(T − t)
∇Rc(Z(t) | U[K](t)) dt. (53)
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Similarly, we have the (completely formal) inverse process, a structured diffusion process:

dZ̃(t) =
1

2t
∇Rc(Z̃(t) | U[K](T − t)) dt. (54)

These two equations provide a conceptual basis for transforming data to and from a struc-
tured, parsimonious representation, via the denoising-diffusion theory. On the one hand,
their similar functional forms—unified through compression, via the compression gradient
∇Rc and Theorem 6—demonstrate that the operators necessary for structured denoising
and structured diffusion take essentially the same form. On the other hand, the connec-
tion we have made in Section 2.3 between the gradient of the compression term of the rate
reduction objective and transformer-like network layers implies that a transformer-like ar-
chitecture is sufficient for both compressive encoding and decoding. We can therefore realize
compressive autoencoding with a fully mathematically-interpretable network architecture,
which we now instantiate.

3.3 Structured Denoising-Diffusion via Invertible Transformer Layers

In Section 2, we described a method to construct a white-box transformer-like encoder
network via unrolled optimization meant to compress the data against learned geometric
and statistical structures, say against a distribution of tokens where each token is marginally
distributed as a Gaussian mixture supported on U[K]. Armed with the structured diffusion-
denoising correspondence outlined in Section 3.2 and its connection to compression, we now
generalize the crate compressive encoder architecture to a full encoder-decoder pair, with
essentially identical operators transforming the data distribution from layer to layer, and
thus similarly interpretable operational characteristics.

A white-box encoder layer which implements structured denoising. Recall that
in Section 3.2, we established a continuous-time deterministic dynamical system which
implements structured denoising, in that it denoises the initial data towards the desired
parsimonious structure:

dZ(t) = − 1

2(T − t)
∇Rc(Z(t) | U[K](t)) dt. (55)

In order to construct a network architecture, we use a first-order discretization (the dis-
cretization scheme being another design choice) of this process, which we describe in detail
in Appendix B.4. This obtains the iteration

Zℓ+1/2 ≈ Zℓ − κ∇Rc(Zℓ | U ℓ
[K]), (56)

in particular Zℓ+1/2 = Zℓ + MSSA(Zℓ | U ℓ
[K]), (57)

where MSSA(·) was defined in (36). In order to perform structured denoising while ensuring
that the representation structures (e.g., supporting subspaces) themselves are parsimonious
(i.e., sparse), similar to Section 2, we insert a sparsification step for the features. Namely,
we instantiate a learnable dictionary Dℓ ∈ Rd×d and sparsify against it, obtaining

Zℓ+1 ≈ argmin
Z≥0

[
λ∥Z∥1 +

1

2
∥Zℓ+1/2 −DℓZ∥2F

]
, (58)
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in particular Zℓ+1 = ISTA(Zℓ+1/2 |Dℓ), (59)

where ISTA(·) was defined in (43). This yields a two step iteration for the ℓth encoder layer
f ℓ, where Zℓ+1 = f ℓ(Zℓ):

Zℓ+1/2 = Zℓ + MSSA(Zℓ | U ℓ
[K]), Zℓ+1 = ISTA(Zℓ+1/2 |Dℓ). (60)

This is the same layer as in the crate encoder, whose conceptual behavior we have illus-
trated in Figure 7. Thus, we have re-derived the crate encoder layer from a useful alternate
perspective, that of structured denoising. Namely, we have shown an equivalence between
structured denoising and unrolled optimization in this case, which stems from the fact that
the diffusion probability flow (53) is conceptually and mechanically similar to gradient flow
on the compression objective in certain regimes. Thus, we have demonstrated a useful
conceptual connection between discretized diffusion processes and unrolled optimization as
iteratively compressing or denoising the signal against the learned data structures.

A white-box decoder layer which implements structured diffusion. Previously,
we have shown how the structured denoising approach can recover the crate encoder
architecture, derived through unrolled optimization in Section 2, as an encoder. Now, we
go beyond the purview of unrolled optimization. Namely, we use the connections concretely
described in Section 3.2 to construct a decoder which implements structured diffusion.

Recall that the encoder is constructed from a discretization of the structured denoising
ODE given in (53). Its pathwise time reversal, which inverts the transformation of the data
distribution induced by the structured denoising ODE, is given formally by the structured
diffusion ODE:

dZ̃(t) =
1

2t
∇Rc(Z̃(t) | U[K](T − t)) dt. (61)

For this reason, we use the structured diffusion ODE as the backbone of our decoder.
Indeed, a first-order discretization of this ODE obtains the iteration:

Z̃ℓ+1 = Z̃ℓ+1/2 − MSSA(Z̃ℓ+1/2 | V ℓ
[K]) ≈ Z̃ℓ+1/2 + κ∇Rc(Z̃ℓ+1/2 | V ℓ

[K]), (62)

where V ℓ
[K] = (V ℓ

1 , . . . ,V
ℓ
K) and each V ℓ

k ∈ Rd×p are the bases of the subspaces to “anti-

compress” against. To invert the effect of a sparsifying ISTA(·) step, we instantiate a
learnable synthesis dictionary Eℓ ∈ Rd×d and multiply by it, obtaining the iteration:

Z̃ℓ+1/2 = EℓZ̃ℓ, Z̃ℓ+1 = Z̃ℓ+1/2 − MSSA(Z̃ℓ+1/2 | V ℓ
[K]). (63)

This constructs the (ℓ+ 1)st layer gℓ of our decoder as

Z̃ℓ+1 = gℓ(Z̃ℓ)
.
= EℓZ̃ℓ − MSSA(EℓZ̃ℓ | V ℓ

[K]). (64)

A graphical depiction of the encoder and decoder layers, with layer normalization added to
match the implementation, is found in Figure 10.

Remark 7 (Lack of weight-tying in autoencoding architecture). Our derivation
suggests simple pre-set values for V ℓ

[K] and Eℓ, i.e., UL−ℓ
[K] and (Dℓ)∗ respectively. However,

we do not enforce these choices, or in any way share the weights between the encoder and

31



Yu, Buchanan, Pai, Chu, Wu, Tong, Bai, Zhai, Haeffele, and Ma

+

-

Figure 10: Diagram of each encoder layer (top) and decoder layer (bottom) in CRATE.
Notice that the two layers are highly anti-parallel—each is constructed to do the operations of the
other in reverse order. That is, in the decoder layer gℓ, the ISTA(·) block of fL−ℓ is partially
inverted first using a linear layer, then the MSSA(·) block of fL−ℓ is reversed; this order unravels the
transformation done in fL−ℓ.

decoder a priori in our implementation. This is because the discretization of the structured
denoising and structured diffusion dynamics in (53) and (54) is good yet imperfect; simi-
larly, the rotation perspective on the ISTA(·) (i.e., from Section 2.3) is good yet imperfect,
so the such-derived inversion above is also imperfect. Thus we should not expect a 1-1 cor-
respondence between codebooks in the encoder and decoder. Correspondingly, each encoder
layer and its corresponding decoder layer are only approximate mutual inverses.

Remark 8 (Alternate instantiations of structured denoising-diffusion). In this sec-
tion, to construct a decoder we established a specific connection between denoising against
the model (10) and compression using a gradient step on the coding rate Rc. Mechanically,
this connection was used to justify an inversion of the ISTA compression operator defined
in Section 2. However, as indicated in Remark 1, one may interpret the whole sparse rate
reduction (17) as a compression objective. Understanding to what degree an analogue of
Theorem 6 holds for the gradient of the sparse rate reduction would be quite interesting;
in particular, it would inform an analogue of this structured denoising-diffusion framework
which could be used to construct potentially more powerful white-box transformer-like archi-
tectures from the sparse rate reduction. In this work, however, we use arguably the simplest
possible instantiation of our structured denoising-diffusion framework, in that we make the
simplest possible connection between denoising and compression.

4 Experimental Evaluations

In this section, we conduct experiments to study the empirical performance of our pro-
posed white-box transformer crate on real-world datasets and tasks. As the analysis
in Section 2 and Section 3 suggests, the compression/denoising and sparsification steps
can each be achieved through various alternative design choices or optimization strategies.
The current crate adopts arguably the most basic choices. So our goal with the experi-
ments is not to compete, using such a rudimentary design, with other empirically-designed
transformer architectures which are heavily engineered on these tasks. Rather, the goal
is to convince the reader that our transformer-like architecture crate obtains promising
performance on large-scale datasets, while being fully white-box—both mathematically and
empirically interpretable—and theoretically principled. We aim to achieve this goal through
the following three demonstrations:
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• First, we verify convincingly that the white-box transformer architecture, crate is
practically effective and can achieve strong performance on many large-scale real-
world datasets and tasks. These include supervised and self-supervised learning tasks
on both vision and natural language data: ViT, MAE, DINO, BERT, and GPT.

• Second, unlike most empirically designed black-box networks that can usually only be
evaluated through their end-to-end performance, we show that the white-box design
of our network allows us to look inside the deep architecture and verify if individual
layers and operators of the learned network indeed perform their design objective—say
performing incremental optimization for the objective (17).

• Third, we study the white-box transformers through post hoc interpretability. Exten-
sive qualitative and quantitative experimental results demonstrate that the internal
representations of the white-box transformer are much more interpretable, with clear
and easily-extractable semantic meaning, compared to black-box transformers.

In the remainder of this section we highlight a selection of results; additional experimen-
tal details and results can be found in Appendix C. PyTorch-like pseudocode is given in
Appendix D.

4.1 Empirical Verification of CRATE on Many Practical Tasks

4.1.1 Supervised Image Classification via ViT

We first study the performance of crate architecture on supervised image classification,
where we apply crate as the backbone architecture.

Model architecture. We implement the architecture that is described in Section 2.5,
with minor modifications that are described in Appendix C.1. Let C be the number of
classes. We use the pre-processing map:

fpre(X) =
[
z1
[CLS],W

preX
]
+Epos, (65)

where z1
[CLS] ∈ Rd is a trainable class token parameter, X =

[
x1, . . . ,xN

]
∈ RD×N is the

input image patches, W pre ∈ Rd×D is a trainable matrix, and Epos ∈ Rd×n is a trainable
positional encoding matrix, where n = N + 1. We also consider a classification head at the
output of the crate model:

fhead(
[
z1, . . . ,zn

]
) = W headz1, (66)

where Z =
[
z1, . . . ,zn

]
is the output of the encoder crate, z1 in particular is the feature

corresponding to the class token z1
[CLS], and W head ∈ RC×d is a trainable classification

head. The output of fhead is a set of unnormalized log-probabilities for the different classes.

We consider different model sizes of crate by varying the token dimension d, number
of heads K, and the number of layers L. We consider four model sizes in this work: crate-
Tiny, crate-Small, crate-Base, and crate-Large. We provide details about model config-
urations of crate in Table 8. More implementation details can be found in Appendix C.1;
PyTorch-style pseudocode can be found in Appendix D.
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Pre-training methodology. Let H : ∆C ×∆C → R, where ∆C is the set of probability
distributions on [C], be the cross-entropy function, defined as

H(p, q) = Ex∼p[− log q(x)] = −
C∑
c=1

pc log(qc). (67)

The pre-training loss is

LCE(f, f
head)

.
= EX,y

[
H
(
y, softmax

{
(fhead ◦ f)(X)

})]
. (68)

We pre-train on ImageNet-1K (Deng et al., 2009), using the Lion optimizer (Chen et al.,
2023c). More details about the training and datasets can be found in Appendix C.1.

Fine-tuning methodology. For fine-tuning (possibly on a different dataset with a dif-
ferent number of classes), we re-initialize fhead using parameters with the appropriate value
of C, and train on the cross-entropy loss in (68), updating both f and fhead. Again, we
train using the Lion optimizer (Chen et al., 2023c), this time on a variety of commonly
used datasets: CIFAR10/CIFAR100 (Krizhevsky et al., 2009), Oxford Flowers (Nilsback
and Zisserman, 2008), and Oxford-IIIT-Pets (Parkhi et al., 2012). More details about the
training and datasets can be found in Appendix C.1.

Classification accuracy. We study the empirical performance of the proposed networks
by measuring their top-1 accuracy on ImageNet-1K as well as transfer learning performance
on several widely used downstream datasets. We summarize the results in Table 1. Our
transfer learning methodology is to fine-tune using (68) starting from the pre-trained f and
a re-initialized fhead.

As our designed architecture leverages parameter sharing in both the attention block
(MSSA) and the nonlinearity block (ISTA), our crate-Base model (22.80 million) has a
similar number of parameters to the ViT-Small (22.05 million), and less than 30% of the
parameters of an identically configured ViT-Base (86.54 million). From Table 1, we find
that with a similar number of model parameters, our proposed network achieves similar
ImageNet-1K and transfer learning performance as ViT, while having a simple and princi-
pled design. Moreover, with the same set of training hyperparameters, we observe promis-
ing scaling behavior in crate—we consistently improve the performance by scaling up the
model size. For comparison, directly scaling ViT on ImageNet-1K does not always lead to
consistent performance improvement measured by top-1 accuracy, even while such scaling
behavior is touted as one of the main benefits of the transformer architecture (Dosovitskiy
et al., 2021). Furthermore, we also study the performance of crate when pre-training on
a larger dataset—ImageNet-21K (Deng et al., 2009). We then fine-tune the pre-trained
crate models on downstream tasks including the ImageNet-1K dataset. The results are
summarized in Table 14. In particular, the crate-B achieves 79.5% top-1 accuracy on
ImageNet-1K. To summarize, we achieve promising performance on real-world large-scale
datasets by directly implementing our principled architecture.

4.1.2 Image Completion via Masked Autoencoding

Now, we study how we can use the full autoencoder architecture based on crate described
in Section 3, including both the crate encoder defined in Section 2.5 and the crate decoder

34



White-Box Transformers via Sparse Rate Reduction

Table 1: Top-1 classification accuracy of crate on various datasets with different model scales
when pre-trained on ImageNet-1K. For ImageNet-1K/ImageNet-1K ReaL, we directly evaluate the
top-1 accuracy. For other datasets, we use models that are pre-trained on ImageNet as initialization
and the evaluate the transfer learning performance via fine-tuning.

Model crate-T crate-S crate-B crate-L ViT-T ViT-S

# parameters 6.09M 13.12M 22.80M 77.64M 5.72M 22.05M

ImageNet-1K 66.7 69.2 70.8 71.3 71.5 72.4
ImageNet-1K ReaL 74.0 76.0 76.5 77.4 78.3 78.4

CIFAR10 95.5 96.0 96.8 97.2 96.6 97.2
CIFAR100 78.9 81.0 82.7 83.6 81.8 83.2
Oxford Flowers-102 84.6 87.1 88.7 88.3 85.1 88.5
Oxford-IIIT-Pets 81.4 84.9 85.3 87.4 88.5 88.6

defined in Section 3.3, to perform masked autoencoding (He et al., 2022)—an unsupervised
masked image completion task. As shorthand, we call the crate-masked autoencoder
crate-MAE.

Model architecture. We implement the encoder and decoder architectures described in
Section 3, with a few changes detailed in Appendix C.2. We use the pre-processing map:

fpre(X) = W preX +Epos, (69)

where X =
[
x1, . . . ,xN

]
∈ RD×N , W pre ∈ Rd×D is a trainable matrix, and Epos ∈ Rd×n is

a trainable positional encoding matrix, where n = N . Similarly we use the post-processing
map:

gpost(Z̃) = W post(Z̃ −Epos), (70)

where W post ∈ RD×d is another trainable matrix.

We consider different model sizes of crate by varying the token dimension d, number
of heads K, and number of layers L; such parameters will be kept the same for the encoder
and decoder. This choice is is different from the proposed MAE architecture in He et al.
(2022), which uses an asymmetric encoder-decoder setup where the decoder is significantly
smaller and more lightweight. This asymmetric approach is conceptually messier, whereas
our symmetric approach is totally in line with our white-box derivation. We consider
three model sizes: crate-MAE-Small, crate-MAE-Base, and crate-MAE-Large. Table 9
displays the model configurations and number of parameters, with a comparison to MAE,
showing that crate uses around 30% of the parameters of MAE with the same model
configuration (e.g., layers L, token dimension d, and number of heads K).

Pre-training methodology. Masked autoencoding (He et al., 2022) “masks out” a large
percentage of randomly selected input image tokens in the input X =

[
x1, . . . ,xN

]
∈ RD×N

and then attempts to reconstruct the whole image, measuring success by the resulting au-
toencoding reconstruction loss and performance on downstream tasks. The regular masked
autoencoding (MAE) loss (He et al., 2022) is defined as

LMAE(f, g)
.
= EX,Ω

[
∥(g ◦ f)(MaskΩ(X))−X∥22

]
, (71)
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Masked ViT-MAE CRATE-MAE Original Masked ViT-MAE CRATE-MAE Original

Figure 11: Autoencoding visualization comparison of crate-Base to MAE-Base (He et al., 2022)
with 75% patches masked. We observe that the reconstructions from crate-Base are on par with
the reconstructions from MAE-Base, despite using fewer than 1/3 of the parameters.
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Table 2: Average reconstruction loss over the training and validation sets of ImageNet-1K as a
function of architecture model size. We see that the performance of crate-Base, while a bit worse
than MAE-Base, obtains promising performance on the challenging masked autoencoding task.

Reconstruction Loss crate-Base MAE-Base

Training 0.266 0.240

Validation 0.303 0.267

where MaskΩ(·) replaces all tokens in X whose indices are in Ω with the same masked
token. Namely, for each data point, we sample a subset Ω ⊆ [N ] of a fixed size, and set
Xmask =

[
xmask
1 , . . . ,xmask

N

]
, where xmask

i = xmask if i ∈ Ω and xmask
i = xi if i /∈ Ω, where

xmask ∈ RD is a trainable mask token.

For pre-training, we employ the AdamW optimizer (Loshchilov and Hutter, 2019). We
mainly use ImageNet-1K (Deng et al., 2009) as the main pre-training dataset. More details
about training and datasets can be found in Appendix C.2.

Fine-tuning methodology. Following He et al. (2022), we fine-tune using supervised
classification to examine the linear separability of the features. To do this, we use either
full-model fine-tuning or linear probing. The classification head is a “global pooling” head:

fhead(Z) = W head

(
1

n

n∑
i=1

zi

)
=

1

n
W headZ 1n, where Z =

[
z1, . . . ,zn

]
, (72)

where 1n is the all-ones vector in Rn; note that this is different to the classification setup
in Section 4.1.1, owing to not incorporating a class token. We train using the cross-entropy
loss, where H is defined in (67):

LCE(f, f
head)

.
= EX,y

[
H(y, softmax{(fhead ◦ f)(X)})

]
. (73)

For full fine-tuning, we update both f and fhead. For linear probing, we update only
fhead. We fine-tune crate-MAE on several commonly used downstream datasets: CI-
FAR10/CIFAR100 (Krizhevsky et al., 2009), Oxford Flowers (Nilsback and Zisserman,
2008), and Oxford-IIIT-Pets (Parkhi et al., 2012). For fine-tuning fhead, we use the AdamW
optimizer on minibatches (Loshchilov and Hutter, 2019). For linear probing, we use a logis-
tic regresion solver to compute fhead in one shot using the full dataset. More details about
training can be found in Appendix C.2.

Autoencoding performance. We analyze the autoencoding reconstruction performance
of crate-MAE and compare with the original MAE in He et al. (2022). In Figure 11, we
qualitatively compare the masked autoencoding performance of crate-MAE-Base to MAE-
Base (He et al., 2022). We observe that both models are able to reconstruct the data well,
despite crate using less than a third of the parameters of MAE. In Table 2, we display
the average reconstruction loss of crate-MAE-Base and MAE-Base, showing a similar
quantitative conclusion.
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Table 3: Top-1 classification accuracy of crate-MAE-Small, crate-MAE-Base, (ViT-)MAE-
Small, and (ViT-)MAE-Base when pre-trained on ImageNet-1K and fine-tuned on classification
(either on the whole network, or using logistic regression a.k.a. full-batch linear probing) for several
smaller datasets. Our results show that the representation learning in crate is useful for down-
stream tasks on a level comparable to that of the regular MAE, on top of having several side benefits
such as parameter efficiency and emergent properties (as discussed in the sequel).

Model crate-MAE-S crate-MAE-B ViT-MAE-S ViT-MAE-B

# parameters 25.4M 44.6M 47.6M 143.8M

Fine-Tuning

CIFAR10 96.2 96.8 97.6 98.5
CIFAR100 79.0 80.3 83.0 87.0
Oxford Flowers-102 71.7 78.5 84.2 92.5
Oxford-IIIT-Pets 73.7 76.7 81.7 90.3

Linear Probing

CIFAR10 79.4 80.9 79.9 87.9
CIFAR100 56.6 60.1 62.3 68.0
Oxford Flowers-102 57.7 61.8 66.8 66.4
Oxford-IIIT-Pets 40.6 46.2 51.8 80.1

Fine-tuning performance. In Table 3, we compare the fine-tuning and linear probing
performance of crate-MAE models pretrained on ImageNet-1K across different model sizes
and datasets. We demonstrate that crate-MAE has comparable finetuning performance
to the usual MAE models while also saving many parameters. This demonstrates that
our representations are highly geometrically and statistically structured (e.g., having linear
structure), and carry semantic content that is useful for downstream tasks.

4.1.3 Self-Supervised Learning via DINO Training Method

Self-supervised learning (SSL) has gained increasing popularity and become a dominant
approach for pre-training deep networks. In this part, we study whether the success of SSL
in transformers can be applied to the proposed crate architecture. Specifically, we train
crate backbones with DINO (Caron et al., 2021), a widely used SSL framework for ViTs
that demonstrate great feature learning capabilities.

Model architecture. To start with, we briefly introduce the self-supervised learning
method DINO (self-distillation with no labels) (Caron et al., 2021). DINO applies knowl-
edge distillation (Hinton et al., 2015), with a “teacher” encoder network fproj

t ◦ ft and
“student” encoder network fproj

s ◦fs, to learn from two different “views” of an image. Here,
for each “backbone” model f (either fs or ft), we can write (as in other experimental set-
tings) f = fL ◦ · · · ◦ f1 ◦ fpre, where the pre-processing map fpre : RD×N → Rd×n is defined
as

fpre(X) =
[
z1
[CLS],W

preX
]
+Epos, (74)

where n = N+1 and z1
[CLS] ∈ Rd, W pre ∈ Rd×D and Epos ∈ Rd×n are trainable parameters,

and each layer f ℓ : Rd×n → Rd×n is a transformer layer, such as the crate layer or ViT
layer. Each projection map fproj : Rd×n → Rd (either fproj

s or fproj
t ) is defined, as in Caron

38



White-Box Transformers via Sparse Rate Reduction

et al. (2021), as

fproj(
[
z1, . . . ,zn

]
) = W proj

3 ReLU(W proj
2 ReLU(W proj

1 z1 + bproj1 ) + bproj2 ) + bproj3 , (75)

where W proj
i ∈ Rd×d are trainable weights and bproji ∈ Rd are trainable biases.

In our experiments, for the “backbone” layers f ℓ ◦ · · · ◦ f1 for the teacher and student
models, we adopt the same model configuration as in the supervised learning experiments
introduced in Section 4.1.1. Specially, due to the heavy computational demand for DINO,
we train with two smaller model sizes for this task: crate-Small and crate-Base (note
crate-Base has a similar number of parameters as as ViT-Small). Refer to Caron et al.
(2021) for more implementation details about DINO, including additional small task-specific
alterations.

Pre-training methodology. We parameterize (fs, f
proj
s ) by a parameter set θs, and

similarly parameterize (ft, f
proj
t ) by a parameter set θt. Note that by construction, θs and

θt parameterize the same architecture and thus are elements of the same Euclidean space.
The training objective is to minimize

L(θs,θt)
.
= EX

[
H(P (Augg(X)︸ ︷︷ ︸

view 1

;θt, τt), P (Augl(X)︸ ︷︷ ︸
view 2

;θs, τs))
]
, (76)

where Augg(·) denotes a global view augmentation and Augl(·) denotes a local view augmen-

tation13 , and the probability P (·; ·, ·) is defined as

P (X;θ, τ) = softmax
(
τ−1(fhead

θ ◦ fθ)(X)
)
, (77)

where fθs = fs, and so on, and τ > 0 is the softmax temperature which controls how sharply
the softmax concentrates about its largest values. By passing two different views (local and
global) of the same image to the student network and teacher network respectively, the
DINO objective is designed to encourage “local-to-global” correspondences—the features of
the local view Augl(X) for the student network are encouraged to be similar to the features
of the global view Augg(X) for the teacher network.

The training is done in the following (slightly unintuitive) way using exponential moving
averages:

θk+1
s = θks − η∇θsL(θ

k
s ,θ

k
t ), (78)

θk+1
t = λθkt + (1− λ)θk+1

s , (79)

where η > 0 is a learning rate, λ ∈ (0, 1) is an exponential moving average parameter, and
k is the training iteration. Caron et al. (2021) applies the stop-gradient operator on the
teacher network, so gradients are propagated only through the student network and not
the teacher. In reality, L is replaced with an empirical version over mini-batches, and the

13. We follow the multi-crop strategy (Caron et al., 2020). The views are distorted crops of the original
image. A global view is a high-resolution (e.g. 224× 224) crop that covers a large (e.g. > 50%) area of
the input image while a local view is of lower resolution (e.g. 96× 96) and covers a smaller (e.g. < 50%)
area of the original image.
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iteration for θs can use a more complex algorithm than stochastic gradient descent. In
particular, we adopt a similar training recipe as reported in Caron et al. (2021); we train on
ImageNet-1K (Deng et al., 2009) and use the AdamW optimizer (Loshchilov and Hutter,
2019), with a learning rate schedule that is composed of a linear warm-up phase followed by
a cosine decay schedule. Due to the differences in the backbone architecture, we only alter
the choice of base learning rates and weight decay parameters in our experiments. More
details can be found in Appendix C.3.

Fine-tuning methodology. Similar to the evaluation protocol of Caron et al. (2021),
we evaluate the classification performance using the features of the pre-trained networks.
Precisely, we consider the extracted class token feature zt from the pre-trained teacher
network ft in the following way. Specifically, we obtain

zt ← z1 where
[
z1, . . . ,zn

]
= ft(X). (80)

From here, we fine-tune on supervised classification in two different ways.
First, we use the feature vectors zt to form a weighted k-nearest neighbor classifier (Wu

et al., 2018). That is, with C classes we build a classification head fhead
k : Rd → [C] which

performs weighted k-nearest neighbors with respect to the training dataset. We do this
for several choices of k, and in our shown results we select the classifier fhead

k ◦ ft with the
highest accuracy on the training set.

Second, we use the feature vectors zt to build a linear probing model. That is, with C
classes we build a classification head fhead : Rd → RC defined as

fhead(z) = W headz, (81)

for a trainable parameter W head ∈ RC×d, by minimizing the cross-entropy loss (68)

LCE(f, f
head)

.
= EX,y

[
H(y, softmax{(fhead ◦ f)(X)})

]
, (82)

over fhead (leaving f fixed). We do this by using a logistic regression solver to compute
fhead in one shot using the full fine-tuning dataset.

The fine-tuning dataset in our experiments is the same as the training dataset, i.e.,
ImageNet-1K (Deng et al., 2009).

Fine-tuning results. We report the Top-1 test accuracy of both our fine-tuning method-
ologies on ImageNet-1K in Table 4. These results show that, with only minimal changes
of hyper-parameter settings, the proposed crate architecture can learn meaningful and
informative features via self-supervised learning.

Later in Section 4.3, we will show how the features learned by the self-supervised DINO
can already produce good image segmentation results, see Figure 19.

4.1.4 Pre-Training Language Models via BERT and GPT

We now study the performance of crate architectures on text data. Specifically, we con-
sider two widely used pre-training tasks for learning language representations—Bidirectional
Encoder Representations from Transformers (BERT) pre-training (Devlin et al., 2019; Liu
et al., 2019) and Generative Pre-Training (GPT) pre-training (Radford et al., 2019).
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Table 4: Top-1 classification accuracy on ImageNet-1K of crate-Small, crate-Base, and ViT-
Small when pre-trained using the DINO objective.

Model #parameters k-NN Linear Probing

crate-Small/16 13.12M 53.02% 58.41%

crate-Base/8 22.80M 59.91% 67.42%

ViT-Small/16 22.05M 69.36% 72.02%

ViT-Small/8 22.05M 71.98% 75.63%

CRATE-BERT model architecture. For BERT pre-training, we apply the RoBERTa
tokenizer (Sennrich et al., 2016; Liu et al., 2019) with vocabulary size V = 50, 265 as the
default tokenizer. We implement the crate architecture that is used in image classification
Section 4.1.1, except for the pre-processing layer and the task-specific head. Specifically,
the pre-processing layer is described as:

fpre(X) = f embed(X) +Epos, (83)

where f embed is an embedding function which maps input tokens xi to embedding vectors in
Rd, and Epos ∈ Rd×n is the sinusoid positional embedding defined in Vaswani et al. (2017).
The final output layer takes the form of a linear head:

fhead(Z) = W headZ, (84)

where W head ∈ RV×d.
We denote the crate model with BERT pre-training as crate-BERT. We summarize

the configurations of crate-BERT models in Table 10 (upper). For crate-BERT-Base, we
use the same width, number of attention heads, and depth as BERT-Base (Liu et al., 2019).
crate-BERT-Base uses 60.9M parameters, while BERT-Base uses 110M parameters, nearly
twice as many.

CRATE-BERT pre-training methodology. The training loss for crate-BERT is
masked language modeling (masked LM)14, which is defined as

LBERT(f, f
head) = EX,Ω

[
1

|Ω|
∑
i∈Ω

H(1(xi), softmax{(fhead ◦ f)(X)i})

]
, (85)

where (fhead ◦ f)(X)i ∈ RV denotes the ith index of the model output—that is, the log-
probabilities of each potential token in the vocabulary to take up the ith index in the
sequence X. Similarly 1(xi) ∈ {0, 1}V represents the one-hot embedding vector of the
token xi in the vocabulary.

To pre-train, we use the Adam optimizer (Kingma and Ba, 2015). We use the same pre-
training dataset as BERT (Devlin et al., 2019), including BooksCorpus (Zhu et al., 2015)
and English Wikipedia. Refer to Devlin et al. (2019) for more details about the pre-training
tasks.

14. The original BERT pre-training tasks also contain next sentence prediction, but we discard this task due
to observations shown by Liu et al. (2019).
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CRATE-GPT model architecture. For crate-GPT pretraining, following the setup
in the GPT-2 paper (Radford et al., 2019), we modify our crate architecture to align with
the next word prediction task used in GPT. Specifically, we replace the attention in MSSA

with a causally masked self-attention, i.e., replacing

softmax((U∗kZ)∗(U∗kZ))→ softmax(CausalMask((U∗kZ)∗(U∗kZ))), (86)

where CausalMask(A)ij =

{
Aij , i ≤ j

−∞, i > j.
(87)

in (35). We use the same pre-processing and head architecture as crate-BERT:

fpre(X) = f embed(X) +Epos, fhead(Z) = W headZ. (88)

We denote the crate model for GPT pre-training as crate-GPT. We summarize the
configurations of GPTmodels in Table 10 (lower), and set the model architecture parameters
such that crate-GPT has the same layer specifications as GPT2 with parameter size 60M
(c.f. GPT2’s 124M, more than twice as many).

CRATE-GPT pre-training methodology. The training objective of GPT is next word
prediction (causal language modeling, causal LM), which is defined as

LGPT(f, f
head) = EX

[
1

|X| − 1

|X|−1∑
i=1

H(1(xi+1), softmax{(fhead ◦ f)(X)i})
]
, (89)

where |X| denotes the total number of tokens in the input sample X. For GPT pretraining,
we mainly follow the implementations in Karpathy (2022); in particular we set the block
size as 1,024. We pre-train crate-GPT models on OpenWebText (Gokaslan and Cohen,
2019) using the Adam optimizer (Kingma and Ba, 2015). Refer to Radford et al. (2019) for
more details about the pre-training tasks.

As usual, we defer the pre-training setup details of crate-BERT and crate-GPT to
Appendix C.4.

CRATE-BERT evaluation results. Pre-training results of crate-BERT is summa-
rized in Table 5. We use the officially released BERT checkpoints for BERT evalua-
tion (Google, 2021). We evaluate the crate-BERT model by fine-tuning on downstream
tasks from the GLUE benchmark (Wang et al., 2019). Single-task Finetuning of Table 5
means that we fine-tune the model only on the task we evaluate. In addition, following
previous work (Liu et al., 2019), models pre-trained only on the masked language modeling
task should be further fine-tuned on MNLI before evaluating on MRPC, STS-B and RTE to
be competitive to BERT. That is, first fine-tuning on MNLI improves the performance on
these tasks. Therefore, we also investigate this training recipe and include the correspond-
ing results in the Further Finetuning after MNLI section of Table 5. The AVG score is the
average of all GLUE tasks shown in the table.15 We also present the pre-training loss and
GLUE evaluation scores of crate-BERT with respect to progressing pre-training steps in

15. We exclude the problematic CoLA task, as it has been reported multiple times that the performance
depends heavily on the seed chosen for BERT (Huggingface, 2023).
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Table 5: Performance on the GLUE benchmark (higher is better). All scores are obtained using the
HuggingFace evaluation script (Huggingface, 2020). F1 scores are reported for QQP and MRPC,
Spearman correlations are reported for STS-B, and accuracy scores are reported for the other tasks.

SST-2 MRPC STS-B QQP MNLI QNLI RTE WNLI Avg
Acc F1 Sprm F1 M/MM Acc Acc Acc All

Single-task Finetuning

BERT-Medium (41M) 90.5 87.8 87.6 86.2 80.8/81.2 88.6 64.6 30.1 77.5

BERT-Base (110M) 92.3 90.9 88.5 88.2 84.4/84.6 91.7 64.3 53.5 82.0

crate-BERT-Base (61M) 85.9 80.0 73.0 85.8 76.1/75.3 83.4 53.8 56.3 74.4

Further Finetuning after MNLI

BERT-Medium (41M) 90.5 89.6 88.0 86.2 80.8/81.2 88.6 72.6 30.1 78.6

BERT-Base (110M) 92.3 90.3 86.8 88.2 84.4/84.6 91.7 79.4 53.5 83.5

crate-BERT-Base (61M) 85.9 84.7 83.2 85.8 76.1/75.3 83.4 65.0 56.3 77.3
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Figure 12: (left) The training loss curve of crate-BERT-Base trained on the Wikipedia and
BookCorpus datasets. (middle) GLUE single-task finetuning scores evaluated after each pretraining
checkpoint of crate-BERT-Base. (right) The loss curve of crate-GPT-Base trained on the Open-
WebText dataset.

Figure 12 (left and middle). The progressing GLUE average scores are calculated under the
single-task finetuning setting.16 From Table 5, we find that crate-BERT-Base can achieve
competitive performance compared to BERT models realized by standard transformers.

CRATE-GPT evaluation results. We evaluate crate-GPT models by measuring the
zero-shot cross-entropy loss on different datasets. We evaluate crate-GPT-Base on Open-
WebText (OWT) as well as other datasets as shown in (Radford et al., 2019). We compare
with the official release of GPT2-Base which is pre-trained on WebText (OpenAI, 2019),
while crate-GPT-Base is pre-trained on OWT. Meanwhile, in order to compare crate-
GPT and the GPT2 model under similar number of model parameters, we consider the
GPT2 with a smaller model size, denoted by GPT2-Small, and apply the same training
setup described in Karpathy (2022). Therefore, we first fine-tune GTP2-Base on OWT
before evaluating on the OWT test dataset. The evaluation results on the test datasets are
shown in Table 6. We also present the pre-training loss of crate-GPT with respect to pro-
gressing pre-training steps in Figure 12 (right). From both Table 6 and Figure 12 (right),

16. We use 3 epochs (instead of 8) for the MNLI task for all evaluation except the 24,000 and 30,000 steps
because it suffices to get a good score.
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Table 6: Zero-shot cross-entropy loss of the crate-GPT2-Base model and GPT2-Small, GPT2-Base
model evaluated on the test split of the datasets (lower is better).

#parameters OWT LAMBADA WikiText PTB Avg

GPT2-Base 124M 2.85 4.12 3.89 4.63 3.87

GPT2-Small 64M 3.04 4.49 4.31 5.15 4.25

crate-GPT2-Base 60M 3.37 4.91 4.61 5.53 4.61

[GPT2] When Mary and John went to the
store, John gave a drink to
Mary (59.1%) them (21.7%) the (5.85%)

[crate-GPT2] When Mary and John went
to the store, John gave a drink to
the (29.8%) Mary (28.0%) John (10.1%)

[BERT] He loved sitting between her
brothers on the couch and watching [MASK].
tv (59.7%) television (12.4%) her (11.0%)

[crate-BERT] He loved sitting between her
brothers on the couch and watching [MASK].
tv (48.9%) couch (38.6%) room (2.31%)

Figure 13: Examples of predictions made by our models and the official models. The token in
Italic is the ground truth token. We compare crate-GPT2-Base to GPT2-Base on the next word
prediction task and crate-BERT-Base to BERT-Medium on the masked language modeling task.

we can observe that the crate architecture can be applied as backbones for generative
language models and achieve competitive performance compared to GPT2.

For more technical details about the evaluation of the pre-trained crate-BERT and
crate-GPT, please refer to Appendix C.4.

Generated texts by CRATE-BERT and CRATE-GPT. We also explored some
qualitative examples generated by crate-BERT and crate-GPT, as shown in Figure 13.
We observe a similar behavior of crate and the standard Transformers, where both answers
make sense and the standard transformer slightly outperforms crate.

4.2 Analysis and Visualization of Learned CRATE Layers

We now study the internal representations of crate at different layers—{Zℓ}Lℓ=1. We
measure the designed representation learning objective, sparse rate reduction (16), of token
representations from different layers. We mainly consider the crate encoder architectures
on image classification tasks (Section 4.1.1) for the experiments in this subsection.

Do layers of CRATE achieve their design goals? As described in Section 2.3 and
Section 2.4, the MSSA block is designed to optimize the compression term Rc(Z | U[K]) and
the ISTA block to sparsify the token representations (corresponding to the sparsification
term ∥Z∥0). To understand whether crate indeed optimizes these terms, for each layer ℓ,
we measure (i) the compression term Rc(Zℓ+1/2 | U ℓ

[K]) on the MSSA block outputs Zℓ+1/2;

and (ii) sparsity ∥Zℓ+1∥0 on the ISTA block outputsZℓ+1. Specifically, we evaluate these two
terms by using training/validation samples from ImageNet-1K. Both terms are evaluated
at the per-sample level and averaged over B = 1000 samples.
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Figure 14: Left : The compression term Rc(Zℓ+1/2 | U ℓ
[K]) of the MSSA outputs at different layers.

Right : the sparsity of the ISTA output block, ∥Zℓ+1∥0/(d ·N), at different layers. (Model: crate-
Small).

In Figure 14 we show the plots of these two key measures at all layers for the learned
crate-small model. We find that as the layer index ℓ increases, both the compression and
the sparsification terms improve in most cases. The increase in the sparsity measure of
the last layer is caused by the extra linear layer for classification.17 These results suggest
that crate aligns well with the original design goals: once learned, it essentially learns
to gradually compress and sparsity the representations through its layers. In addition,
we also measure the compression and sparsification terms on crate models with different
model sizes as well as intermediate model checkpoints and the results are shown by plots
in Figure 21 of Appendix C.8. The observations are very consistent across all different
model sizes—both the compression and sparsification terms improve in most scenarios.
Models with more layers tend to optimize the objectives more effectively, confirming our
understanding of each layer’s roles.

To see the effect of learning, we present the evaluations on crate-Small trained with
different numbers of epochs in Figure 15. When the model is not trained enough (e.g. un-
trained), the architecture does not optimize the objectives effectively. However, during
training—learning better subspaces U ℓ

[K] and dictionaries Dℓ—the designed blocks start to
optimize the objectives much more effectively.

Visualizing layer-wise token representations. To gain a better understanding of the
token representations of crate, we visualize the output of each ISTA block at layer ℓ in
Figure 16. Specifically, we visualize the Zℓ+1 via heatmap plots. We observe that the
output Zℓ+1 becomes more sparse as the layer increases. Moreover, besides the sparsity, we
also find that Zℓ+1 becomes more structured (i.e., low-rank), which indicates that the set
of token representations become closer to linear subspaces, confirming our mental picture
of the geometry of each layer (as in Figure 6 and Figure 4).

Visualizing layer-wise subspaces in multi-head self-attention. We now visualize
the U ℓ

[K] matrices used in the MSSA block. In Section 2.3, we assumed that U ℓ
[K] were

17. Note that the learned sparse (tokens) features need to be mixed in the last layer for predicting the class.
The phenomenon of increase in the sparsity measure at the last layer suggests that each class of objects
may be associated with a number of features, and some of these features are likely to be shared across
different classes.
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Figure 15: The compression term Rc(Zℓ+1/2 | U ℓ
[K]) (left) and sparsification term ∥Zℓ+1∥0/(d ·N)

(right) across models trained with different numbers of epochs. (Model: crate-Base).
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Figure 16: Visualizing layer-wise token Zℓ representations at each layer ℓ. To enhance the visual
clarity, we randomly extract a 50×50 sub-matrix from Zℓ for display purposes. (Model: crate-
Tiny)

incoherent to capture different “views” of the set of tokens. In Fig. 17, we first normalize
the columns in each U ℓ

k, then we visualize the [U ℓ
1 , . . . ,U

ℓ
K ]

∗
[U ℓ

1 , . . . ,U
ℓ
K ] ∈ RpK×pK . The

(i, j)th block in each sub-figure corresponds to (U ℓ
i )
∗U ℓ

j for i, j ∈ [K] at a particular layer

ℓ. We find that the learned U ℓ
[K] are approximately incoherent, which aligns well with our
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Figure 17: We visualize the [U ℓ
1 , . . . ,U

ℓ
K ]

∗
[U ℓ

1 , . . . ,U
ℓ
K ] ∈ RpK×pK at different layers. The (i, j)-th

block in each sub-figure corresponds to (U ℓ
i )

∗U ℓ
j for i, j ∈ [K] at a particular layer ℓ. To enhance

the visual clarity, for each subspace Ui, we randomly pick 4 directions for display purposes. (Model:
crate-Tiny)

assumptions. One interesting observation is that the U ℓ
[K] becomes more incoherent when

the layer index ℓ is larger, which suggests that the token representations are more separable.
This mirrors the situation in other popular deep networks (He and Su, 2022).

4.3 Emergence of Semantic Properties in Learned CRATE Attention Maps

In this subsection, we analyze the attention maps within crate models trained on vision
tasks. Previous work (Caron et al., 2021) use the self-attention in vision transformers to
study semantic segmentation of the input image. Caron et al. (2021) demonstrated that a
specific self-supervised training method, named DINO, can lead to the emergence of seg-
mentation in vision transformers. On the other hand, ViTs trained with supervised learning
do not have such properties. In contrast, as we will present in this subsection, we find that
the white-box design of crate leads to the emergence of segmentation properties in the
network’s self-attention maps, solely through a minimalistic supervised training recipe—the
supervised classification training used in vanilla supervised ViTs. We quantify the segmen-
tation properties of crate both qualitatively and quantitatively and compare the results
with ViTs. Through extensive evaluations, we find that the self-attention maps in white-box
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Figure 18: Self-attention maps from a supervised CRATE with 8×8 patches trained using
classification. The crate architecture automatically learns to perform object segmentation without
a complex self-supervised training recipe or any fine-tuning with segmentation-related annotations.
For each image pair, we visualize the original image on the left and the self-attention map of the
image on the right.

transformers (crate) are much more interpretable than vanilla black-box vision transform-
ers.

4.3.1 Experimental Setup

Model architecture We utilize the crate model as described in Section 2.5 at sizes
-S/8 and -B/8 (that is, crate-Small and crate-Base with patch size 8× 8). We similarly
adopt the ViT model from Dosovitskiy et al. (2021) using the same scales (-S/8 and -B/8),
ensuring consistent configurations between them. Refer to Table 14 for detailed model
performance evaluations on classification tasks.

Datasets. In this subsection, all visual models are trained for classification tasks, using
the methodology described in Section 4.1.1, on the complete ImageNet dataset (Deng et al.,
2009), commonly referred to as ImageNet-21K. This dataset comprises 14,197,122 images
distributed across 21,841 classes. We apply the MaskCut (Wang et al., 2023b) pipeline
on the COCO val2017 (Lin et al., 2014), which consists of 5,000 RGB images, and assess
our models’ performance for both object detection and instance segmentation tasks. All
evaluation procedures are unsupervised, and we do not update the model weights during the
detection and segmentation evaluation processes.

4.3.2 Measuring the Emergence of Segmentation

Visualizing self-attention maps. To qualitatively measure the emergence phenomenon,
we adopt the attention map approach based on the [CLS] token, which has been widely used
as a way to interpret and visualize transformer-like architectures (Abnar and Zuidema,
2020; Caron et al., 2021). Indeed, we use the same methodology as Abnar and Zuidema
(2020); Caron et al. (2021), noting that in crate the query-key-value matrices are all the
same; a more formal accounting is deferred to Appendix C.10. The visualization results of
self-attention maps are summarized in Figure 18. We observe that the self-attention maps
of the crate model correspond to semantic regions in the input image. Our results suggest
that the crate model encodes a clear semantic segmentation of each image in the network’s
internal representations, which is similar to the self-supervised method DINO (Caron et al.,
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Figure 19: Visualization of segmentation with MaskCut on COCO val2017 (Lin et al.,
2014). Top and Bottom Rows: crate architecture clearly detects main objects in the image when
trained using either supervised classification technique in Section 4.1.1 or the DINO self-supervised
technique in Section 4.1.3 (Caron et al., 2021). Middle Row : Note that compared to crate, ViT
trained via classification often fails to detect main objects in the images (columns 2, 3, 4).

2021). In contrast, as shown in Figure 27 in the Appendices, the vanilla ViT trained on
supervised classification does not exhibit similar segmentation properties.

Object detection and fine-grained segmentation. To further validate and evaluate
the rich semantic information captured by crate, we employ MaskCut (Wang et al., 2023b),
a recent effective approach for object detection and segmentation that does not require
human annotations. As usual, we provide a more detailed methodological description in
Appendix C.10. This procedure allows us to extract more fine-grained segmentation for
an image based on the token representations learned by different methods. In Figure 19,
we visualize the fine-grained segmentation produced by MaskCut on features from ViT
trained by classification, crate trained by classification as in Section 4.1.1, and crate
trained via DINO as in Section 4.1.3, respectively. We compare the segmentation and
detection performance in Table 7. Based on these results, we observe that MaskCut on
features learned with supervised ViT typically fails to produce good segmentation masks,
for example, the first image in Figure 19 and the ViT-S/8 row in Table 7. On the other hand,
we notice that, regardless of the training task (supervised or unsupervised), crate is able
to capture semantically meaningful boundaries of the main objects in an image. Compared
to ViT, crate provides better internal representation tokens for both segmentation and
detection.

4.3.3 Analysis of Segmentation in CRATE

Segmentation emerges through minimalistic design. Our empirical results demon-
strate that self-supervised learning, as well as the specialized design options in DINO (Caron
et al., 2021) (e.g., momentum encoder, student and teacher networks, self-distillation, etc.)
are not necessary for the emergence of segmentation. We contend that an equally-promising
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Table 7: Object detection and fine-grained segmentation via MaskCut on COCO
val2017 (Lin et al., 2014). We consider models with different scales and evaluate the aver-
age precision measured by COCO’s official evaluation metric. The first four models are pre-trained
with image classification tasks under label supervision; the bottom three models are pre-trained via
the DINO self-supervised technique (Caron et al., 2021). crate conclusively performs better than
the ViT at detection and segmentation metrics when both are trained using supervised classification.

Detection Segmentation
Model Train AP50 AP75 AP AP50 AP75 AP

crate-S/8 Supervised 2.9 1.0 1.1 1.8 0.7 0.8
crate-B/8 Supervised 2.9 1.0 1.3 2.2 0.7 1.0
ViT-S/8 Supervised 0.1 0.1 0.0 0.0 0.0 0.0
ViT-B/8 Supervised 0.8 0.2 0.4 0.7 0.5 0.4

crate-B/8 DINO 3.5 1.1 1.6 2.4 0.5 1.0
ViT-S/8 DINO 5.0 2.0 2.4 4.0 1.3 1.7
ViT-B/8 DINO 5.1 2.3 2.5 4.1 1.3 1.8

Head 0
“Leg”

Head 1
“Body”

Head 3
“Face”

Head 4
“Ear”

Head 0
“Leg”

Head 1
“Body”

Head 3
“Face”

Head 4
“Ear”

Figure 20: Visualization of semantic heads. We forward a mini-batch of images through a
supervised crate and examine the attention maps from all the heads in the penultimate layer. We
visualize a selection of attention heads to show that certain heads convey specific semantic meaning,
i.e. head 0 ↔ “Legs”, head 1 ↔ “Body”, head 3 ↔ “Face”, head 4 ↔ “Ear”.

approach to promote segmentation properties in transformer is to design the transformer
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architecture with the structure of the input data in mind. This finding of crate represents
the first supervised vision model with emergent segmentation properties, and establishes
white-box transformers as a promising direction for interpretable data-driven representa-
tion learning in foundation models.

Identifying semantic properties of attention heads. We are interested in capturing
the semantic meaning of certain attention heads; this is an important task for interpretabil-
ity and is already studied for language transformers (Olsson et al., 2022). Intuitively, each
head captures certain features of the data. Given a crate model, we first forward an input
image (e.g. a horse image as in Figure 20) and select four attention heads which seem to
have semantic meaning by manual inspection. After identifying the attention heads, we
visualize the self-attention map of these heads on other input images. Interestingly, we find
that each of the selected attention heads captures a different part of the object, and even a
different semantic meaning. For example, the attention head displayed in the first column
of Figure 20 captures the legs of different animals, and the attention head displayed in the
last column captures the ears and head. This parsing of the visual input into a part-whole
hierarchy has been a fundamental goal of learning-based recognition architectures since de-
formable part models (Felzenszwalb and Huttenlocher, 2005; Felzenszwalb et al., 2008) and
capsule networks (Hinton et al., 2011; Sabour et al., 2017)—strikingly, it emerges from the
white-box design of crate within our simple supervised training setup.

5 Conclusions and Open Directions

In this paper, we propose a new theoretical framework that allows us to derive a deep
transformer-like network architecture, named crate, as an incremental optimization scheme
to learn compressed and sparse representation of the input data, measured by a principled
objective for information gain: the sparse rate reduction. The so-derived and learned deep
architectures are not only fully mathematically interpretable but also consistent on a layer-
by-layer level with their design objective. Despite being arguably the simplest among all
possible designs, these networks already demonstrate strong performance – slightly worse
than existing black-box models – on large-scale real-world (image or text) datasets and
tasks (discriminative and generative), and in supervised, unsupervised, and self-supervised
settings. In fact, recent follow-up work (Yang et al., 2024) suggested that one can sig-
nificantly improve the performance of crate-like white-box models with a light training
recipe on vision tasks, and to a large extent close the gap between white-box models such
as crate and the conventional Transformers on some tasks. Still, a gap persists. It would
be interesting to investigate how to construct white-box models that can achieve same level
of performance as black-box models, but we leave this for future work.

We believe this work truly helps bridge the gap between theory and practice of deep neural
networks, as well as helps unify seemingly separate approaches to learning and representing
data distributions through the perspective of data compression. These approaches include,
but are not limited to: rate reduction, denoising-diffusion, and transformers. As we have
seen, in these approaches, the role of each layer of the associated deep neural networks
can be interpreted mathematically as operators to incrementally compress (denoise) and
transform the data distribution according to its low-dimensional structures (modeled as
Gaussian mixtures). In particular, our work provides a principled justification for slightly
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earlier empirical syntheses of some of these approaches, for example the recent success of
Transformer-type architectures for denoising in the context of diffusion models (Peebles and
Xie, 2023).

To a large extent, our work suggests that a universal way to effectively and efficiently
learn a data distribution with intrinsically low-dimensional structures in a high-dimensional
space is through incremental compression, as already stated as a slogan by Wright and Ma
(2022):

We compress to learn, and we learn to compress.

This work and the previous work on ReduNet by Chan et al. (2022) together strongly suggest
that various deep neural networks are simply means to an end—compression. Different
optimization schemes for compression are manifested as different network architectures and
operators, e.g. LeNet, LISTA, ResNet, ReduNet, Transformers, which are now elucidated
by CRATE.

From a practical standpoint, it is clear that this new framework can now provide us with
theoretical guidelines to design and justify new, potentially more powerful, deep architec-
tures for representation learning that are based on more advanced optimization techniques
or strategies, instead of the basic gradient-based technique used to construct crate. Also,
in this work, we have only used crate to learn deterministic autoencoding models. We
believe that this framework can be extended to learn structured representations of the data
distribution based on more advanced structured diffusion and denoising. This could po-
tentially lead to more controllable and consistent generative methods, since improving the
consistency and efficiency of existing diffusion-based generative models remains a challeng-
ing open problem (Song et al., 2023).

Furthermore, as suggested by Dai et al. (2022); Ma et al. (2022), for any system to learn
a low-dimensional data distribution autonomously and continuously, one needs to integrate
the encoder and decoder not only as an autoencoder but as a closed-loop transcription:

x ∈ RD f(x)−−−−→ z ∈ Rd g(z)−−−−→ x̂ ∈ RD f(x)−−−−→ ẑ ∈ Rd, (90)

which allows the system to correct itself by minimizing the discrepancy between the internal
representations z of the data and ẑ of the generated approximation, without any external
help (by human) to compare between the data x and x̂. So far, the effectiveness of such a
closed-loop transcription system has only been demonstrated with black-box deep architec-
tures such as the ResNet (Dai et al., 2022; Tong et al., 2023). It would be possible now to
build a closed-loop transcription with purely white-box encoder and decoder designs. This
could ultimately enable us to develop complete learning systems that are capable of learning
autonomously and continuously an internal data representation that is fully mathematically
interpretable, controllable, and eventually self-consistent, or “aligned”, with the true exter-
nal data distribution. The so-learned representation, just like our acquired memory, can
support both discriminative and generative tasks, and serve both recognition and prediction
purposes.

Last but not least, we hope that this work provides an alternative viewpoint that may
help clarify the ultimate capabilities of modern artificial intelligence (AI) systems, which
are typically based on deep networks such as transformers. Just as with all other natural
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phenomena or technical innovations that were once “black boxes” to people, significant
confusion and anxiety is arising in society about the potential or implications of emerging
new AI systems, including the recent large language models (LLMs) such as GPT-4 (Ope-
nAI, 2023b), large image generation models such as Midjourney and DALL-E 3 (Betker
et al., 2023), and many other multi-modal large language models (MLLMs) (Liu et al.,
2023; OpenAI, 2023a). From the perspective of this work, in which we developed a clear
understanding of transformer-type learning systems, these large models are unlikely to do
anything beyond purely mechanical data compression (encoding) and interpolation (decod-
ing). That is, this work suggests that regarding essence of these existing large AI models,
however magical and mysterious they might appear to be,

compression is all there is.

This leaves us with a much more profound and challenging question: whether compression
alone is all one needs for a system, natural or artificial, to develop general intelligence or
even sentience? We believe that compression, employed correctly, is merely the very first
step of a long path towards general intelligence.
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Appendix A. Technical Details for Section 2

A.1 Companion to Section 2.3

We now give the derivation of the approximation alluded to in Section 2.3. In the process,
we make some simple approximations and technical assumptions. The validity of these
assumptions may be explored, and the approximations refined, altogether providing a more
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complex (and possibly more performant) resulting self-attention like operator. For the
sake of technical clarity and simplicity in this work, we make perhaps the simplest possible
choices. As a result, we do not claim that our network is optimally designed, but rather
that the principles we develop in this work (compression, denoising, sparsification, unrolled
optimization) can provide the backbone for far superior and more interpretable network
architectures in the future on sundry tasks. As it is, with our straightforward, simple, and
interpretable design, we still obtain meaningful conceptual results and very solid empirical
performance.

Recall that β = p/(nϵ2).

Approximation 9. Let Z ∈ Rd×n have unit-norm columns, and U[K] = (U1, . . . ,UK) such

that each Uk ∈ Rd×p is an orthogonal matrix, the (Uk)
K
k=1 are incoherent, and the columns

of Z approximately lie on
⋃K
k=1 Span(Uk). Let κ > 0. Then

Z − κ∇ZR
c(Z | U[K]) ≈ (1− κβ)Z + κβ MSSA(Z | U[K]), (91)

where as in Section 2.3 we have

SSA(Z | Uk) = (U∗kZ) softmax((U∗kZ)∗(U∗kZ)), (92)

MSSA(Z | U[K]) = β
[
U1, . . . ,UK

]  SSA(Z | U1)
...

SSA(Z | UK)

 , (93)

where softmax(·) is the softmax operator (applied to each column of an input matrix), i.e.,

softmax(v) =
1∑n

i=1 e
vi

e
v1

...
evn

 , (94)

softmax
([
v1, . . . ,vK

])
=
[
softmax(v1), . . . , softmax(vK)

]
. (95)

Proof. According to (31), the gradient ∇ZR
c(Z | U[K]) is

∇ZR
c(Z | U[K]) = β

K∑
k=1

UkU
∗
kZ (I + β(U∗kZ)∗(U∗kZ))−1 . (96)

Notice that according to (Chan et al., 2022), the gradient is precisely the residual of a
ridge regression for each (projected) token U∗kzi using other projected tokens U∗kzj as the
regressors, hence being the residual of an auto-regression.

However, as we have seen in the work of ReduNet (Chan et al., 2022), computing the
inverse (I + β(U∗kZ)∗(U∗kZ))−1 can be expensive. Hence for computational efficiency, we
may approximate it with the first order term of its von Neumann expansion:

∇ZR
c(Z | U[K]) = β

K∑
k=1

UkU
∗
kZ
(
I + β(U∗kZ)∗(U∗kZ)

)−1
(97)
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≈ β
K∑
k=1

UkU
∗
kZ
(
I − β(U∗kZ)∗(U∗kZ)

)
(98)

= β

K∑
k=1

Uk

(
U∗kZ − βU∗kZ[(U∗kZ)∗(U∗kZ)]

)
(99)

Notice that the term (U∗kZ)∗(U∗kZ) is the auto-correlation among the projected tokens.
As the tokens Z may be from different subspaces, we would prefer to use only tokens that
belong to the same subspace to regress and compress themselves. Hence we may convert
the above correlation term into a subspace-membership indicator with a softmax operation,
whence (99) becomes

∇ZR
c(Z | U[K]) ≈ β

K∑
k=1

Uk

(
U∗kZ − βU∗kZ[(U∗kZ)∗(U∗kZ)]

)
(100)

≈ β

K∑
k=1

UkU
∗
kZ − β2

K∑
k=1

Uk

(
U∗kZ softmax((U∗kZ)∗(U∗kZ))

)
(101)

Then, we can rewrite the above approximation to the gradient of Rc as:

∇ZR
c(Z | U[K]) ≈ β

K∑
k=1

UkU
∗
kZ − β2

K∑
k=1

Uk (U
∗
kZ softmax((U∗kZ)∗(U∗kZ))) (102)

= β

K∑
k=1

UkU
∗
kZ − β2

K∑
k=1

Uk SSA(Z | Uk) (103)

= β

(
K∑
k=1

UkU
∗
k

)
Z︸ ︷︷ ︸

≈Z

−β2
[
U1, · · · ,UK

]  SSA(Z | U1)
...

SSA(Z | UK)

 (104)

≈ βZ − β2
[
U1, · · · ,UK

]  SSA(Z | U1)
...

SSA(Z | UK)

 (105)

= βZ − β MSSA(Z | U[K]) (106)

Thus the gradient descent step with learning rate κ > 0 gives

Z − κ∇ZR
c(Z | U[K]) ≈ (1− κβ)Z + κβ MSSA(Z | U[K]). (107)

A.2 Companion to Section 2.4

In the main text Section 2.4, our connection between the second step of the alternating
minimization and the LASSO optimization was high-level and heuristic. In some sense, the
choice to pose the minimization step as a LASSO was a simple, reliable, and interpretable
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choice which works well in practice, but is nonetheless not backed up by rigorous theoretical
justification.

In the following subsection, we provide a mathematical justification for a reformulation
of the minimization step using a majorization-minimization framework. We further show
that the associated unrolled optimization step bears a strong resemblance to the ISTA step.
This confirms our earlier discussion — we took the simplest possible choice in designing
crate, but by more rigorous derivation we can uncover alternative operators—which
differ from the ISTA operator defined in (43) in Section 2.4—that nonetheless have
the same conceptual function and may perform better in practice.

Assumptions. In this section, we present a rigorous optimization analysis of an incremen-
tal minimization approach to the objective (25). We will show that under two simplifying
assumptions, namely

1. The columns of Zℓ+1/2 are normalized, in the sense that diag((Zℓ+1/2)∗Zℓ+1/2) = 1;18

2. We have d ≥ n,19 and the columns ofZℓ+1/2 are orthogonal, so that (Zℓ+1/2)∗Zℓ+1/2 =
I.20

the approach leads to an update iteration that is equal to a slightly simplified version
of the ISTA block (43). We see this as a justification for our derivation in Section 2.4,
which obtained the ISTA block by introducing an additional simplifying assumption on the
distribution of the data at layer ℓ.

Analysis. Following (42), we will consider the natural relaxation of the ℓ0 “norm” to the
ℓ1 norm, and incorporate a nonnegativity constraint. Consider the objective

φ(Z) = λ∥Z∥1 + χ{Z≥0}(Z)− 1

2
log det (I + αZ∗Z)︸ ︷︷ ︸

R(Z)

, (108)

where Z ∈ Rd×n and α = d/(nε2), and χ{Z≥0} denotes the characteristic function for the
set of elementwise-nonnegative matrices Z. As in Appendix A.1, we calculate

∇ZR(Z) = αZ (I + αZ∗Z)−1 . (109)

We consider an incremental optimization scheme for the highly nonlinear and nonconvex ob-
jective φ. Following Section 2.3, we optimize locally at a “post-compression” iterate Zℓ+1/2.

18. This is a natural assumption in transformer-type architectures such as crate due to the use of LayerNorm
blocks—although these blocks (indeed, as we use them in crate) include trainable mean and scale offsets
as well as an additional mean subtraction operation (Phuong and Hutter, 2022), they are initialized to
have zero mean and unit norm, hence this assumption corresponds to an analysis of the network at its
initialization.

19. This assumption is without loss of generality, as we will see in the analysis below. The reason is that
Z∗Z and ZZ∗ have the same nonzero eigenvalues regardless of the shape of Z, which implies that
log det(I + αZ∗Z) = log det(I + αZZ∗). In particular, interpreting the norms appropriately (with a
slight abuse of notation), we have φ(Z) = φ(Z∗), so for the purposes of analysis we can always proceed
as though Z is a tall matrix (as long as we do not use any special properties of α in our derivation).

20. This assumption is strictly stronger than the previous one, and strictly stronger than an assumption of
incoherence on the columns. It corresponds to the representation Zℓ+1/2 being non-collapsed, which we
expect to hold at initialization due to the projections U[K] being random.
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We follow the standard proximal majorize-minimize framework (Wright and Ma, 2022) for
incremental/local optimization: this begins with the second-order Taylor expansion for the
smooth part of φ in a neighborhood of the current iterate Zℓ+1/2:

R(Z) = R(Zℓ+1/2) +
〈
∇ZR(Zℓ+1/2),Z −Zℓ+1/2

〉
+

∫ 1

0
(1− t)

〈
Z −Zℓ+1/2,∇2R(Zt)

(
Z −Zℓ+1/2

)〉
dt,

(110)

where for any Z ∈ Rd×n, Zt = tZℓ+1/2+(1−t)Z. The proximal majorization-minimization
approach alternates two steps to minimize φ:

1. First, use assumptions on Zℓ+1/2 to derive an upper bound on the operator norm of
the Hessian ∇2R(Z) over the effective domain of the optimization problem. We will
write L for this (uniform) upper bound. This yields a quadratic upper bound for the
smooth part of the objective φ.

2. Then, alternately minimize the smooth part of the quadratic upper bound as a function
of Z, and take a proximal step on the nonsmooth part. It can be shown (Wright and
Ma, 2022) that corresponds to the iteration

Z+ = prox λ
L
(∥ · ∥1+χ{Z≥0})

(
Z +

1

L
∇ZR(Z)

)
(111)

In the alternating minimization setting of this paper for optimizing (15), we only take
one such step, starting at Zℓ+1/2.

We will instantiate this program below, showing quantitative error bounds related to our
assumptions above as necessary. Rather than directly applying the iteration (111), we will
derive it below under our aforementioned assumptions.

Starting at (110), our first task is to upper bound the quadratic residual. This corre-
sponds to estimating 〈

Z −Zℓ+1/2,∇2R(Zt)
(
Z −Zℓ+1/2

)〉
(112)

≤ sup
t∈[0,1]

∥∥∇2R(Zt)
∥∥
ℓ2→ℓ2

∥∥∥Z −Zℓ+1/2
∥∥∥2
F

(113)

with Cauchy-Schwarz. Using Lemma 10, we can estimate the operator norm term in the
previous bound in terms of properties of Zℓ+1/2. We need to bound

α sup
∥∆∥F≤1

∥∥(∆− αZt(I + αZ∗tZt)
−1(Z∗t∆+∆∗Zt)

)
(I + αZ∗tZt)

−1∥∥
F
, (114)

and Lemma 11 gives that this term is no larger than 9α/4 for any Z and any t. With this
estimate and (110), we have a quadratic upper bound for −R(Z):

−R(Z) ≤ −R(Zℓ+1/2) +
〈
−∇ZR(Zℓ+1/2),Z −Zℓ+1/2

〉
+

9α

8

∥∥∥Z −Zℓ+1/2
∥∥∥2
F
. (115)
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Meanwhile, by our assumptions above, we have

−∇ZR(Zℓ+1/2) = −αZℓ+1/2 (I + αI)−1 = − α

1 + α
Zℓ+1/2. (116)

We now minimize the preceding quadratic upper bound as a function of Z. Differentiating,
the minimizer Zopt is calculated as

Zopt =

(
1 +

4

9(1 + α)

)
Zℓ+1/2, (117)

and it is well-known that the proximal operator of the sum of χ{Z≥0} and λ∥ · ∥1 is simply
the one-sided soft-thresholding operator (Wright and Ma, 2022)

proxχ{Z≥0}+λ∥ · ∥1 (Z) = max{Z − λ1,0}, (118)

where the maximum is applied elementwise. As in Section 2.4, we may write this elementwise
maximum simply as ReLU. Thus, one step of proximal majorization-minimization under
our simplifying assumptions takes the form

Zℓ+1 = ReLU

((
1 +

4

9(1 + α)

)
Zℓ+1/2 − 4λ

9α
1

)
, (119)

Finally, we point out one additional elaboration which introduces the dictionary D that
appears in the ISTA block in Section 2.4. Notice that for any orthogonal D, one has
R(DZ) = R(Z) for every Z. This symmetry implies equivariance properties of ∇ZR(Z)
and ∇2

ZR(Z): for every Z and every ∆ and every orthogonal D,

D∇ZR(Z) = ∇ZR(DZ), (120)

⟨D∆,∇2
ZR(Z) (D∆)⟩ = ⟨∆,∇2

ZR(DZ) (∆)⟩. (121)

Hence the quadratic Taylor expansion (110) can be written equivalently as

R(Z) = R(D∗Zℓ+1/2) +
〈
∇ZR(D∗Zℓ+1/2),Z −D∗Zℓ+1/2

〉
+

∫ 1

0
(1− t)

〈
Z −D∗Zℓ+1/2,∇2R(D∗Zt)

(
Z −D∗Zℓ+1/2

)〉
dt,

(122)

for any orthogonalD. The significance of this is that we have obtained an expression equiva-
lent to (110), but with Zℓ+1/2 replaced by D∗Zℓ+1/2; moreover, because our approximation
arguments above are not affected by left-multiplication of Zℓ+1/2 by an orthogonal matrix
(this operation does not change the norms of the columns of Zℓ+1/2, or their correlations,
and hence the matrix’s incoherence), we can apply exactly the same line of reasoning above
to obtain that an equivalent proximal majorization-minimization iteration is given by

Zℓ+1 = ReLU

((
1 +

4

9(1 + α)

)
D∗Zℓ+1/2 − 4λ

9α
1

)
, (123)

for any orthogonal dictionary D. This gives an update quite similar to the ISTA block
(43) in the case where the dictionary used in Section 2.4 is orthogonal, but without a skip

59



Yu, Buchanan, Pai, Chu, Wu, Tong, Bai, Zhai, Haeffele, and Ma

connection. The operator defined in (123) is not exactly the same as the ISTA operator
defined in (43) but exhibits substantial similarities.

We thus obtain a natural white-box version of this part of the architecture, along with
the natural interpretation that its purpose is to sparsify the compressed tokens Zℓ+1/2 with
respect to a (learnable) dictionary, which accords with recent empirical studies (Li et al.,
2023b).

Other architectures? As we mentioned at the start of this section, the preceding deriva-
tion is performed in the most elementary possible setting in order to demonstrate the
majorization-minimization approach for layer design. More precise approximations or as-
sumptions may lead to superior layer designs that better optimize the target objective (15)
(and in particular (25)). We mention two here:

1. Beyond exactly-incoherent features: our derivations above assumed that the in-
coming representations Zℓ+1/2 were already maximal for the expansion term R in
(25). It is desirable to obtain a ‘perturbative’ derivation, which applies in cases where
Zℓ+1/2 is not fully orthogonal, but instead near-orthogonal, in particular incoherent
(Wright and Ma, 2022). The derivations above can be adapted to this setting; the per-
turbation bounds become slightly more delicate, and the ultimate layer (123) changes
to involve additional normalization.

2. Beyond orthogonal dictionaries: The symmetries of the expansion term R in (25)
may be followed to lead to a pair of dictionaries D and D′ and an objective that
sparsifies DZD′. This type of transformation is suggestive of popular architectures
that mix over tokens (Tolstikhin et al., 2021; Trockman et al., 2023), however we con-
sider the simpler form DZ in this work. In addition, we have focused for simplicity on
orthogonal dictionaries D; as in the previous bullet, one may consider in a similar way
dictionaries D which are complete and near-orthogonal. Adapting the derivation to
overcomplete dictionaries is an interesting future direction that we expect to improve
the scalability of crate; one avenue to achieve this could be increasing the number
of projections U[K] and their embedding dimensions.

A.2.1 Auxiliary Lemmas

Lemma 10. Consider the function

R(Z) =
1

2
log det (I + αZ∗Z) , (124)

where α > 0 is a constant. Then we have

∇ZR(Z) = αZ (I + αZ∗Z)−1 , (125)

and the Hessian operator ∇2
ZR(Z) : Rd×n → Rd×n satisfies that for any ∆ ∈ Rd×n,

∇2
ZR(Z) (∆) (126)

= α∆ (I + αZ∗Z)−1 − α2Z (I + αZ∗Z)−1 (Z∗∆+∆∗Z) (I + αZ∗Z)−1 . (127)
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Proof. The gradient calculation follows from (Yu et al., 2020), for example. For the Hessian,
we use the usual approach to calculating derivatives: if ∆ is any matrix with the same shape
as Z and t > 0,

∇2
ZR(Z) (∆) =

∂

∂t

∣∣∣∣
t=0

[t 7→ ∇ZR(Z + t∆)] , (128)

valid since R is smooth. We have

∇ZR(Z + t∆) (129)

=α(Z + t∆) (I + α(Z + t∆)∗(Z + t∆))
−1

(130)

=α(Z + t∆) (I + αZ∗Z + αt [Z∗∆+∆∗Z + t∆∗∆])
−1

(131)

=α(Z + t∆)
(
I + αt (I + αZ∗Z)

−1
[Z∗∆+∆∗Z + t∆∗∆]

)−1

(I + αZ∗Z)
−1

(132)

=α(Z + t∆)

( ∞∑
k=0

(−αt)k
(
(I + αZ∗Z)

−1
[Z∗∆+∆∗Z + t∆∗∆]

)k)
(I + αZ∗Z)

−1
, (133)

where in the fourth line we require that t is sufficiently close to 0 in order to invoke the
Neumann series. First, notice that the term involving ∆∗∆ does not play a role in the final
expression: after we differentiate with respect to t and take a limit t→ 0, terms arising due
to differentiation of t 7→ t∆∗∆ go to zero, because whenever the summation index k > 0
we have a term (−αt)k that goes to zero as t→ 0. We thus obtain with the product rule

∂

∂t

∣∣∣∣
t=0

[t 7→ ∇ZR(Z + t∆)] (134)

= α∆ (I + αZ∗Z)−1 − α2Z (I + αZ∗Z)−1 (Z∗∆+∆∗Z) (I + αZ∗Z)−1 . (135)

Lemma 11. One has

sup
∥∆∥F≤1

∥∥(∆− αZt(I + αZ∗tZt)
−1(Z∗t∆+∆∗Zt)

)
(I + αZ∗tZt)

−1∥∥
F
≤ 9

4
. (136)

Proof. Fix ∆ satisfying ∥∆∥F ≤ 1. By the triangle inequality,∥∥(∆− αZt(I + αZ∗tZt)
−1(Z∗t∆+∆∗Zt)

)
(I + αZ∗tZt)

−1∥∥
F

(137)

≤
∥∥∆(I + αZ∗tZt)

−1∥∥
F
+ α

∥∥Zt(I + αZ∗tZt)
−1(Z∗t∆+∆∗Zt)(I + αZ∗tZt)

−1∥∥
F
. (138)

For the first term, we note that∥∥∆(I + αZ∗tZt)
−1∥∥

F
=
∥∥((I + αZ∗tZt)

−1 ⊗ I
)
vec(∆)

∥∥
F
, (139)

and since (I + αZ∗tZt)
−1 ⪯ I, we obtain from Cauchy-Schwarz21∥∥∆(I + αZ∗tZt)

−1∥∥
F
≤ ∥∆∥F . (140)

21. Recall that the eigenvalues of a Kronecker product of symmetric matrices are the tensor product of the
eigenvalues (with multiplicity).
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We can use a similar idea to control the second term. We have from the triangle inequality∥∥Zt(I + αZ∗tZt)
−1(Z∗t∆+∆∗Zt)(I + αZ∗tZt)

−1∥∥
F

(141)

≤
∥∥Zt(I + αZ∗tZt)

−1Z∗t∆(I + αZ∗tZt)
−1∥∥

F
(142)

+
∥∥(I + αZ∗tZt)

−1Z∗t∆(I + αZ∗tZt)
−1Z∗t

∥∥
F
. (143)

For the first term, we have∥∥Zt(I + αZ∗tZt)
−1Z∗t∆(I + αZ∗tZt)

−1∥∥
F

(144)

=
∥∥((I + αZ∗tZt)

−1 ⊗Zt(I + αZ∗tZt)
−1Z∗t

)
vec(∆)

∥∥
F

(145)

≤ σmax

(
(I + αZ∗tZt)

−1)σmax

(
Zt(I + αZ∗tZt)

−1Z∗t
)
∥∆∥F (146)

≤ 1

α
∥∆∥F . (147)

The last estimate follows from a computation using the SVD of Zt. Meanwhile, we have
for the second term by a similar argument (using the fact that the singular values of A and
A∗ are identical for any matrix A)∥∥(I + αZ∗tZt)

−1Z∗t∆(I + αZ∗tZt)
−1Z∗t

∥∥
F
≤ σmax

(
(I + αZ∗tZt)

−1Z∗t
)2 ∥∆∥F (148)

≤ 1

4α
∥∆∥F , (149)

where once again the estimate follows from a computation involving the SVD of Zt (together
with the fact that the function σ 7→ σ/(1+ασ2) is bounded on σ ≥ 0 by 1/(2

√
α)). Putting

it together, we have obtained∥∥(∆− αZt(I + αZ∗tZt)
−1(Z∗t∆+∆∗Zt)

)
(I + αZ∗tZt)

−1∥∥
F
≤ 9

4
∥∆∥F , (150)

which gives the claim after taking suprema.

Appendix B. Technical Details for Section 3

B.1 An Overview of Diffusion Processes

In this section, we give an overview of the basics of time-reversible Itô diffusion processes,
the mathematical foundation for diffusion models. This is to make this paper more self-
contained by providing knowledge about general diffusion processes that we will apply to
our special models. The coverage adapts that of Millet et al. (1989); Song et al. (2021b);
Karras et al. (2022).

Consider a generic Itô diffusion process (z(t))t∈[0,T ], where z(t) is an Rm-valued random
variable, given by the SDE

dz(t) = b(z(t), t) dt+Σ(z(t), t) dw(t), z(0) ∼ P, ∀t ∈ [0, T ] (151)

where w is a Brownian motion and P is some probability measure on Rm (in this case
representing the data distribution). Here the drift coefficient b : Rm×R→ Rm and diffusion
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coefficient Σ: Rm × R → Rm×m are functions. To make sense of (151) and also verify the
existence of strong (i.e., pathwise well-defined) solutions, we need some regularity on them,
and we choose the following assumption:

A1. b and Σ have some spatial smoothness and do not grow too fast, i.e., there is a constant
K ≥ 0 such that for all x, z̃ ∈ Rm we have

sup
t∈[0,T ]

[∥Σ(x, t)− Σ(z̃, t)∥F + ∥b(x, t)− b(z̃, t)∥2] ≤ K∥x− z̃∥2 (152)

sup
t∈[0,T ]

[∥Σ(x, t)∥F + ∥b(x, t)∥2] ≤ K(1 + ∥x∥2). (153)

In general, z(t) may not have a density w.r.t. the Lebesgue measure on Rm. For example,
suppose that P is supported on some low-dimensional linear subspace (or even a Dirac
delta measure), and take Σ to be the orthoprojector onto this subspace. Then z(t) will
be supported on this subspace for all t and thus not have a density w.r.t. the Lebesgue
measure. Thus, when further discussing processes of the type (151), we make the following
assumption

A2. z(t) has a probability density function p(·, t) for all t > 0.

This is guaranteed by either of the following conditions (Millet et al., 1989):

A2.1 b and Σ are differentiable in (x, t) and have Hölder-continuous derivatives, and P
has a density w.r.t. the Lebesgue measure;

A2.2 The event

{rank(Σ(z(s), s)) = m for all s in some neighborhood of 0} (154)

happens P -almost surely.

Define Ψ: Rm × R→ Rm×m by

Ψ(x, t)
.
= Σ(x, t)Σ(x, t)∗. (155)

To discuss time-reversibility, we also need the following local integrability condition, which
is another measure of sharp growth of the coefficients (or precisely their derivatives):

A3. The functions (x, t) 7→ ∇x · (Ψ(x, t)p(x, t)) are integrable on sets of the form D× [t0, 1]
for t0 > 0 and D a bounded measurable subset of Rm:∫ 1

t0

∫
D
∥∇x · (Ψ(x, t)p(x, t))∥2 dx dt <∞. (156)

To write the notation out more explicitly,

∇x · (Ψ(x, t)p(x, t)) =

∇x · (Ψ1(x, t)p(x, t))
...

∇x · (Ψm(x, t)p(x, t))

 (157)
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where ∇x · (Ψi(x, t)p(x, t)) =

m∑
j=1

∂

∂xj
[Ψij(x, t)p(x, t)] (158)

where Ψi is the ith row of Ψ transposed to a column, and Ψij is the (i, j)th entry of
Ψ. Note that Millet et al. (1989) phrases this in terms of an local integrability condition
on each |∇x · (Ψi(x, t)p(x, t))|, which would naturally give a local integrability condition
on ∥∇x · (Ψ(x, t)p(x, t))∥∞. However, all norms on Rm are equivalent, and so this leads
to a local integrability condition for ∥∇x · (Ψ(x, t)p(x, t))∥2 as produced. Note that the
assumptions do not guarantee that the involved derivatives exist, in which case they are
taken in the distributional (e.g., weak) sense, whence they should exist (Millet et al., 1989).

Under assumptions A1—A3, Millet et al. (1989) guarantees the existence of another
process (z̃(t))t∈[0,T ] such that the laws of z(t) and z̃(T − t) are the same for all t ∈ [0, T ].
This process (z̃(t))t∈[0,T ] is called the time reversal of (z(t))t∈[0,T ], and is shown to have
law given by

dz̃(t) = b←(z̃(t), t) dt+Σ←(z̃(t), t) dw←(t), z̃(0) ∼ p(·, T ), ∀t ∈ [0, T ] (159)

where w←(t) is an independent Brownian motion and

b←(x, t) = −b(x, T − t) +
∇x · [Ψ(x, T − t)p(x, T − t)]

p(x, T − t)
(160)

= −b(x, T − t) +∇x ·Ψ(x, T − t) + Ψ(x, T − t)[∇x log p(x, T − t)], (161)

Σ←(x, t) = Σ(x, T − t). (162)

We would next like to develop an ODE which transports the probability mass P in
the same way as (151) — namely, find another process (z(t))t∈[0,T ] which has deterministic
dynamics, yet has the same law as (z(t))t∈[0,T ]. Song et al. (2021b) looks at the Fokker-
Planck equations (which can be defined, at least in a weak sense, under assumptions A1–A2)
and manipulates them to get the following dynamics for z(t):

dz(t) = b(z(t), t) dt, z(0) ∼ P, ∀t ∈ [0, T ], (163)

where b(x, t) = b(x, t)− 1

2
· ∇x · [Ψ(x, t)p(x, t)]

p(x, t)
(164)

= b(x, t)− 1

2
∇x ·Ψ(x, t)− 1

2
Ψ(x, t)[∇x log p(x, t)]. (165)

Now to get a similar process for z̃(t), namely a process (z̃(t))t∈[0,T ] which evolves determin-
istically yet has the same law as (z̃(t))t∈[0,T ], we may either take the time reversal of (163)
or apply the Fokker-Planck method to (159), in both cases obtaining the same dynamics:

dz̃(t) = b←(z̃(t), t) dt, z̃(0) ∼ p(·, T ), ∀t ∈ [0, T ], (166)

where

b←(x, t) = −b(x, T − t) (167)

= −b(x, T − t) +
1

2
· ∇x · [Ψ(x, T − t)p(x, T − t)]

p(x, T − t)
(168)

64



White-Box Transformers via Sparse Rate Reduction

= −b(x, t) + 1

2
∇x ·Ψ(x, T − t) +

1

2
Ψ(x, T − t)[∇x log p(x, T − t)]. (169)

The quantity ∇x log p(x, t) is of central importance; it is denoted the score at time t, and we
use the notation s(x, t)

.
= ∇x log p(x, t) for it. With this substitution, we have the following

dynamics for our four processes:

dz(t) = b(z(t), t) dt+Σ(z(t), t) dw(t), z(0) ∼ P (170)

dz̃(t) = [−b(z̃(t), T − t) +∇x ·Ψ(z̃(t), T − t) + Ψ(z̃(t), T − t)s(z̃(t), T − t)] dt (171)

+ Σ(z̃(t), T − t) dw←(t), z̃(0) ∼ p(·, T ) (172)

dz(t) =

[
b(z(t), t)− 1

2
∇x ·Ψ(z(t), t)− 1

2
Ψ(z(t), t)s(z(t), t)

]
dt, z(0) ∼ P (173)

dz̃(t) =

[
− b(z̃(t), T − t) +

1

2
∇x ·Ψ(z̃(t), T − t) (174)

+
1

2
Ψ(z̃(t), T − t)s(z̃(t), T − t)

]
dt, z̃(0) ∼ p(·, T ). (175)

In practice, one fits an estimator for s(·, ·) and estimates p(·, T ) and runs a discretization
of either (159) or (166) to sample approximately from P . One common instantiation used in
diffusion models (Karras et al., 2022) is the so-called variance-exploding diffusion process,
which has the coefficient settings

b(x, t) = 0, Σ(x, t) =
√
2I (176)

which implies that

Ψ(x, t) = 2I. (177)

This means that the four specified processes are of the form

dz(t) =
√
2 dw(t), z(0) ∼ P (178)

dz̃(t) = 2s(z̃(t), T − t) dt+
√
2 dw←(t), z̃(0) ∼ p(·, T ) (179)

dz(t) = −s(z(t), t) dt, z(0) ∼ P (180)

dz̃(t) = s(z̃(t), T − t), z̃(0) ∼ p(·, T ). (181)

Notice that the determinstic flows are actually gradient flows on the score, which concretely
reveals a connection between sampling and optimization, and thus between diffusion models
(precisely those which use the probability flow ODE to sample) and unrolled optimization
networks.

In this context, we can also establish the connection between diffusion networks and
iterative denoising. In the variance-exploding setting, we have

z(t) ∼ N (z(0), 2tI), (182)

which can be easily computed using results from, e.g., Särkkä and Solin (2019). Thus z(t) is
a noisy version of z(0), with noise level increasing monotonically with t, and sampling z(0)
from z(t) conceptually removes this noise. Concretely, Tweedie’s formula (Efron, 2011)
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says that the optimal denoising function E[z(0) | z(t)] has a simple form in terms of the
score function:

E[z(0) | z(t)] = z(t) + 2t · s(z(t), t). (183)

In other words, the score function s points from the current iterate z(t) to the value of the
optimal denoising function, so it is a negative multiple of the conditionally-expected noise.
Following the score by (stochastic) gradient flow or its discretization is thus equivalent to
iterative denoising.

B.2 Companion to Section 3.1

Here we produce the approximation result alluded to in Section 3.1. To simplify the proofs,
we use the following notation correspondences: x 7→ zℓ, z 7→ zℓ♮ , and σ 7→ σℓ.

Approximation 12. Suppose that z follows the low-dimensional Gaussian mixture model
(10) with respect to subspaces U[K], so that x = z + σw, where w is a standard Gaussian
vector independent of z, follows (11). That is, for some random index s ∼ π where π is a
distribution on [K] and s is chosen independently of all other randomness, we have

z = Usα, (184)

where α is a zero-mean Gaussian vector with diagonal covariance Λ. For each k ∈ [K],
define

Σi
.
= Cov[z | s = k] = UkΛU∗k . (185)

Assume (for the sake of normalization) that

πi√
det(Σi + σ2I)

=
πj√

det(Σj + σ2I)
, for all 1 ≤ i ≤ j ≤ K. (186)

Then we have

E[z | x] ≈
[
U1, . . . ,UK

] diag
softmax

 1

2σ2

∥U
∗
1x∥22
...

∥U∗Kx∥22



⊗ Ip


U

∗
1x
...

U∗Kx

 , (187)

where ⊗ denotes the Kronecker product, i.e., the block matrix defined by

A⊗B =

A11B · · · A1nB
...

. . .
...

Am1B · · · AmnB

 . (188)

Proof. Define Mk
.
= (Σk + σ2I)−1/2. From Proposition 14, we have

∇x log q(x) = −
K∑
k=1

e∗k softmax

−1

2

∥M
∗
1x∥22
...

∥M∗
Kx∥22


MkM

∗
kx (189)

66



White-Box Transformers via Sparse Rate Reduction

= −
K∑
k=1

e∗k softmax

− 1

2σ2

∥σM
∗
1x∥22
...

∥σM∗
Kx∥22


MkM

∗
kx (190)

= −
K∑
k=1

e∗k softmax

 1

2σ2

∥x∥
2
2 − ∥σM∗

1x∥22
...

∥x∥22 − ∥σM∗
Kx∥22


MkM

∗
kx. (191)

Now define Pk
.
= Id − σMk, and let U⊥k ∈ Rd×(d−p) be an orthogonal complement of Uk.

Then we have

Pk = Id − σMk (192)

= Id − σ
(
Σk + σ2Id

)−1/2
(193)

= Id − σ

([
Uk U⊥k

] [Λ 0
0 0

] [
U∗k

(U⊥k )∗

]
+ σ2Id

)−1/2
(194)

= Id − σ

([
Uk U⊥k

] [Λ+ σ2Ip 0
0 σ2Id−p

] [
U∗k

(U⊥k )∗

])−1/2
(195)

= Id −
[
Uk U⊥k

] [σ(Λ+ σ2Ip)
−1/2 0

0 σ · (σ2)−1/2Id−p

] [
U∗k

(U⊥k )∗

]
(196)

= Id −
[
Uk U⊥k

] [(σ−2Λ+ Ip)
−1/2 0

0 Id−p

] [
U∗k

(U⊥k )∗

]
(197)

=
[
Uk U⊥k

] [Ip − (σ−2Λ+ Ip)
−1/2 0

0 0

] [
U∗k

(U⊥k )∗

]
(198)

≈
[
Uk U⊥k

] [Ip 0
0 0

] [
U∗k

(U⊥k )∗

]
(199)

= UkU
∗
k . (200)

Thus Pk is approximately a projection when σ is small. Under this algebraic relation, we
have

∇x log q(x) (201)

= −
K∑
k=1

e∗k softmax

 1

2σ2

∥x∥
2
2 − ∥σM∗

1x∥22
...

∥x∥22 − ∥σM∗
Kx∥22


MkM

∗
kx (202)

= − 1

σ2

K∑
k=1

e∗k softmax

 1

2σ2

 ∥x∥
2
2 − ∥(Id − P1)

∗x∥22
...

∥x∥22 − ∥(Id − PK)∗x∥22


(Id − Pk)(Id − Pk)

∗x (203)

≈ − 1

σ2

K∑
k=1

e∗k softmax

 1

2σ2

∥P
∗
1 x∥22
...

∥P ∗Kx∥22


(Id − Pk)(Id − Pk)

∗x (204)
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≈ − 1

σ2

K∑
k=1

e∗k softmax

 1

2σ2

∥P
∗
1 x∥22
...

∥P ∗Kx∥22


(Id − Pk)

∗x (205)

= − x

σ2

K∑
k=1

e∗k softmax

 1

2σ2

∥P
∗
1 x∥22
...

∥P ∗Kx∥22


+

1

σ2

K∑
k=1

e∗k softmax

 1

2σ2

∥P
∗
1 x∥22
...

∥P ∗Kx∥22


P ∗kx

(206)

= − 1

σ2
x+

1

σ2

K∑
k=1

e∗k softmax

 1

2σ2

∥P
∗
1 x∥22
...

∥P ∗Kx∥22


P ∗kx (207)

≈ − 1

σ2
x+

1

σ2

K∑
k=1

e∗k softmax

 1

2σ2

∥U
∗
1x∥22
...

∥U∗Kx∥22


UkU

∗
kx (208)

= − 1

σ2
x+

1

σ2

[
U1, · · · ,UK

] diag
softmax

 1

2σ2

∥U
∗
1x∥22
...

∥U∗Kx∥22



⊗ Ip


U

∗
1x
...

U∗Kx

 . (209)

Plugging this into Tweedie’s formula, we have

E[z | x] ≈
[
U1, · · · ,UK

] diag
softmax

 1

2σ2

∥U
∗
1x∥22
...

∥U∗Kx∥22



⊗ Ip


U

∗
1x
...

U∗Kx

 . (210)

Remark 13. Although Approximation 12 is stated as an approximation rather than as a
proposition, we believe it should be possible without too much extra work to convert it into a
statement of asymptotic equivalence as σ → 0 (in particular, holding for σ below the smallest
(nonzero) eigenvalue of Λ). Most approximations taken in the derivation of Approxima-
tion 12 can immediately be turned into asymptotic claims; the only slightly delicate point is
treating the softmax, which can be accomplished using standard “high temperature” conver-
gence behavior of the softmax function (Gao and Pavel, 2017) (in particular, as σ → 0 in
our expressions, the softmax concentrates on the “best head”).

B.2.1 Auxiliary Lemmas

Proposition 14. Suppose that z follows the low-dimensional Gaussian mixture model (10)
with respect to subspaces U[K], so that x = z + σw, where w is a standard Gaussian
vector independent of z, follows (11). That is, for some random index s ∼ π where π is a
distribution on [K] and s is chosen independently of all other randomness, we have

z = Usα, (211)

where α is a zero-mean Gaussian vector with diagonal covariance Λ. For each k ∈ [K],
define

Σi
.
= Cov[z | s = k] = UkΛU∗k , Mk

.
= (Σk + σ2I)−1/2. (212)
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Assume (for the sake of normalization) that

πi det(Mi) = πj det(Mj), for all 1 ≤ i ≤ j ≤ K. (213)

Then, letting x 7→ q(x) be the density of x, we have

∇x log q(x) (214)

= −
[
M1, · · · ,MK

] diag
softmax

−1

2

∥M
∗
1x∥22
...

∥M∗
Kx∥22



⊗ Id


M

∗
1x
...

M∗
Kx

 . (215)

Proof. By the law of total probability, we have

∇x log q(x) = ∇x log
K∑
k=1

q(x | k)πk (216)

=

∑K
k=1 πk∇xq(x | k)∑K
k=1 q(x | k)πk

(217)

where q(x | k) is the conditional density of x given the event {s = k}. To compute this
quantity, note that conditional on the value of s, we have

x = zs + σw ∼ N (0,Σs + σ2Id). (218)

Thus we have

q(x | k) = 1√
(2π)d det(Σk + σ2Id)

exp

(
−1

2
x∗(Σk + σ2Id)

−1x

)
, (219)

This gives
∇xq(x | k) = −q(x | k) · (Σk + σ2Id)

−1x. (220)

Putting this all together, we get

∇x log q(x) (221)

= −
∑K

k=1 q(x | k)πk · (Σk + σ2Id)
−1x∑K

k=1 q(x | k)πk
(222)

= −
∑K

k=1 πk det(Σk + σ2Id)
−1/2 exp

(
−1

2x
∗(Σk + σ2Id)

−1x
)
· (Σk + σ2Id)

−1x∑K
k=1 πk det(Σk + σ2Id)−1/2 exp

(
−1

2x
∗(Σk + σ2Id)−1x

) (223)

= −
∑K

k=1 πk det(Mk) exp
(
−1

2x
∗MkM

∗
kx
)
·MkM

∗
kx∑K

k=1 πk det(Mk) exp
(
−1

2x
∗MkM

∗
kx
) (224)

= −
∑K

k=1 πk det(Mk) exp
(
−1

2∥M
∗
kx∥22

)
·MkM

∗
kx∑K

k=1 πk det(Mk) exp
(
−1

2x
∗MkM

∗
kx
) . (225)

Given our assumption that each πk det(Mk) is the same, we have

∇x log q(x) (226)
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= −
∑K

k=1 πk det(Mk) exp
(
−1

2∥M
∗
kx∥22

)
·MkM

∗
kx∑K

k=1 πk det(Mk) exp
(
−1

2∥M
∗
kx∥22

) (227)

= −
∑K

k=1 exp
(
−1

2∥M
∗
kx∥22

)
·MkM

∗
kx∑K

k=1 exp
(
−1

2∥M
∗
kx∥22

) (228)

= −
K∑
k=1

e∗k softmax

−1

2

∥M
∗
1x∥22
...

∥M∗
Kx∥22


MkM

∗
kx (229)

= −
[
M1, . . . ,MK

] diag
softmax

−1

2

∥M
∗
1x∥22
...

∥M∗
Kx∥22



⊗ Id


M

∗
1x
...

M∗
Kx

 . (230)

B.3 Companion to Section 3.2

In this section, we prove a formal version of the result Theorem 6 stated in Section 3.2. That
is, we examine a basic yet representative instantiation of the signal model (11), and show
that under this model, in a natural regime of parameter scales motivated by the architecture
of crate applied to standard image classification benchmarks, the operation implemented
by taking a gradient step on the compression term of the sparse rate reduction objective
(15) corresponds to a projection operation at quantization scales ε2 proportional to the size
of the deviation. This leads us in particular to a formal version of the result Theorem 6.

Signal model. We consider an instantiation of the model (11), elaborated here. That is,
we fix a distribution over tokens Z ∈ Rd×n induced by the following natural signal model:
each token zi is drawn independently from the normalized isotropic Gaussian measure on
one of K p-dimensional subspaces with orthonormal bases U1, . . . ,UK ∈ Rd×p,22 which
comprise the low-dimensional structure in the observed tokens, then corrupted with i.i.d.
Gaussian noise N (0, σ

2

d I); the subspace each token is drawn from is selected uniformly at
random, independently of all other randomness in the problem. This signal model there-
fore corresponds to the setting of uncorrelated tokens, with maximum entropy coordinate
distributions within subspaces. It is natural to first develop our theoretical understanding
of the connection between compression and the score function in the uncorrelated setting,
although in general, the ability of crate to capture correlations in the data through the
MSSA block is essential. In connection with the latter issue, we note that our proofs will
generalize straightforwardly to the setting of “well-dispersed” correlated tokens: see the
discussion in Remark 18.

We make the further following assumptions within this model:

1. Inspired by an ablation in Figure 17, which suggests that the learned crate model on
supervised classification on Imagenet has signal models Uk which are near-incoherent,
we will assume that the subspaces Uk have pairwise orthogonal column spaces. Our

22. More precisely, zi is distributed according to the pushforward of the normalized isotropic Gaussian
measure N (0, 1

p
I) on Rp by the bases Uk.
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proofs will generalize straightforwardly to the setting where the subspaces are merely
incoherent: see the discussion in Remark 18.

2. We assume that the relative scales of these parameters conform to the crate-Base
settings, trained on Imagenet: from Table 9, these parameters are

(a) d = 768;

(b) n = 196;

(c) K = 12;

(d) p = d/K = 64.

In particular, d≫ n≫ p and Kp = d.

These precise parameter values will not play a role in our analysis. We merely require the
following quantitative relationships between the parameter values, which are more general
than the above precise settings.

Assumption 15. We have ε ≤ 1, U⊤k Uk′ = 1k=k′I for all k ̸= k′, and the following
parameter settings and scales:

• d ≥ n ≥ p ≥ K ≥ 2;

• Kp = d;

• C1
√
n log n ≤ 1

2n/K, where C1 is the same as the universal constant C1 in the state-
ment of Proposition 25;

• 6C2
2n ≤ d, where C2 is the same as the universal constant C3 in the statement of

Proposition 28;

• 2C2
4n ≤ d, where C4 is the same as the universal constant C1 in Proposition 24;

note: there is no self-reference, as the third inequality is not used to prove Proposi-
tion 25, the fourth is not used to prove Proposition 28, and the fifth is not used to prove
Proposition 24.

The first and second inequalities together imply in particular that p ≥ n/K. The third
inequality implies that C1

√
n log n < n/K. The first, second, and and third inequalities

together imply that p > C1
√
n log n, and that 0 < n/K − C1

√
n log n < n/K < n/K +

C1
√
n log n < n.

These inequalities are verifiable in practice if one wishes to explicitly compute the ab-
solute constants C1, C2, C3, C4, and indeed they hold for our crate-Base model.

Formally, let µ(K, p, σ2) denote the probability measure on Rd×n corresponding to the
noisy Gaussian mixture distribution specified above. We let Zo ∼ µ denote an observation
distributed according to this signal model: formally, there exists a (random) map i 7→ si,
for i ∈ [n] and si ∈ [K], such that

zoi = Usiαi + δi, i = 1, . . . , n, (231)
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where ∆ =
[
δ1 . . . δn

]
∼i.i.d. N (0, σ

2

d I), and (independently) αi ∼i.i.d. N (0, 1pI). It is

convenient to write this observation model in block form. To this end, let Kk =
∑n

i=1 1si=k
for k ∈ [K] denote the number of times the k-th subspace is represented amongst the
columns of Zo (a random variable). Then by rotational invariance of the Gaussian distri-
bution, we have

Zo
d
=
[
U1A1 . . . UKAK

]
Π+∆, (232)

where
d
= denotes equality in distribution, Π ∈ Rn×n is a uniformly random permutation

matrix, and each Ak ∈ Rp×Kk . We also define X♮ to be the noise-free version of Zo.
Because of this equality in distribution, we will commit the mild abuse of notation of

identifying the block representation (232) with the observation model (231) that follows the
distribution µ.

Denoising in the uncorrelated tokens model. In the uncorrelated tokens model (232),
the marginal distribution of each column of Zo is identical, and equal to an equiproportional
mixture of (normalized) isotropic Gaussians on the subspaces U1, . . .Uk, convolved with

the noise distribution N (0, σ
2

d I). This marginal distribution was studied in Appendix B.2,
where it was shown that when the perturbation level σ2 → 0, the score function for this
marginal distribution approximately implements a projection operation onto the nearest
subspace Uk.

Hence, we can connect compression, as implemented in the MSSA block of the crate
architecture, to denoising in the uncorrelated tokens model by showing that at similar
local scales, and for suitable settings of the model parameters, the compression operation
implements a projection onto the low-dimensional structure of the distribution, as well.

Compression operation. The MSSA block of the crate architecture arises from taking
an (approximate) gradient step on the Rc term of the sparse rate reduction objective (15).
This term writes

Rc(Z | U[K]) =
1

2

K∑
k=1

log det (I + β(U∗kZ)∗U∗kZ) , (233)

where

β =
p

nε2
, (234)

and ε > 0 is the quantization error. Calculating the gradient, we have

∇ZR
c(Z | U[K]) =

K∑
k=1

UkU
∗
kZ
(
β−1I + (U∗kZ)∗U∗kZ

)−1
. (235)

Minimizing the sparse rate reduction objective corresponds to taking a gradient descent
step on Rc( · | U[K]). Performing this operation at the observation from the uncorrelated
tokens model Zo, the output can be written as

Z+ = Zo − η∇Rc(Zo | U[K]), (236)

where η > 0 is the step size.
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Main result on projection. We will see shortly that the behavior of the compression
output (236) depends on the relative scales of the perturbation about the low-dimensional
structure σ2 and the target quantization error ε2.

Theorem 16. There are universal constants C1, C2, C3, C4 > 0 such that the following
holds. Suppose Assumption 15 holds, and moreover suppose that σ ≤ 1 and C1βσ ≤ 1

2 .

Then with probability at least 1−KC2

(
e−C3d + e−C4n/K + n−2

)
, it holds∥∥∥∥Z+ −

[(
∆− ηPU[K]

(β∆Π∗)Π
)
+

1 + β−1 − η

1 + β−1
X♮

]∥∥∥∥ (237)

≤ C5Kη
(
σ2β2 + σ(1 +

√
n/d) +

√
Kβσ2(1 +

√
n/d) +

√
n/d

)
. (238)

Here, PU[K]
implements a projection onto the relevant subspaces for each token in the lim-

iting case as ε→ 0, and is precisely defined in (313) and (314).

We give the proof of Theorem 16 below. First, we make three remarks on interpreting
the result, our technical assumptions, and our analysis.

Remark 17. Theorem 16 admits the following interesting interpretation in an asymptotic
setting, where we can identify the leading-order behavior of the gradient and confirm our
hypothesis about the connection between compression and score-following. Choose η = β−1,
so that the guarantee in Theorem 16 incurs some cancellation, and moreover delineate more
precise dependencies on the RHS of the guarantee:∥∥∥∥Z+ −

[(
∆− PU[K]

(∆Π∗)Π
)
+

1

1 + β−1
X♮

]∥∥∥∥ (239)

≲
nK2ε2

d

(
σ2d2

n2K2ε4
+ σ(1 +

√
n/d) +

dσ2

n
√
Kε2

(1 +
√

n/d) +
√
n/d

)
(240)

≲ K3/2σ2 +
σ2d

nε2
+

nK2

d

(
σ +

√
n

d

)
ε2, (241)

where we used Assumption 15, which implies p = d/K and n/d ≤ 1. We will check in
due course whether we have satisfied the hypotheses of Theorem 16, so that this guarantee
indeed applies. To this end, we optimize this bound as a function of ε > 0, since this is
a parameter of the compression model. The optimal ε is straightforward to compute using
calculus: it satisfies

ε2 =

√
σ2d

n

/
K2n

d

(
σ +

√
n

d

)
(242)

=
σd

nK
√

σ +
√

n
d

, (243)

and the value of the residual arising from Theorem 16 with this choice of ε is no larger than
an absolute constant multiple of

K3/2σ2 +

√
K2σ2d

n

(
nσ

d
+
(n
d

)3/2)
= Kσ

√Kσ +

√
σ +

√
n

d

 . (244)
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Moreover, with this choice of ε, β satisfies

β−1 =
ε2nK

d
=

√
σ

1 +
√

n
dσ2

. (245)

In particular, the condition βσ ≲ 1 in Theorem 16 demands√
σ +

√
n

d
≲ 1, (246)

which holds for sufficiently small σ and sufficiently large d ≥ n, showing that Theorem 16
can be nontrivially applied in this setting. If we consider a simplifying limiting regime
where n, d→ +∞ such that n/d→ 0 and n/K → +∞, we observe the following asymptotic
behavior of the guarantee of Theorem 16:∥∥∥∥Z+ −

[(
∆− PU[K]

(∆Π∗)Π
)
+

1

1 +
√
σ
X♮

]∥∥∥∥ ≲ Kσ3/2
(
1 +
√
Kσ
)
. (247)

This demonstrates that a gradient step on Rc performs denoising: there is a noise-level-
dependent shrinkage effect applied to the signal X♮, which vanishes as σ → 0, and meanwhile
the noise term ∆ is reduced.

Moreover, as σ → 0, we can express the limiting form of PU[K]
exactly as an orthogonal

projection, since this drives β−1 → 0: following (313) and (314), we have here

PU[K]
=
[
P1 . . . PK

]
, (248)

where
Pk →

∑
k′ ̸=k

Uk′ projim(Ak′ )
⊥ U∗k′ . (249)

This shows that, in an asymptotic sense, a gradient step on Rc serves to suppress the effect
of the perturbation applied to the observations Zo about the local signal model X♮. This
verifies our claim previously that in this setting, there is a correspondence between a score-
following algorithm and a compression-based approach: locally, both project the observations
onto the structures of the signal model.

It can be shown moreover that the shrinkage effect on X♮ demonstrated here appears as
a consequence of using the Rc “compression” term for the gradient step in crate; when
the gradient step is taken instead on the full ∆R rate reduction objective (which is compu-
tationally prohibitive, of course), there is zero shrinkage, and perfect denoising is performed
for a wider variety of step sizes η than the choice made here. We see the introduction of
this shrinkage effect this as the price of constructing an efficient and interpretable network
architecture. In practice, the ISTA block of crate counteracts this shrinkage effect, which
is anyways minor at reasonable parameter scales.

Remark 18. We have made two assumptions which may not hold exactly in practice:
namely, we have assumed that the Uk’s have orthogonal columns, namely U⊤k Uk′ = 1k=k′I,
and we have assumed that the linear combination coefficients Ak that form the matrix X♮

are i.i.d. samples from Gaussian distributions. Both these assumptions can be made more
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realistic, at the cost of additional (non-instructive) complexity in the analysis; we briefly go
over how.

Relaxing the orthogonality condition U⊤k Uk′ = 1k=k′I to near-orthogonality, namely
∥U⊤k Uk′ − 1k=k′I∥ ≤ ν for a small ν, as observed in practice (recall Figure 17) would
introduce additional small error terms in the proof, say polynomial in ν. The magnitudes of
these errors could in principle be precisely tracked, whence one could obtain a similar result
to Theorem 16.

Secondly, we have assumed that the Ak’s have independent columns which are sampled
from (the same) Gaussian distribution. However, in the conceptual framework for crate,
we exploit the joint distribution (and in particular the correlations) between the tokens in or-
der to obtain good performance for our model. Our analysis is not completely agnostic to this
fact; as we will see, the proof of Theorem 16 only leverages the independence of the columns
of each Ak’s in order to obtain high-probability upper bounds on the smallest and largest sin-
gular value of the token matrices. If these bounds were ensured by some other method, such
as appropriate normalization and incoherence, a similar conclusion to Theorem 16 could
hold in the more realistic correlated tokens model. Going beyond well-conditioned token
matrices for each subspace would require additional modeling assumptions, and additional
investigative experimental work to determine a realistic basis for such assumptions.

Remark 19. We have not attempted to optimize constants or rates of concentration in
the proof of Theorem 16, preferring instead to pursue a straightforward analysis that leads
to a qualitative interpretation of the behavior of the rate reduction gradient in our model
problem. Minor improvements to the concentration analysis would enable the parameter
scaling requirements in Assumption 15 to be relaxed slightly, and the probability bound in
Theorem 16 that scales as K/n2 can easily be improved to any positive power of 1/n.

Proof of Theorem 16. We start by noticing that, by orthonormality of the subspaces Uk,
we have by (232)

U∗kZo =
[
0 . . . Ak . . . 0

]
Π+U∗k∆, (250)

so that

(
β−1I + (U∗

kZo)
∗U∗

kZo

)−1
= Π∗





β−1I
. . .

β−1I +A∗
kAk

. . .

β−1I


︸ ︷︷ ︸

Dk

+Ξk



−1

Π, (251)

because permutation matrices are orthogonal matrices, and where the perturbation Ξk is
defined by

Ξk = Π∆∗UkU
∗
k∆Π∗+


0 . . . ∆∗1UkAk . . . 0
...

...
...

A∗kU
∗
k∆1 . . . ∆∗kUkAk +A∗kU

∗
k∆k . . . A∗kU

∗
k∆K

...
...

...
0 . . . ∆∗KUkAk . . . 0

 , (252)
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and where we have defined (implicitly) in addition[
∆1 . . . ∆K

]
= ∆Π∗. (253)

The matrix Dk ≻ 0, so we can write(
β−1I + (U∗kZo)

∗U∗kZo

)−1
= Π∗D−1k

(
I +ΞkD

−1
k

)−1
Π, (254)

from which it follows

U∗kZo

(
β−1I + (U∗kZo)

∗U∗kZo

)−1
(255)

=
([
0 . . . Ak(β

−1I +A∗kAk)
−1 . . . 0

]
+U∗k∆Π∗D−1k

) (
I +ΞkD

−1
k

)−1
Π. (256)

The task before us is therefore to control ∥ΞkD
−1
k ∥ < 1, in order to apply the Neumann

series to further simplify this expression. We will do this in stages: first, we invoke several
auxiliary lemmas to construct a high-probability event on which the random quantities in
the preceding expression are controlled about their nominal values; next, we show that the
Neumann series can be applied on this event and a main term extracted; finally, we simplify
this main term further in order to establish the claimed expression.

High-probability event construction. In order to achieve the appropriate control on
all random quantities, we would like to construct a high-probability event on which the
random quantities are not too large. By Propositions 22 to 24 and union bound, there exist
universal constants Ci > 0 for which

P

 ∥∆∥ ≤ σ(C1 +
√

n/d)

∀k ∈ [K] : ∥Ak∥ ≤ 1 + C2

√
n/d

∀k ∈ [K] : ∥A⊤kAk − I∥ ≤ C3

√
n/d

 ≥ 1− C4K(e−C5d + e−C6n/K + n−2). (257)

The event we compute the probability of, which we denote E⋆, is precisely the good event
that we want. Formally,

E⋆ .
=


∥∆∥ ≤ σ(C1 +

√
n/d)

∀k ∈ [K] : ∥Ak∥ ≤ 1 + C2

√
n/d

∀k ∈ [K] : ∥A⊤kAk − I∥ ≤ C3

√
n/d

 . (258)

We know that E⋆ occurs with high probability, and are able to strongly control the random
quantities to the degree desired.

Main term extraction. By Lemma 21 and our hypotheses on the problem parameters,
we have on E⋆ that

∥ΞkD
−1
k ∥ ≤ Cβσ < 1. (259)

We can therefore apply the Neumann series to obtain

U∗kZo

(
β−1I + (U∗kZo)

∗U∗kZo

)−1
(260)

=
([
0 . . . Ak(β

−1I +A∗kAk)
−1 . . . 0

]
+U∗k∆Π∗D−1k

) (
I −ΞkD

−1
k +

∑∞
j=2(−1)j

(
ΞkD

−1
k

)j)
Π. (261)
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Again on E⋆, we have∥∥∥∥∥∥
∞∑
j=2

(−1)j
(
ΞkD

−1
k

)j∥∥∥∥∥∥ ≤
∞∑
j=2

∥∥ΞkD
−1
k

∥∥j ≤ C(βσ)2
1

1− Cβσ
≤ C ′(βσ)2. (262)

Moreover, as in the proof of Lemma 21, we have on the previous event that∥∥U∗k∆Π∗D−1k
∥∥ ≤ Cβσ. (263)

Thus, if we define a “main term”

Mk =
[[
0 . . . Ak(β

−1I +A∗kAk)
−1 . . . 0

] (
I −ΞkD

−1
k

)
+U∗k∆Π∗D−1k

]
Π, (264)

we have on the same event as previously∥∥∥U∗kZo

(
β−1I + (U∗kZo)

∗U∗kZo

)−1 −Mk

∥∥∥ ≤ C(βσ)2. (265)

To conclude, we need only study this main term, since Uk has operator norm 1.

Simplifying the main term. Our approach will be to control the main term Mk around
a simpler expression, using basic perturbation theory; by the triangle inequality for the
operator norm, this will give control of the desired gradient term. After distributing, Mk

is a sum of three terms; we will start with the simplest term. We first compute

U∗k∆Π∗D−1k = U∗k

[
β∆1 . . .∆k

(
β−1I +A∗kAk

)−1
. . . β∆K

]
. (266)

We are going to argue that the residual∥∥U∗k∆Π∗D−1k −U∗k
[
β∆1 . . . 0 . . . β∆K

]∥∥ (267)

is small. To this end, note that by the fact that Uk has unit operator norm,∥∥U∗k∆Π∗D−1k −U∗k
[
β∆1 . . . 0 . . . β∆K

]∥∥ (268)

≤
∥∥∥[0 . . . ∆k

(
β−1I +A∗kAk

)−1
. . . 0

]∥∥∥ (269)

=
∥∥∥∆k

(
β−1I +A∗kAk

)−1∥∥∥ (270)

≤ ∥∆k∥
∥∥∥(β−1I +A∗kAk

)−1∥∥∥. (271)

By (258) and (317) from Lemma 20, the second term here is controlled on E⋆. For the first
term, we note that by definition and the fact that the unit sphere is invariant to rotations
(and permutations are rotations),

∥∆∥ = sup
∥u∥2≤1

∥∆u∥2 = sup
∥u∥2≤1

∥∥[∆1 . . . ∆K

]
u
∥∥
2

(272)

= sup
∥u∥2≤1

∥∥∥∥∥
K∑
i=1

∆iui

∥∥∥∥∥
2

, (273)
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where ui are coordinate-subset-induced partitions of the vector u induced by those of ∆Π∗.
This yields immediately

∥∆∥ ≤ sup
∥u∥2≤1

K∑
i=1

∥∆iui∥2 ≤
(
max
k∈[K]

∥∆k∥
)

sup
∥u∥2≤1

K∑
i=1

∥ui∥2 ≤
√
K

(
max
k∈[K]

∥∆k∥
)
, (274)

by the triangle inequality and inequalities for ℓp norms. Similarly, choosing a specific u in
the operator norm expression, namely one that is supported entirely on one of the coordinate
partitions ui, shows that

∥∆∥ ≥ ∥∆iui∥2 (275)

for any i, whence

max
k∈[K]

∥∆k∥ ≤ ∥∆∥. (276)

It follows that we control the first term above on E⋆. Combining this reasoning, we conclude
from the above ∥∥U∗k∆Π∗D−1k −U∗k

[
β∆1 . . . 0 . . . β∆K

]∥∥ (277)

≤σ(C +
√

n/d)

(
1

1 + β−1
+

C ′
√
n/d

1 + β−1

)
(278)

≲σ(1 + C
√
n/d), (279)

where the second line uses Assumption 15 to remove the higher-order residual.

next, we recall that Ξk is a sum of two terms; we will do one term at a time for concision.
We have first[

0 . . . Ak(β
−1I +A∗kAk)

−1 . . . 0
]
Π∆∗UkU

∗
k∆Π∗ (280)

=
[
0 . . . Ak(β

−1I +A∗kAk)
−1 . . . 0

] ∆∗1
...

∆∗K

UkU
∗
k

∆∗1
...

∆∗K


∗

(281)

= Ak(β
−1I +A∗kAk)

−1∆∗kUkU
∗
k

[
∆1 . . . ∆K

]
. (282)

We then multiply this term by D−1k on the right to get the term that appears in Mk

(ignoring the multiplication on the right by Π, because it does not change operator norms).
In particular, we will control∥∥Ak(β

−1I +A∗kAk)
−1∆∗kUkU

∗
k

[
∆1 . . . ∆K

]
D−1k

∥∥, (283)

showing that this term is small. We will accomplish this with the block diagonal structure
of Dk: indeed, this gives that D

−1
k is obtained by blockwise inversion, and hence∥∥Ak(β

−1I +A∗kAk)
−1∆∗kUkU

∗
k

[
∆1 . . . ∆K

]
D−1k

∥∥ (284)

=
∥∥∥Ak(β

−1I +A∗kAk)
−1∆∗kUkU

∗
k

[
β∆1 . . . ∆k

(
β−1I +A∗kAk

)−1
. . . β∆K

]∥∥∥ (285)
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≤
√
Kmax

{∥∥Ak(β
−1I +A∗kAk)

−1∆∗kUkU
∗
k∆k(β

−1I +A∗kAk)
−1∥∥, (286)

max
k′ ̸=k

β
∥∥Ak(β

−1I +A∗kAk)
−1∆∗kUkU

∗
k∆k′

∥∥}, (287)

where the second line uses (274). We will give a coarse control of this term—the error could
be improved further by exploiting more thoroughly independence of the blocks ∆k to show
that the maximum over k′ ̸= k in the last line of the preceding expression is smaller. We
have by submultiplicativity of the operator norm and the triangle inequality∥∥Ak(β

−1I +A∗kAk)
−1∆∗kUkU

∗
k∆k(β

−1I +A∗kAk)
−1∥∥ (288)

≤

(
1

1 + β−1
+

C
√
n/d

1 + β−1

)2

∥∆∗kUkU
∗
k∆k∥ (289)

≤
(
1 + C

√
n/d

)
∥∆∗kUkU

∗
k∆k∥, (290)

where the first line uses Lemma 20, and the second line uses Assumption 15 to simplify the
residual as above. We have meanwhile from the definition of E⋆

∥∆∗kUkU
∗
k∆k∥ ≤ ∥∆k∥2 ≲ σ2

(
1 +

√
n/d

)
, (291)

because UkU
∗
k is an orthogonal projection, and again using Assumption 15 to simplify the

residual. We can argue analogously to simplify the other term in the maximum appearing
above, and this yields∥∥Ak(β

−1I +A∗kAk)
−1∆∗kUkU

∗
k

[
∆1 . . . ∆K

]
D−1k

∥∥ (292)

≲
√
Kβσ2

(
1 + C

√
n/d

)(
1 +

√
n/d

)
, (293)

where we used the fact that ε ≤ 1 and the rest of Assumption 15 implies that β ≥ 1. This
residual simplifies using Assumption 15 to∥∥Ak(β

−1I +A∗kAk)
−1∆∗kUkU

∗
k

[
∆1 . . . ∆K

]
D−1k

∥∥ ≲
√
Kβσ2

(
1 + C

√
n/d

)
. (294)

next, we examine the last term, which is the other summand arising in the definition of
Ξk. We have

[
0 . . . Ak(β

−1I +A∗kAk)
−1 . . . 0

]


0 . . . ∆∗1UkAk . . . 0
...

...
...

A∗kU
∗
k∆1 . . . ∆∗kUkAk +A∗kU

∗
k∆k . . . A∗kU

∗
k∆K

...
...

...
0 . . . ∆∗KUkAk . . . 0

 (295)

= Ak(β
−1I +A∗kAk)

−1 [A∗kU∗k∆1 . . . (∆∗kUkAk +A∗kU
∗
k∆k) . . . A∗kU

∗
k∆K

]
. (296)

Now multiplying on the right by D−1k gives the term (again ignoring the right-multiplication
by Π, which does not affect the operator norm)

Ak(β
−1I +A∗kAk)

−1
[
βA∗kU

∗
k∆1 . . . (∆∗kUkAk +A∗kU

∗
k∆k)

(
β−1I +A∗kAk

)−1
. . . βA∗kU

∗
k∆K

]
. (297)
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We will argue that this term is close to the term

Ak(β
−1I +A∗kAk)

−1 [βA∗kU∗k∆1 . . . 0 . . . βA∗kU
∗
k∆K

]
(298)

in operator norm. The argument is similar to the preceding arguments: for this, it suffices
to bound∥∥∥[0 . . . Ak(β

−1I +A∗kAk)
−1 (∆∗kUkAk +A∗kU

∗
k∆k)

(
β−1I +A∗kAk

)−1
. . . 0

]∥∥∥, (299)

which is the same as controlling the operator norm of the nonzero block. Using submul-
tiplicativity and Lemma 20 along with the simplifications we have done above leveraging
Assumption 15, we obtain∥∥∥Ak(β

−1I +A∗kAk)
−1 (∆∗kUkAk +A∗kU

∗
k∆k)

(
β−1I +A∗kAk

)−1∥∥∥ (300)

≤
(
1 + C

√
n/d

)
∥∆∗kUkAk +A∗kU

∗
k∆k∥. (301)

Meanwhile, on E⋆ we have the operator norm of ∆k and Ak controlled, using again (276).
Applying then the triangle inequality and submultiplicativity, we obtain

∥∆∗kUkAk +A∗kU
∗
k∆k∥ ≲ σ

(
1 +

√
n/d

)
, (302)

again simplifying with Assumption 15. This shows that (297) is close to (298) with devia-
tions of the order ≲ σ(1 +

√
n/d).

Aggregating the previous results. Combining our perturbation analysis above, we
have established control∥∥∥Mk −

[(
I −Ak(β

−1I +A∗kAk)
−1A∗k

)
U∗k
[
β∆1 . . . 0 . . . β∆K

]
(303)

+
[
0 . . . Ak(β

−1I +A∗kAk)
−1 . . . 0

]]
Π
∥∥∥ (304)

≲ σ(1 +
√

n/d) +
√
Kβσ2(1 +

√
n/d). (305)

It is convenient to include one additional stage of simplification here: namely, we use
Lemma 20 once more to simplify the second term in the nominal value of Mk appearing
here. namely, we have (arguing as we have above, once again)∥∥∥[0 . . . Ak(β

−1I +A∗kAk)
−1 . . . 0

]
−
[
0 . . . 1

1+β−1Ak . . . 0
]∥∥∥ (306)

=

∥∥∥∥ 1

1 + β−1
Ak −Ak

(
β−1I +A∗kAk

)−1∥∥∥∥ (307)

≲
√

n/d, (308)

from which it follows∥∥∥Mk −
[(
I −Ak(β

−1I +A∗kAk)
−1A∗k

)
U∗k
[
β∆1 . . . 0 . . . β∆K

]
(309)

+
[
0 . . . 1

1+β−1Ak . . . 0
]]
Π
∥∥∥ (310)
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≲ σ(1 +
√
n/d) +

√
Kβσ2(1 +

√
n/d) +

√
n/d. (311)

Meanwhile, recall the residual of scale ≲ (σβ)2 arising when we controlled the gradient term
around Mk: ∥∥∥U∗kZo

(
β−1I + (U∗kZo)

∗U∗kZo

)−1 −Mk

∥∥∥ ≤ C(βσ)2. (312)

Combining these two bounds with the triangle inequality controls the gradient term around
its nominal value. Now, we sum these errors over k (again with the triangle inequality) to
obtain control of the aggregate gradient around its nominal value. We introduce notation
to concisely capture the accumulations of the (approximate) orthogonal projections arising
in the nominal value of the main term: for each k ∈ [K], define

Pk =
∑
k′ ̸=k

Uk′
(
I −Ak′(β

−1I +A∗k′Ak′)
−1A∗k′

)
U∗k′ , (313)

and define an overall (approximate) projection operator (which acts on block matrices
partitioned compatibly with the class sizes nk, as in (232)) by

PU[K]
=
[
P1 . . . PK

]
. (314)

Then the above argument implies∥∥∥∥∇ZR
c(Zo | U[K])− PU[K]

(β∆Π∗)Π− 1

1 + β−1
X♮

∥∥∥∥ (315)

≲ K
(
σ2β2 + σ(1 +

√
n/d) +

√
Kβσ2(1 +

√
n/d) +

√
n/d

)
, (316)

which is enough to conclude.

B.3.1 Key Auxiliary Lemmas

In this section we state and prove two key concentration inequalities that are used in the
proof of the main theorem. They rely on simpler results which will be conveyed in subse-
quent subsections.

Lemma 20. There exist universal constants C,C ′ > 0 such that the following holds. Let
d, p, n,K ∈ N be such that Assumption 15 holds. Let Ak, k ∈ [K], be defined as above. Let
E⋆ be the good event defined in (258). If E⋆ occurs, then for k ∈ [K] we have∥∥∥∥(β−1I +A⊤kAk)

−1 − 1

1 + β−1
I

∥∥∥∥ ≤ C
√

n/d

(1 + β−1)
. (317)

and in addition ∥∥∥∥Ak(β
−1I +A⊤kAk)

−1 − 1

1 + β−1
Ak

∥∥∥∥ ≤ C ′
√
n/d

(1 + β−1)
. (318)
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Proof. Since E⋆ holds, for all k ∈ [K] we have

∥Ak∥ ≤ 1 + C1

√
n/d, ∥A⊤kAk − I∥ ≤ C2

√
n/d. (319)

By Assumption 15, we have ∥A⊤kAk − I∥ < 1, so A⊤kAk is well-conditioned. Write

Ξ
.
= A⊤kAk − I, (320)

so that

(β−1I +A⊤kAk)
−1 = ((1 + β−1)I +Ξ)−1 (321)

=
1

1 + β−1

(
I +

1

1 + β−1
Ξ

)−1
(322)

=
1

1 + β−1

∞∑
j=0

(
− 1

1 + β−1

)j
Ξj (323)

=
1

1 + β−1
I +

1

1 + β−1

∞∑
j=1

(
− 1

1 + β−1

)j
Ξj (324)

by the Neumann series. This gives us

∥∥∥∥(β−1I +A⊤kAk)
−1 − 1

1 + β−1
I

∥∥∥∥ =

∥∥∥∥∥∥ 1

1 + β−1

∞∑
j=1

(
− 1

1 + β−1

)j
Ξj

∥∥∥∥∥∥ (325)

≤ 1

1 + β−1

∞∑
j=1

(
1

1 + β−1

)j
∥Ξ∥j (326)

≤ 1

1 + β−1

∞∑
j=1

(
C2

√
n/d

1 + β−1

)j
(327)

=
C2

√
n/d

(1 + β−1)(1 + β−1 − C2

√
n/d)

. (328)

Meanwhile, by Assumption 15, it holds

C2

√
n/d ≤

√
1/6, (329)

so it follows
C2

√
n/d

1 + β−1 − C2

√
n/d

≤ 2C2

√
n/d. (330)

By the submultiplicativity of the operator norm, we thus have∥∥∥∥Ak(β
−1I +A⊤kAk)

−1 − 1

1 + β−1
Ak

∥∥∥∥ ≤ ∥Ak∥
∥∥∥∥(β−1I +A⊤kAk)

−1 − 1

1 + β−1
I

∥∥∥∥ (331)

≤
[1 + C1

√
n/d]C2

√
n/d

(1 + β−1)(1 + β−1 − C2

√
n/d)

(332)
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≤ 2
[1 + C1

√
n/d]C2

√
n/d

1 + β−1
(333)

= 2
C2

√
n/d+ C1C2n/d

1 + β−1
. (334)

By Assumption 15, we have that there exists some absolute constant C3 > 0 with C3 ·n/d ≤√
n/d, which gives∥∥∥∥Ak(β

−1I +A⊤kAk)
−1 − 1

1 + β−1
Ak

∥∥∥∥ ≤ 2
(C2 + C1C2C

−1
3 )
√
n/d

1 + β−1
, (335)

as desired.

Lemma 21. There exist universal constants C1, C2 > 0 such that the following holds. Let
d, p, n,K ∈ N be such that Assumption 15 holds. Let Ak, k ∈ [K], be defined as above. Let
Dk be defined as in (251). Let Ξk be defined as in (252). Let E⋆ be the good event defined
in (258). If E⋆ occurs, then for k ∈ [K] we have

∥ΞkDk∥−1 ≤ C1β[σ
2 + σ(C2 +

√
n/d)]. (336)

Proof. Since we have

Dk =


β−1I

. . .

β−1I +A⊤kAk

. . .

β−1I

 (337)

it holds that

D−1k =


βI

. . .

(β−1I +A⊤kAk)
−1

. . .

βI

 . (338)

We will use the straightforward estimate ∥ΞkD
−1
k ∥ ≤ ∥Ξk∥∥D−1k ∥ and bound the two

matrices’ operator norms individually. By the previous expression,

∥D−1k ∥ = max{β, ∥(β−1I +A⊤kAk)
−1∥} ≤ β, (339)

because A⊤kAk ⪰ 0, so we need only control the operator norm of Ξk. To this end, note
the convenient expression

Ξk = Π∆∗UkU
∗
k∆Π∗ + 2 sym

(
(∆Π∗)∗

[
0 . . . UkAk . . . 0

])
, (340)

where sym( · ) denotes the symmetric part operator. By the triangle inequality, the operator
norm of Ξk is no larger than the sum of the operator norms of each term in the previous
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expression. The operator norm of the first term is no larger than ∥∆∥2, because Π is
a permutation matrix and UU∗k is an orthogonal projection. Meanwhile, using that the
symmetric part operator is the orthogonal projection onto the space of symmetric matrices,
it follows∥∥2 sym ((∆Π∗)∗

[
0 . . . UkAk . . . 0

])∥∥ ≤ 2
∥∥(∆Π∗)∗

[
0 . . . UkAk . . . 0

]∥∥, (341)

and then we find as above that the RHS is no larger than 2∥∆∥∥Ak∥. Since the good event
E⋆ defined in (258) holds by assumption, we have that there are constants C1, C2 > 0 such
that

∥∆∥ ≤ σ

(
C1 +

√
n

d

)
(342)

∥Ak∥ ≤ 1 + C2

√
n

d
. (343)

By Assumption 15 we have d ≥ n, so that
√
n/d ≤ 1. Therefore we have

∥∆∥ ≤ σ (C1 + 1) = C3σ (344)

for C3
.
= C1 + 1 another universal constant. Thus on this good event we have

2∥∆∥∥Ak∥ ≤ C3σ
(
1 + C2

√
n/d

)
. (345)

Therefore, we have

∥Ξk∥ ≤ ∥∆∥2 + 2∥∆∥∥Ak∥ (346)

≤ C2
3σ

2 + C3σ(1 + C2

√
n/d) (347)

≤ C4[σ
2 + σ(1 + C2

√
n/d)] (348)

where C4 = max{C3, C
2
3} is another universal constant. Thus on E⋆ we have

∥ΞkD
−1
k ∥ ≤ C4β[σ

2 + σ(1 + C2

√
n/d)] ≤ C5β[σ

2 + σ(1 +
√

n/d)] (349)

for C5 > 0 another obvious universal constant.

B.3.2 Concentration Inequalities for Our Setting

In this section we prove some simple concentration inequalities that are adapted to the
problem setting. These results are used to prove the key lemmata above, and indeed are also
invoked in the main theorem. They follow from even simpler concentration inequalities that
are abstracted away from the problem setting, which we discuss in the following subsections.

Proposition 22. There are universal constants C1, C2, C3 > 0 such that the following
holds. Let d, n ∈ N be such that Assumption 15 holds. Let ∆ ∈ Rd×n be defined as above.
Then

P
[
∥∆∥ > σ

(
C1 +

√
n

d

)]
≤ C2e

−C3d. (350)

84



White-Box Transformers via Sparse Rate Reduction

Proof. We use Proposition 27 with the parameters q = d, n = n, and x = σ/
√
d, which

obtains

P[∥∆∥ > s] ≤ C1 exp

−d{s
√
d/σ −

√
n

C2

√
d

− 1

}2
, ∀s > σ√

d
(
√
n+ C2

√
d) (351)

notice that we have

s
√
d/σ −

√
n

C2

√
d

− 1 =
1

C2

(
s

σ
−
√

n

d

)
− 1,

σ√
d
(
√
n+ C2

√
d) = σ

(√
n

d
+ C2

)
. (352)

To make the squared term equal to 1, we pick

s = σ

(√
n

d
+ 2C2

)
, (353)

which gives

P
[
∥∆∥ > σ

(
2C2 +

√
n

d

)]
≤ C2e

−d. (354)

Proposition 23. There are universal constants C1, C2, C3, C4 > 0 such that the following
holds. Let p, n,K ∈ N be such that Assumption 15 holds. Let Ak, k ∈ [K], be defined as
above. Then

P
[
∥Ak∥ > 1 + C1

√
n

d

]
≤ C2 exp

(
−C3

n

K

)
+

C4

n2
(355)

Proof. By Propositions 25 and 27 with parameters n = n, k = K, q = p, and x = 1/
√
p, if

we define
nmin

.
=
⌊ n
K
− C1

√
n log n

⌋
, nmax

.
=
⌈ n
K

+ C1

√
n log n

⌉
(356)

then we have

P[∥Ak∥ > s] ≤
nmax∑
n=nmin

P[∥Ak∥ > s |Kk = n]P[Kk = n] +
C2

n2
(357)

≤
nmax∑
n=nmin

C3 exp

(
−n
{
s
√
p−√p
C4

√
4
− 1

}2
)
P[Kk = n] +

C2

n2
, (358)

for all s obeying

s ≥ 1
√
p
(
√
p+ C4

√
nmax) (359)

= 1 + C4

√
nmax

p
. (360)

Thus we have that the concentration holds for all s obeying

s ≥ 1 + C4

√
nmax

p
. (361)
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In order to cancel out the most interior terms, we choose

s = 1 + 2C4

√
nmax

p
. (362)

This choice obtains

P[∥Ak∥ > s] ≤
nmax∑
n=nmin

C3 exp

(
−n
{
s
√
p−√p
C4
√
n
− 1

}2
)
P[Kk = n] +

C2

n2
(363)

=

nmax∑
n=nmin

C3 exp


−n

2

√
nmax

n︸ ︷︷ ︸
≥1

−1


2

︸ ︷︷ ︸
≥1


P[Kk = n] +

C2

n2
(364)

≤
nmax∑
n=nmin

C3 exp(−n)P[Kk = n] +
C2

n2
(365)

≤
nmax∑
n=nmin

C3 exp(−nmin)P[Kk = n] +
C2

n2
(366)

≤ C3 exp(−nmin) +
C2

n2
(367)

= C3 exp
(
− n

K
+ C1

√
n log n

)
+

C2

n2
(368)

≤ C3 exp

(
− n

K
+

1

2

√
n log n

)
+

C2

n2
(369)

≤ C3 exp

(
−1

2
· n
K

)
+

C2

n2
. (370)

To obtain the conclusion of the theorem, note that any s such that

s ≥ 1 + 2C4

√
nmax

p
= 1 + 2C4

√
n/K

p
+ C1

√
n log n

p
= 1 + 2C4

√
n

d
+ C1

√
n log n

p
(371)

enjoys the same high-probability bound. By Assumption 15, we have

1 + 2C4

√
n

d
+ C1

√
n log n

p
≤ 1 + 2C4

√
n

d
+

1

2
· n/K

p
(372)

= 1 + 2C4

√
n

d
+

1

2
· n
d
= 1 + 2C4

√
3

2
·
√

n

d
(373)

whence the ultimate conclusion is obtained by combining constants.

86



White-Box Transformers via Sparse Rate Reduction

Proposition 24. There are universal constants C1, C2, C3, C4 > 0 such that the following
holds. Let p, n,K ∈ N be such that Assumption 15 holds. Let Ak, k ∈ [K], be defined as
above. Then

P
[
∥A⊤kAk − I∥ > C1

√
n

d

]
≤ C2 exp

(
−C3

n

K

)
+

C4

n2
. (374)

Proof. By Propositions 25 and 28 with parameters n = n, k = K, q = p, and x = 1/
√
p, if

we define
nmin

.
=
⌊ n
K
− C1

√
n log n

⌋
, nmax

.
=
⌈ n
K

+ C1

√
n log n

⌉
(375)

then we have

P[∥A⊤kAk − I∥ > s] (376)

≤
nmax∑
n=nmin

P[∥A⊤kAk − I∥ > s |Kk = n]P[Kk = n] +
C2

n2
(377)

≤ C2

n2
+

nmax∑
n=nmin

P[Kk = n] ·


C3 exp

(
−n
{

1

C2
4C5

√
n/p

s− 1

}2
)
, if C2

4C5

√
n/p ≤ s ≤ C2

4

C3 exp

(
−n
{

1

C4C5

√
n/p

√
s− 1

}2
)
, if s ≥ C2

4 .

(378)

In order to cancel the most terms, we choose

s = 2C2
4C5

√
nmax

p
. (379)

In order to assure ourselves that this choice still has s ≤ C2
4 (so that we can use the first

case for all n), we have

s = 2C2
4C5

√
nmax

p
(380)

= 2C2
4C5

√
n/K + C1

√
n log n

p
(381)

= 2C2
4C5

√
n/K + 1

2n/K

p
(382)

= 2

√
3

2
C2
4C5 ·

√
n/K

p
(383)

=
√
6C2

4C5 ·
√

n

d
(384)

≤ C2
4 when

√
6C5

√
n

d
≤ 1. (385)

Of course, this condition is assured by Assumption 15. Now that we have this, we know s
falls in the first, and so we have

P
[
∥A⊤kAk − I∥ > C1

√
n

d

]
(386)
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≤ C2

n2
+

nmax∑
n=nmin
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≤ C2
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+
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=
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+

nmax∑
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C3 exp
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n
− 1
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P[Kk = n] (389)

≤ C3 exp

(
−1

2
· n
K

)
+

C2

n2
(390)

where the last inequality follows from the exact same argument as in Proposition 23.

B.3.3 Generic Concentration Inequalities

In this subsection we prove the base-level concentration inequalities used throughout the
proofs in this paper.

Binomial concentration.

Proposition 25. There exist universal constants C1, C2 > 0 such that the following holds.
Let n, k ∈ Z. For each i ∈ [k], let Bi ∼ Bin(n, 1/k), such that the Bi are identically
(marginally) distributed but not necessarily independent binomial random variables. Let E
be an event. Then for any i ∈ [k], we have

P[E] ≤
⌈n/k+C1

√
n logn⌉∑

b=⌊n/k−C1
√
n logn⌋

P[E | Bi = b]P[Bi = b] +
C2

n2
. (391)

Proof. We have

P[E] = E[E[E |Bi]] =
n∑
b=0

P[E |Bi = b]P[Bi = b]. (392)

Each Bi is unconditionally distributed as Bin(n, 1/k). By union bound and Hoeffding’s
inequality (Vershynin, 2018, Theorem 2.2.6), we have

P[|Bi − n/k| ≥ t] ≤ 2 exp

(
−2t2

n

)
. (393)

Inverting this inequality obtains that there exists some (simple) universal constants C1, C2 >
0 such that

P
[
|Bi − n/k| ≥ C1

√
n log n

]
≤ C2

n3
. (394)

Thus, if we define

bmin
.
=
⌊n
k
− C1

√
n log n

⌋
, bmax

.
=
⌈n
k
+ C1

√
n log n

⌉
, (395)
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then we have

P[E] =
n∑
b=0

P[E |Bi = b]P[Bi = b] (396)

=

bmin−1∑
b=0

P[E |Bi = b]︸ ︷︷ ︸
≤1

P[Bi = b]︸ ︷︷ ︸
≤C2/n3

+
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P[E |Bi = b1]︸ ︷︷ ︸
≤1
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(397)

+

bmax∑
b=bmin

P[E |Bi = b]P[Bi = b] (398)

≤
bmin−1∑
b=0

C2

n3
+

n∑
b=bmax+1

C2

n3
+

bmax∑
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P[E |Bi = b]P[Bi = b] (399)

≤
n∑
b=0

C2

n3
+

bmax∑
b=bmin

P[E |Bi = b]P[Bi = b] (400)

=
C2

n2
+

C2

n3
+

bmax∑
b=bmin

P[E |Bi = b]P[Bi = b] (401)

≤ 2C2

n2
+

bmax∑
b=bmin

P[E |Bi = b]P[Bi = b]. (402)

Remark 26. Notice that a simple adaptation of this argument can turn the additive proba-
bility C3/n

2 into C ′3/n
z for any positive integer z ∈ N (where C ′3 depends on z). However,

trying to replace it with C ′3e
−C′n is more difficult.

Gaussian concentration.

Proposition 27. There are universal constants C1, C2, C3 > 0 such that the following
holds. Let n, q ∈ N, and let M ∈ Rq×n be such that Mij ∼i.i.d. N (0, x2). Then

P[∥M∥ > s] ≤ C1 exp

(
−n
{
s/x−√q
C2
√
n
− 1

}2
)
, ∀s > x

{√
q + C2

√
n
}

(403)

P[∥M∥ > s] ≤ C1 exp

(
−q
{
s/x−

√
n

C3
√
q
− 1

}2
)
, ∀s > x

{√
n+ C3

√
q
}
. (404)

Proof. Define M
.
= 1

xM , so that Mij ∼i.i.d. N (0, 1). By Vershynin (2018, Example 2.5.8,
Lemma 3.4.2), we see that each row M i has Orlicz norm ∥M i∥ψ2 ≤ C1 for some universal
constant C1 > 0.

By Vershynin (2018, Theorem 4.6.1) we have for some other universal constant C2 > 0
that for all t > 0,

√
q − C2

1C2(
√
n+ t) ≤ σmin(n,q)(M) ≤ σ1(M) ≤ √q + C2

1C2(
√
n+ t) (405)
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with probability at least 1 − 2e−t
2
. Defining C3

.
= C2

1C2 and noting that ∥·∥ = σ1(·), we
have with the same probability that

∥M∥ − √q ≤ C3

(√
n+ t

)
. (406)

Simplifying, we obtain

∥M∥ − √q ≤ C3

(√
n+ t

)
(407)

1

x
∥M∥ − √q ≤ C3

(√
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)
(408)

∥M∥ − x
√
q ≤ C3x
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)
(409)

∥M∥ ≤ x
{√

q + C3

(√
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)}
. (410)

Define s > 0 by

s
.
= x

{√
q + C3

(√
n+ t

)}
⇐⇒ t =

s/x−√q
C3

−
√
n. (411)

note that the range of validity is

t > 0 ⇐⇒ s > x
{√

q + C3

√
n
}
. (412)

For s in this range, we have

P[∥M∥ > s] ≤ 2 exp

(
−
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s/x−√q

C3
−
√
n

}2
)

= 2 exp

(
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s/x−√q
C3
√
n
− 1

}2
)
. (413)

The other inequality follows from applying this inequality to M⊤.

Proposition 28. There are universal constants C1, C2, C3 > 0 such that the following
holds. Let n, q ∈ N, and let M ∈ Rq×n be such that Mij ∼i.i.d. N (0, x2). Then

P
[∥∥∥M⊤M − qx2I

∥∥∥ > s
]

(414)

≤


C1 exp
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1
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)
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)
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2qx
2.

(415)

Proof. Define M
.
= 1

xM , so that M ij ∼i.i.d. N (0, 1). By Vershynin (2018, Example 2.5.8,
Lemma 3.4.2), we see that each row has Orlicz norm ∥M i∥ψ2 ≤ C1 for some universal
constant C1 > 0.

By Vershynin (2018, Eq. 4.22) we have for some other universal constant C2 > 0 that
for all t > 0, ∥∥∥∥1qM⊤M − I

∥∥∥∥ ≤ C2
1 max{δ, δ2} where δ

.
= C2

√
n+ t
√
q

. (416)
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with probability at least 1− 2e−t
2
. Simplifying, we obtain∥∥∥∥1qM⊤M − I

∥∥∥∥ ≤ C2
1 max{δ, δ2} (417)∥∥∥M⊤M − qI

∥∥∥ ≤ C2
1qmax{δ, δ2} (418)∥∥∥(x−1M)⊤(x−1M)− qI

∥∥∥ ≤ C2
1qmax{δ, δ2} (419)∥∥∥x−2M⊤M − qI

∥∥∥ ≤ C2
1qmax{δ, δ2} (420)∥∥∥M⊤M − qx2I

∥∥∥ ≤ C2
1qx

2 ·max{δ, δ2}. (421)

Now from simple algebra and the fact that n ≥ 1, we have

max
{
δ, δ2

}
= δ ⇐⇒ 0 ≤ t ≤ C−12

√
q −
√
n (422)

max
{
δ, δ2

}
= δ2 ⇐⇒ t ≥ C−12

√
q −
√
n. (423)

Now define s ≥ 0 by
s
.
= C2

1qx
2 ·max{δ, δ2}. (424)

Thus in the first case we have

s
.
= C2

1C2
√
qx2(
√
n+ t) ⇐⇒ t =

1

C2
1C2
√
qx2

s−
√
n, (425)

and in particular the first case holds when

max{δ, δ2} = δ ⇐⇒ 0 ≤ t ≤ C−12

√
q −
√
n ⇐⇒ C2

1C2
√
nqx2 ≤ s ≤ C2

1qx
2. (426)

Meanwhile, in the second case, we have

s
.
= C2

1C
2
2 (
√
n+ t)2x2 ⇐⇒ t =

1

C1C2x

√
s−
√
n (427)

where we obtain only one solution to the quadratic equation by requiring t ≥ 0, and in
particular the second case holds when

max{δ, δ2} = δ ⇐⇒ t ≥ C−12

√
q −
√
n ⇐⇒ s ≥ C2

1qx
2. (428)

Thus we have

P[∥M⊤M − qx2I∥ > s] (429)
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91



Yu, Buchanan, Pai, Chu, Wu, Tong, Bai, Zhai, Haeffele, and Ma

B.4 Companion to Section 3.3

In this section, we justify the scaling applied to ∇Rc in Section 3.2, and supply the dis-
cretization scheme used in Section 3.3.

First, suppose that Zℓ
♮ satisfies (10), and Zt

.
= Zℓ

♮ + σtW , where W is a standard
Gaussian matrix, so that Zt satisfies (11) with noise level σt > 0. Let qt be the density
of Zt. Theoretical analysis from (Lu et al., 2023) and empirical analysis from (Song and
Ermon, 2019) demonstrates that under generic conditions, we have that

∥∇qt(Zt)∥2 ∝
1

σ2
t

, (432)

ignoring all terms in the right-hand side except for those involving σt. On the other hand,
from the proof of Theorem 16, we obtain that −∇Rc(Zt) has constant (in σt) magnitude
with high probability. Thus, in order to have them be the same magnitude, we need to divide
−∇Rc(Zt) by σ2

t to have it be a drop-in replacement for the score function, as alluded to
in Section 3.2.

Second, we wish to explicitly state our discretization scheme given in Section 3.3. To
wit, we provide a discretization scheme that turns the structured diffusion ODE (61) into its
gradient descent analogue (62); the other discretization, namely of the structured denoising
ODE, from (55) to (56) occurs similarly. To begin with, define the shorthand notation

f(t, Z̃(t))
.
= ∇Rc(Z̃(t) | U[K](T − t)), (433)

so that we have

dZ̃(t) =
1

2t
f(t, Z̃(t)) dt. (61)

Fix L, and let 0 < t1 < t2 < · · · < tL = T , such that t1 is small. (These will be specified
shortly in order to supply the discretization scheme.) A suitable first-order discretization
is given by

Z̃ℓ+1 ≈ Z̃ℓ +
tℓ+1 − tℓ

2tℓ
f(tℓ, Z̃

ℓ). (434)

Thus it remains to set t1, . . . , tL such that

tℓ+1 − tℓ
2tℓ

= κ (435)

for some constant κ, we observe that we must set

tℓ+1 = (1 + 2κ)tℓ, (436)

so that the time grows exponentially in the index. The reverse process time decays expo-
nentially in the index, which matches practical discretization schemes for ordinary diffusion
models (Song and Ermon, 2019). Finally, we have T = tL = (1+2κ)Lt1, so that t1 =

T
(1+2κ)L

.
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Appendix C. Additional Implementation Details and Experimental
Results

In this section, we provide details about our experiments, and report the results of additional
experiments that were not covered in the main text. crate takes arguably the most basic
design choices possible, and so we do not attempt to directly compete with state-of-the-art
performance from heavily engineered and empirically designed transformers. The results of
our experiments are meant to convey a few core messages:

• Despite not being engineered to compete with the state-of-the-art, crate performs
strongly on large-scale real-world datasets, including classification on ImageNet-1K.
crate also achieves strong transfer learning performance.

• Because our model is designed through unrolled optimization of a well-understood ob-
jective, each layer is interpretable. In particular, we can analyze the performance of
crate, as well as design network modifications, on a layer-wise basis. This is pow-
ered by an arguably unparalleled level of insight into the role of each operator in our
network.

• We make the simplest possible choices during the design of crate, but these can be
changed easily while keeping the same framework. We study a few modifications later
in this section (Appendix C.5) and show that they do not significantly hurt empirical
performance, but emphasize here that there is significant potential for improvement
with different architecture choices (and in particular a different theoretical analysis).

C.1 Details about CRATE for Image Classification

In this subsection, we provide more details for implementing crate on vision tasks.

Training setup. We fine-tune our pre-trained crate on the following target datasets:
CIFAR10/CIFAR100 (Krizhevsky et al., 2009), Oxford Flowers-102 (Nilsback and Zisser-
man, 2008), Oxford-IIIT-Pets (Parkhi et al., 2012). For each fine-tuning task, we employ
the AdamW optimizer (Loshchilov and Hutter, 2019). We configure the learning rate as
5 × 10−5, weight decay as 0.01, and batch size as 256. To allow transfer learning, in all
training and evaluations setups we first resize our input data to 224 height and width. For
data augmentations during pre-training and fine-tuning, we also adopt several standard
techniques: random cropping, random horizontal flipping, and random augmentation (with
number of transformations n = 2 and magnitude of transformations m = 14).

Pre-training on ImageNet-1K. We apply the Lion optimizer (Chen et al., 2023c) for
pre-training both crate and ViT models. We configure the learning rate as 2.4 × 10−4,
weight decay as 0.5, and batch size as 2,048. We incorporate a warm-up strategy with
a linear increase over 5 epochs, followed by training the models for a total of 150 epochs
with cosine decay. For data augmentation, we only apply the standard techniques, random
cropping and random horizontal flipping, on the ImageNet-1K dataset. We apply label
smoothing with smoothing parameter 0.1. One training epoch of crate-Base takes around
240 seconds using 16 A100 40GB GPUs.
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Table 8: Image classification model configurations for different sizes of crate, parameter counts,
and comparisons to ViT models.

Model Size L d K N crate # Parameters ViT # Parameters

Tiny 12 384 6 196 6.1M 5.72M

Small 12 576 12 196 13.1M 22.05M

Base 12 768 12 196 22.8M 86.54M

Large 24 1024 16 196 77.6M 307M

Table 9: Model configurations for different sizes of crate-MAE, parameter counts, and comparisons
to MAE models. Note that MAE does not provide model configurations smaller than Base (He et al.,
2022). We observe that crate-MAE-Base uses around 30% of the parameters of MAE-Base. †Note
that MAE-Large has more than 12 encoder layers — we use the model configuration from He et al.
(2022) for the MAE models — but it is the next-smallest MAE model after Base, so it is suitable
for a comparison with crate-MAE-Large.

Model Size L d K N crate # Parameters MAE # Parameters

Small 12 576 12 196 25.4M 47.5M

Base 12 768 12 196 44.6M 143.8M

Large 12 1024 16 196 78.5M 406.0M†

Fine-tuning on image classification tasks. For each fine-tuning task, we use the
AdamW optimizer (Loshchilov and Hutter, 2019). We configure the learning rate as 5×10−5,
weight decay as 0.01, and batch size as 512. To allow transfer learning, we first resize our
input data to 224. For data augmentations, we also adopt several standard techniques:
random cropping, random horizontal flipping, and random augmentation (with number of
transformations n = 2 and magnitude of transformations m = 14).23

C.2 Details about CRATE-MAE for Image Completion

Pre-training on ImageNet-1K. We apply the AdamW optimizer (Loshchilov and Hut-
ter, 2019) for pre-training both crate-MAE models on ImageNet-1K. We configure the
learning rate as 3 × 10−5, weight decay as 0.1, and batch size as 4, 096. We incorporate
a warm-up strategy with a linear increase over 40 epochs, followed by training the models
for a total of 800 epochs with cosine decay. For data augmentation, we apply the standard
augmentations as used in He et al. (2022), random cropping and random horizontal flipping.

Fine-tuning CRATE-MAE models. Recall that in Section 4.1.2, we described two
methods of fine-tuning our model: full fine-tuning, which updates all the weights, and lin-
ear probing via logistic regression, which only updates the classification head. For full fine-
tuning, we apply the same fine-tuning configuration (data augmentation, training epochs,
optimization, etc.) as described in Appendix C.1. For linear probing, we apply the op-
timization solver in scikit-learn, i.e., linear model.LogisticRegression, to learn a

23. https://github.com/huggingface/pytorch-image-models/blob/main/timm/data/auto_augment.py
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Table 10: (upper) Configuration of the crate BERT-family models. (lower) Configuration of the
crate GPT-family models. d represents the dimension of the token, K represents the number of
attentions head in the attention block, L represents the model depth, and h represents the hidden
dimension of the MLP block in standard transformers. For crate models, there is no hidden
dimension.

Model Size Pre-training d K L h crate BERT

Medium Masked LM 512 8 8 2,048 33M 41M
Base Masked LM 768 12 12 3,072 61M 110M
Large Masked LM 1,024 16 24 4,096 129M 335M

Model Size Pre-training d K L h crate GPT-2

Small Causal LM 512 8 12 2,048 - 64M
Base Causal LM 768 12 12 3,072 60M 124M
Large Causal LM 1,280 20 36 5,120 242M 774M

logistic regression model with ℓ2 regularization, and use cross-validation to select the ℓ2

regularization parameter for each model-dataset pair. In our experiments, we consider ℓ2

regularization parameters from the set {10−3, 10−2, 10−1, 1, 10, 102, 103}.

C.3 Details about CRATE-DINO for Self-Supervised Learning

DINO pre-training. To train crate with the DINO self-supervised learning objective,
we use the ImageNet-1K dataset and match our training recipe closely to the official im-
plementation with some minor variations. Specifically, we choose the base learning rate to
be 0.001 and the weight decay parameter to be 0.005 in our experiments. Other hyper-
parameters such as the temperature parameters τt and τs are chosen to exactly match with
the publicly available implementation of DINO24. Due to computational limitations, we
only train our models for 100 epochs, compared to 400 to 800 epochs of training for the
official implementation.

Linear probing models trained via DINO. As introduced in Section 4.1.3, we use
both weighted nearest neighbor (k−NN) and logistic regression on top of the features ex-
tracted from the teacher networks after pre-training with DINO. For k−NN, we search the
number of neighbors k from the candidate set of {10, 20, 100, 200} and choose the model that
achieves the highest training accuracy. For logistic regression, we use the same procedure
as introduced earlier for crate-MAE in Appendix C.2.

C.4 Details about CRATE-BERT and CRATE-GPT on Natural Language

Details about pre-training for CRATE-BERT. We use a batch size of 8,096 and
train for 30,000 steps with the Adam optimizer (Kingma and Ba, 2015). For the Adam
optimizer, we use (β1, β2) = (0.9, 0.98), and a weight decay of 0.01. For the learning rate
scheduler, we apply the linear warm-up and linear decay, with the peak learning rate at the
iteration of 1,800 steps with value η = 10−3.

24. https://github.com/facebookresearch/dino
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Details about pre-training for CRATE-GPT. We use a batch size of 384 and train
for 600,000 steps with the Adam optimizer (Kingma and Ba, 2015). For the Adam optimizer,
we use (β1, β2) = (0.9, 0.95), and weight decay of 0.1. For the learning rate scheduler, we
apply the linear warm-up and cosine decay, with a peak value of η = 6× 10−4 at the 2, 000
iteration, and minimum value 6 × 10−5. The training and validation losses over iterations
are shown in Figure 12 (right). The training/validation loss converges around 3.37 after
training with a batch size of 384 and 600,000 iterations. In comparison, the open GPT-2
implementation is pre-trained on OpenWebText with a batch size of 512 and 600,000 steps,
and converges to a validation loss of 2.85 (Karpathy, 2022).

Details about fine-tuning CRATE-BERT on GLUE. For all the tasks in GLUE, we
use a learning rate of 2× 10−5 without any hyperparameter sweep. We fine-tune the three
models (BERT-Base, BERT-Medium and crate-BERT-Base) using the same fine-tuning
configuration. We fine-tune for 8 epochs on MNLI, for 5 epochs on WNLI and MRPC
(because these two datasets are tiny), and for 3 epochs on all other tasks. For all tasks, we
use a batch size of 32. The maximum sequence length is set to 128 for WNLI and 512 for
all other tasks. We find that the performance of BERT on WNLI is very sensitive to the
sequence length, so we picked the sequence length to be the same as Huggingface (2020)
(while crate-BERT is very stable to the sequence length). We do not observe a significant
difference of performance using different sequence length for other tasks. Evaluations shown
in Figure 12 are meant to demonstrate the effectiveness of learning, so we finetune 3 epochs
for all tasks (except MNLI in the 24000 and 30000 step), and we use the sequence length
of 512 for all tasks.

Details about CRATE-GPT evaluation. We use the test split as the validation set
for all tasks. The evaluation datasets WikiText2 and WikiText103 has the same test split
so we merge them to WikiText. For both models (GPT2-Base and crate-GPT2-Base) on
all tasks, we use a block size of 1, 024, evaluation batch size of 4, and evaluate for 1, 000
iterations to get a more accurate estimation.

C.5 Ablation Study of CRATE on Image Classification

Training hyperparameters for CRATE on image classification. In Table 11, we
present evaluation of crate trained with various parameters. More specifically, we inves-
tigate the effect of number of epochs, weight decay, learning rate, step size (η) and the
regularization term (λ) in ISTA block. As shown in Table 11, crate demonstrates consis-
tently satisfactory performance across a diverse range of hyperparameters.

Exploring architecture variants of CRATE. In this section, we explore the two fol-
lowing alternative architectures. One architecture involves a modification to the atten-
tion mechanism, while the other involves a modification to the sparsification mechanism.
Again, we re-emphasize that these choices, although principled, are entirely modular and
the choices we make here still lead to very simple architectures. A more sophisticated anal-
ysis may lead to different, more complicated architectures that perform better in practice.
The architectures we experiment with are:

• Compression-inspired attention mechanism: revert the change in (37). That is, the
attention mechanism implements (35) and (36) directly.
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Table 11: Top 1 accuracy of crate on various datasets with different architecture design variants
when trained on ImageNet.

Model epoch weight decay lr η (ISTA) λ (ISTA) ImageNet

crate-B 150 (default) 0.5 (default) 2.4× 10−4 0.1 0.1 70.8

crate-B 150 0.5 2.4× 10−4 0.02 0.1 70.7

crate-B 150 0.5 2.4× 10−4 0.5 0.1 66.7

crate-B 150 0.5 2.4× 10−4 0.1 0.02 70.8

crate-B 150 0.5 2.4× 10−4 0.1 0.5 70.5

crate-B 90 0.5 2.4× 10−4 0.1 0.1 69.5

crate-B 300 0.5 2.4× 10−4 0.1 0.1 70.9

crate-B 150 1.0 2.4× 10−4 0.1 0.1 70.3

crate-B 150 0.05 2.4× 10−4 0.1 0.1 70.2

crate-B 150 0.5 4.8× 10−4 0.1 0.1 70.2

crate-B 150 0.5 1.2× 10−4 0.1 0.1 70.3

• Majorization-minimization proximal step sparsification: instead of (43), implement
(123).

We obtain the following classification results in Table 12. After conducting additional
simplifications to the network architecture (i.e., imposing additional constraints to the net-
work architecture design), we discover that crate maintains reasonable performance on
ImageNet-1K.

Table 12: Top 1 accuracy of crate on various datasets with different architecture design variants
when trained on ImageNet.

Model MSSA-block ISTA-block ImageNet

crate-B default default 70.8

crate-B Eq. (35) and (36) default 63.3
crate-B default Eq. (123) 68.6

Empirical evaluation of soft-thresholding-based architecture. We summarize the
results of CRATE with soft-thresholding activation in Table 13. We use λ = 10 in Sλη
and set all other hyperparameters the same as in the original CRATE-Base evaluation on
ImageNet-1K. We find that such a soft-thresholding model achieves slightly worse perfor-
mance–a drop of 3.2% top-1 accuracy—compared to the default CRATE-Base (with ReLU
activation).

Pre-training on ImageNet-21K. We study crate when pre-training with supervised
learning on a larger pre-training dataset, ImageNet-21K (Deng et al., 2009). This dataset
comprises 14,197,122 images distributed across 21,841 classes. For training, each RGB im-
age was resized to dimensions 3×224×224, normalized using means of (0.485, 0.456, 0.406)
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Table 13: Top 1 accuracy of crate on ImageNet-1k with different architecture design variants.
The SoftShrink activation Sλη is defined as Sλη(x) = sgn(x) · (|x| − λη)+, where sgn is the sign
function and (·)+ = max(·, 0).

Model MSSA-block ISTA-block ImageNet CIFAR 10* CIFAR 100*

crate-B default ReLU activation (default) 70.8% 96.8% 82.7%

crate-B default SoftShrink activation 67.6% 96.0% 76.8%

Table 14: Top 1 accuracy of crate on various datasets with different model scales when pre-trained
on ImageNet-21K and fine-tuned on the downstream datasets.

crate-T crate-S crate-B ViT-T ViT-B

# parameters 5.74M 14.12M 38.83M 10.36M 102.61M

ImageNet-1K 62.7 74.2 79.5 71.8 85.8
CIFAR10 94.1 97.2 98.1 97.2 98.9
CIFAR100 76.7 84.1 87.9 84.4 90.1
Oxford Flowers-102 82.2 92.2 96.7 92.1 99.5
Oxford-IIIT-Pets 77.0 86.4 90.7 86.2 91.8

and standard deviations of (0.229, 0.224, 0.225), and then subjected to center cropping and
random flipping. We set the mini-batch size as 4,096 and apply the Lion optimizer (Chen
et al., 2023c) with learning rate 9.6× 10−5 and weight decay 0.05. All the models, includ-
ing crates and ViTs are pre-trained with 90 epochs on ImageNet-21K. For fine-tuning on
downstream tasks, we use the AdamW optimizer Loshchilov and Hutter (2019) and config-
ure the learning rate to 5× 10−5, weight decay as 0.01. Due to memory constraints, we set
the batch size to be 128 for all experiments conducted for the base models and set it to be
256 for the other smaller models.

As summarized in Table 14, we evaluate transfer learning performance of crate by fine-
tuning models that are pre-trained on ImageNet-21k for the following downstream vision
classification tasks: ImageNet-1k (Deng et al., 2009), CIFAR10/CIFAR100 (Krizhevsky
et al., 2009), Oxford Flowers-102 (Nilsback and Zisserman, 2008), Oxford-IIIT-Pets (Parkhi
et al., 2012). We also evaluate the transfer learning fine-tuning performance of two ViT
models (-T/8 and -B/8) pre-trained on ImageNet-21K for reference. For both crate and
ViT models, we consider the image patch with size 8× 8.
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C.6 Ablation Study of ISTA Layer in CRATE

We study the role of the ISTA block in our white-box architecture design. Specifically, we
remove the ISTA block in crate and compare its performance with the default crate in
both vision and language tasks. The results are summarized in Table 15 and 16. We can
find that the constructed white-box transformers without the ISTA block is able to achieve
non-trivial performance on ImageNet. On the other hand, the white-box transformer crate
(with the ISTA sparsity block) achieves much better performance than crate without the
ISTA block, demonstrating the effectiveness of the sparsity block in our architecture design.

Table 15: Top 1 accuracy of crate with different architecture design variants when trained on
ImageNet.

Model MSSA-block ISTA-block ImageNet

crate-B default default 70.8

crate-B default ✗ 61.9

Table 16: Zero-shot cross-entropy loss of the crate-GPT2-Base model with and without the ISTA
block (lower is better).

MSSA-block ISTA-block OWT

crate-GPT2-Base default default 3.37

crate-GPT2-Base default ✗ 3.68

C.7 Ablation Study of MSSA Layer and ISTA Layer in CRATE and
Comparison with ViT

COCO Detection VOC Seg. ImageNet-1K
Model Attention Nonlinearity AP50 AP75 AP mIoU Accuracy

crate MSSA ISTA 2.1 0.7 0.8 23.9 74.2
crate-MLP MSSA MLP 0.2 0.2 0.2 22.0 79.2
crate-MHSA MHSA ISTA 0.1 0.1 0.0 18.4 77.8
ViT MHSA MLP 0.1 0.1 0.0 14.1 80.9

Table 17: Ablation study of different crate variants. We use the Small-Patch8 (S-8)
model configuration across all experiments in this table.

Both the attention block (MSSA) and the MLP block (ISTA) in crate are different from
the ones in the ViT. In order to understand the effect of each component of crate, we
study three different variants of crate: crate, crate-MHSA, crate-MLP, where we denote
the attention block and MLP block in ViT as MHSA and MLP respectively. We summarize
different model architectures in Table 17.
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For all models in Table 17, we first apply the same pre-training setup on the ImageNet-
21k dataset. The detection and segmentation results are evaluated on models pre-trained
on ImageNet-21k. Secondly, we further fine-tune the ImageNet-21k pre-trained models
on ImageNet-1k with 50 epochs and summarize the accuracy of different models in Table
Table 17. We then apply the coarse segmentation evaluation and MaskCut evaluation
(described in Section 4.3.2) to quantitatively compare the performance of different models.
As shown in Table 17, crate significantly outperforms other model architectures across all
tasks. Interestingly, we find that the coarse segmentation performance (i.e., VOC Seg) of
the ViT can be significantly improved by simply replacing the MHSA in ViT with the MSSA

in crate, despite the architectural differences between MHSA and MSSA being small. This
demonstrates the effectiveness of the white-box design.
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C.8 Additional Experimental Results of Layer-Wise Analysis

In this subsection, we provide additional experimental results on crate, including layer-
wise measurements and visualizations.

Layer-wise evaluation of compression and sparsity. Similar to Figure 14, we conduct
the layer-wise evaluation of compression term and sparsity for crate-Tiny, crate-Base,
and crate-Large in Figure 21. We observe similar behavior as mentioned in Section 4.2:
both the compression term and the sparsity term improves as the layer index increases.

Visualizing layer-wise token representations. In Figure 16, we visualize the token
representations Zℓ at different layers ℓ ∈ {1, . . . , 12}. We provide more results of the layer-
wise token representation visualization on other samples in Figure 22, Figure 23, Figure 24,
and Figure 25 (Model: crate-Base).
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(b) Sparsity (Model: crate-Tiny).
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(c) Compression (Model: crate-Base).
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(d) Sparsity (Model: crate-Base).
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(e) Compression (Model: crate-Large).

0 5 10 15 20 25
Layer index - 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Sp
ar

sit
y 

[IS
TA

 b
lo

ck
]

Measure output sparsity across layers

(f) Sparsity (Model: crate-Large).

Figure 21: Left : The compression term Rc(Zℓ+1/2) of the MSSA outputs at different layers. Right :
the sparsity of the ISTA output block, ∥Zℓ+1∥0/(d ·N), at different layers.
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Figure 22: Visualizing layer-wise token Zℓ representations at each layer ℓ. To enhance the visual
clarity, we randomly extract a 50×50 sub-matrix from Zℓ for display purposes. (Sample 1 )
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Figure 23: Visualizing layer-wise token Zℓ representations at each layer ℓ. To enhance the visual
clarity, we randomly extract a 50×50 sub-matrix from Zℓ for display purposes. (Sample 2 )
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Figure 24: Visualizing layer-wise token Zℓ representations at each layer ℓ. To enhance the visual
clarity, we randomly extract a 50×50 sub-matrix from Zℓ for display purposes. (Sample 3 )
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Figure 25: Visualizing layer-wise token Zℓ representations at each layer ℓ. To enhance the visual
clarity, we randomly extract a 50×50 sub-matrix from Zℓ for display purposes. (Sample 4 )
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C.9 Additional Experimental Results of Evaluating Compression and Sparsity
for ViT

We conduct experiments to evaluate the compression (Rc) and sparsity (ℓ0) of token repre-
sentations from each layer of a pre-trained ViT-Base (downloaded from https://github.

com/huggingface/pytorch-image-models). We summarize the results in Figure 26. We
find that without our white-box design, the vanilla ViT does not optimize our proposed
sparse rate reduction objective. This contrasts with the results shown in Figures 14 and
15 of the work, wherein we can observe that the compression term Rc and sparsity value
decrease layerwise for crate, in accordance with our theory.
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Figure 26: Left : The compression term Rc(Zℓ+1/2) of the multi-head self-attention outputs at
different layers. Middle: The sparsity of outputs of the MLP block, ∥Zℓ+1∥0/(d · N), at different
layers. Right : To get a more fine-grained understanding of the sparsity of MLP block outputs of ViT,
we use three different thresholds τ ∈ {1.0, 0.5, 0.1} and measure

∑
i,j 1{|Z

ℓ+1
i,j | < τ}/(d ·N), where

Zℓ+1
i,j represents the j-th element in the i-th token representation. (First row model: ViT-Small;

second row model: ViT-Base; third row model: our proposed crate-Small).
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C.10 Details and Experimental Results of Attention Map Visualization

We recapitulate the method to visualize attention maps in Abnar and Zuidema (2020);
Caron et al. (2021), at first specializing their use to instances of the crate model before
generalizing to the ViT.
For the kth head at the ℓth layer of crate, we compute the self-attention matrix Aℓ

k ∈ Rn
defined as follows:

Aℓ
k =

A
ℓ
k,1
...

Aℓk,N

 ∈ RN , where Aℓk,i =
exp(⟨U ℓ∗

k zℓi ,U
ℓ∗
k zℓ[CLS]⟩)∑N

j=1 exp(⟨U ℓ∗
k zℓj ,U

ℓ∗
k zℓ[CLS]⟩)

. (437)

We then reshape the attention matrix Aℓ
k into a

√
n×
√
n matrix and visualize the heatmap

as shown in Figure 20. For example, the ith row and the jth column element of the heatmap
in Figure 20 corresponds to the mth component of Aℓ

k if m = (i− 1) ·
√
n+ j. In Figure 20,

we select 4 attention heads of crate and visualize the attention matrix Aℓ
k for each image.

For the ViT, the entire methodology remains the same, except that the attention map
is defined in the following reasonable way:

Aℓ
k =

A
ℓ
k,1
...

Aℓk,N

 ∈ RN , where Aℓk,i =
exp(⟨Kℓ∗

k zℓi ,Q
ℓ∗
k z

ℓ
[CLS]⟩)∑N

j=1 exp(⟨Kℓ∗
k zℓj ,Q

ℓ∗
k z

ℓ
[CLS]⟩)

. (438)

where the “query” and “key” parameters of the standard transformer at head k and layer
ℓ are denoted Kℓ

k and Qℓ
k respectively.

Details about MaskCut. We apply the MaskCut pipeline (Algorithm 1) to generate
segmentation masks and detection bounding box (discussed in Section 4.3.2). As described
by Wang et al. (2023b), we iteratively apply Normalized Cuts (Shi and Malik, 2000) on
the patch-wise affinity matrix M ℓ, where M ℓ

ij =
∑K

k=1⟨U ℓ∗
k zℓi ,U

ℓ∗
k zℓj⟩. At each iterative

step, we mask out the identified patch-wise entries on M ℓ. To obtain more fine-grained seg-
mentation masks, MaskCut employs Conditional Random Fields (CRF) (Krähenbühl and
Koltun, 2011) to post-process the masks, which smooths the edges and filters out unrea-
sonable masks. Correspondingly, the detection bounding box is defined by the rectangular
region that tightly encloses a segmentation mask.

Algorithm 1: MaskCut

Hyperparameter: S, the number of objects to segment.
Function MaskCut(M):

for i ∈ {1, . . . , S} do
mask ← NCut(M) ; // mask is a boolean array

M ←M ⊙ mask ; // Equivalent to applying the mask to M
masks[i] ← mask;

endfor

return

Additional visualization of attention map. We provide additional experiments on
comparing the attention maps of crate and ViT in Figure 27.
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CRATE ViT ViTCRATE 

Figure 27: More attention maps of supervised crate and ViT on images from COCO
val2017. We select the second-to-last layer attention maps to visualize for crate and the
last layer for ViT.
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Appendix D. PyTorch code for CRATE

We provide PyTorch-style code for implementing our proposed network architecture crate,
including the encoder architecture in Section 2 and the decoder architecture described in
Section 3.

• In Appendix D.1, we provide the PyTorch-style pseudocode for the MSSA and ISTA

blocks.

• In Appendix D.2, we provide the PyTorch-style pseudocode for an encoder layer f ℓ of
the crate transformer.

• In Appendix D.3, we provide the PyTorch style pseudocode for a decoder layer gℓ of
the crate transformer.

• In Appendix D.4, as an example of all the top-level architectures we implement for
experiments in Section 4, we implement the crate image classifier.

D.1 PyTorch-Like Pseudocode for MSSA and ISTA Blocks

Algorithm 2: PyTorch-style pseudocode for MSSA block in transformer.

1 class MSSA:

2 # initialization

3 def __init__(self , dim , heads = 8, dim_head = 64, dropout = 0.):

4 inner_dim = dim_head * heads

5 project_out = not (heads == 1 and dim_head == dim)

6 self.heads = heads

7 self.scale = dim_head ** -0.5

8 self.attend = Softmax(dim = -1)

9 self.dropout = Dropout(dropout)

10 self.qkv = Linear(dim , inner_dim , bias=False)

11 self.to_out = Sequential(Linear(inner_dim , dim), Dropout(

dropout)) if project_out else nn.Identity ()

12

13 # forward pass

14 def forward(self , x):

15 w = rearrange(self.qkv(x), ’b n (h d) -> b h n d’, h = self.

heads)

16 dots = matmul(w, w.transpose(-1, -2)) * self.scale

17 attn = self.attend(dots)

18 attn = self.dropout(attn)

19 out = matmul(attn , w)

20 out = rearrange(out , ’b h n d -> b n (h d)’)

21 return self.to_out(out)
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Algorithm 3: PyTorch-style pseudocode for ISTA block in transformer.

1 class ISTA:

2 # initialization

3 def __init__(self , dim , dropout = 0., step_size =0.1, lambd =0.1):

4 super().__init__ ()

5 self.weight = nn.Parameter(torch.Tensor(dim , dim))

6 with torch.no_grad ():

7 init.kaiming_uniform_(self.weight)

8 self.step_size = step_size

9 self.lambd = lambd

10

11 # forward pass

12 def forward(self , x):

13 x1 = F.linear(x, self.weight , bias=None)

14 grad_update = self.step_size * F.linear(x1 - x, self.weight.

t(), bias=None)

15 output = F.relu(x - grad_update - self.step_size * self.

lambd)

16 return output
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D.2 PyTorch-Like Pseudocode for CRATE Encoder

Algorithm 4: PyTorch-style pseudocode for crate encoder.

1 class CRATEEncoder(Module):

2 # initialization

3 def __init__(self , dim , depth , heads , dim_head , dropout = 0.):

4 self.layers = []

5 self.depth = depth

6 for _ in range(depth):

7 self.layers.extend ([ LayerNorm(dim), MSSA(dim , heads ,

dim_head , dropout)])

8 self.layers.extend ([ LayerNorm(dim), ISTA(dim , dropout)])

9

10 # forward pass

11 def forward(self , x):

12 for ln1 , attn , ln2 , ff in self.layers:

13 x_ = attn(ln1(x)) + ln1(x)

14 x = ff(ln2(x_))

15 return x

D.3 PyTorch-Like Pseudocode for CRATE Decoder

Algorithm 5: PyTorch-style pseudocode for crate decoder.

1 class CRATEDecoder(Module):

2 # initialization

3 def __init__(self , dim , depth , heads , dim_head , dropout = 0.):

4 self.layers = []

5 self.depth = depth

6 for _ in range(depth):

7 self.layers.extend ([ LayerNorm(dim), Linear(dim)])

8 self.layers.extend ([ LayerNorm(dim), MSSA(dim , heads ,

dim_head , dropout)])

9

10 # forward pass

11 def forward(self , x):

12 for ln1 , lin , ln2 , attn in self.layers:

13 x_ = lin(ln1(x))

14 x = ln2(x_) - attn(ln2(x_))

15 return x

D.4 PyTorch-Like Pseudocode for CRATE Image Classifier
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Algorithm 6: PyTorch-style pseudocode for crate image classifier.

1 class CRATEClassifier(Module):

2 # initialization

3 def init(self , image_size , patch_size , num_classes , dim , depth ,

heads , channels = 3, dim_head = 64, dropout = 0., emb_dropout

= 0.):

4 # define patch , image dimensions and number of patches

5 image_height , image_width = pair(image_size)

6 patch_height , patch_width = pair(patch_size)

7 num_patches = (image_height // patch_height) * (image_width

// patch_width)

8 patch_dim = channels * patch_height * patch_width

9

10 # define patch embedding , positional embedding , dropout , and

transformer

11 self.to_patch_embedding = Sequential(Rearrange , LayerNorm(

patch_dim), Linear(patch_dim , dim), LayerNorm(dim))

12 self.pos_embedding = Parameter(random(1, num_patches + 1,

dim))

13 self.cls_token = Parameter(random(1, 1, dim))

14 self.dropout = Dropout(emb_dropout)

15 self.transformer = CRATEEncoder(dim , depth , heads , dim_head ,

dropout)

16

17 # define pooling , latent layer , and MLP head

18 self.pool = pool

19 self.to_latent = Identity ()

20 self.mlp_head = Sequential(LayerNorm(dim), Linear(dim ,

num_classes))

21

22 # forward pass

23 def forward(self , img):

24 x = self.to_patch_embedding(img)

25 b, n, _ = shape(x)

26 cls_tokens = repeat(self.cls_token , ’1 1 d -> b 1 d’, b = b)

27 x = concatenate ((cls_tokens , x), dim=1)

28 x += self.pos_embedding [:, :(n + 1)]

29 x = self.dropout(x)

30 x = self.transformer(x)

31 x = mean(x, dim = 1) if self.pool == ’mean’ else x[:, 0]

32 x = self.to_latent(x)

33 return self.mlp_head(x)
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