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ABSTRACT

The importance of task analysis skills in the fast changing world of Information Systems cannot be over-emphasized. One of
the objectives in this research was to analyze how effectively students could learn and apply two problem-solving
methodologies in the analyses of two types of tasks to enhance effective decision making. The reference or tested
methodology chosen was Systems Thinking, since it has been applied in a variety of settings or domains for many decades
already. The second methodology (Goldratt's thinking processes) is relatively new, but has been applied in the analysis of
constraint problems, especially in manufacturing, banking, healthcare, etc. After receiving the appropriate trainings, the
subjects in the study were assigned two types of tasks or problems in information systems. The first task was verified by a
group of experts to be dynamic, while the other was less complex (more static) in nature. The subjects in the study were
master’s degree students in Information Systems at a major university. The students were divided into four groups; with two
professors administering the training to the groups in a format that sought to minimize confounding. Several hypotheses were
generated and tested. It is believed that educators and managers could enhance their understanding of the dynamics of the two
methodologies in the analyses of tasks of varying degrees of complexity.

Keywords: Systems Thinking, Goldratt’s thinking Processes, Theory of constraints, Tukey multiple comparisons, Causal
loops, Systems archetypes, Content analysis, Inter-rater reliability.

1. INTRODUCTION way that reduces the negative effects of confounding.
Confounding may lead to the over-estimation or under-
estimation between exposure and outcome (Hoffman, 2005).

This study seeks to farther advance the contributions of ! , ;
Before we present a literature overview of various problem

problem solving in the greater scope of knowledge

management research stream by analyzing the effectiveness
of two methodologies in the articulation of solutions to two
classes of problems that could be of interest to organizations.

Since organizations are often made of workgroups or teams,
and workgroups are, in turn, made up of individuals, when
we speak of organizational learning or knowledge
management, aggregation necessarily has to be preceded by
analysis at the individual level (Marquardt, 1996; Liebowitz
and Beckman, 1998).

The study focuses on problem solving, rather than
knowledge management. More specifically, the study was
conducted to expose Information Systems graduate students,
and also evaluate graduate students’ abilities to apply two
holistic problem solving methodologies. The two
methodologies are: systems thinking and Goldratt’s thinking
processes. As will be reported more fully later in this study,
there were four groups of students involved, and two
professors conducted the training of the subjects in such a

solving methodologies that have been applied in analyzing
problems over the years, we make note of our rationale for
choosing to study the two methods discussed in this study:
both methodologies take a holistic approach in analyzing
tasks or problems (Caspari and Caspari, 2004; Ptak and
Schragenheim 2003). Thus, while philosophies such as Total
Quality Management and Just-in-Time are rooted in the
concept that improvement anywhere in the system, improves
the performance of the whole system, the two methods in
this study take a holistic approach. As pointed out in the
analogy by Umble and Spoede (1991), if a link other than the
weakest link in a chain is strengthened, the strength of the
whole chain is not increased (Umble and Spoede, 1991;
Motwani, et al., 1996).

While Systems Thinking has been applied to gain insight in
many organizational settings (including IS) over several
decades, Goldratt’s Thinking Processes has continued to gain
attention since the publication of Goldratt’s first book on the
subject, The Goal (Goldratt 1986). Initially, much of the
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Figure 1: Design of Study to Minimize Confounding Effect

applications of thinking processes were in manufacturing,
but it has also been applied in the service and even not-for-
profit settings (Bramorski, et al., 1997, Motwani, et al.,
1996). One of the objectives in this study was to extend its
application to IS settings. For comparative purposes, we used
the more established systems thinking methodology as a
reference methodology. In addition to testing the suitability
of each problem solving method to two types of problem
classes, we also investigated possible synergies between the
two methodologies.

The study is outlined as follows. In the literature review
section (section 2), we give a brief review of problem
solving methodologies that have evolved over the years. In
the section after that, we present the research methodology
that we used. Subsequent to that, we present a
conceptualization of the research model in section 4, under
which we introduce the basic components of both systems
thinking and Goldratt’s thinking processes. The hypotheses
generated and tested in the study are also discussed under
this major section. Then in section 5, we discuss the
validation of the research model. In this section, we reiterate
the composition of the four groups in the study, the basic
outline of the study, a description of how all subjects were
required to report their analyses of the two tasks they each
analyzed or solved using either of the two methodologies.
We also give a brief overview of the coding process used in
the study. In section 6, we present the results of the study,
starting with the pilot study results, and then the dynamic
task, followed by the static task results. The need to employ
multiple comparison method to investigate differences in
performance between groups is also presented in this section.
In section 7, we discuss the implications of the study for
management. The conclusion and plans for future research
are also presented in the same section. As noted in the
appropriate sections, some materials are presented in
appendixes at the end of this paper.

2. LITERATURE REVIEW

The literature acknowledges that the ability of individuals in
an organization to recognize problems and articulate
solutions to the ever-changing opportunities and threats
faced by their organization is a basic element for knowledge
building (Liebowitz and Beckman, 1998; Rubenstein-
Montano, et al., 2001).

Past research show how constructs such as software self-
efficacy are affected by various factors (Chung, et al., 2002;
Havelka, 2003; Harrison and Rainer, 1992). In this study, we
explore how the subjects’ performances in applying problem
solving methodologies in which they are trained depend on
the factors presented in the study. The basic design of the
study and choice of sample size are consistent with other
studies that have appeared in IS joumals such as Journal of
Information Systems Education (Beard and Peterson, 2003).

There have been various problem-solving methodologies
applied to enhance decision making (and knowledge
management) in organizations, including IS settings over the
decades (Couger, 1995; Couger, 1996; Liebowitz and
Beckman, 1998; Sanchez and Heene, 1997; Simon, 1977;
Simon, 1981; Smith, 1998). The general and heuristic
problem solving methods of Newell and Simon have been
widely adapted and used by researchers and practitioners
(Newell and Simon, 1972).

In addition to the above, other types of specific problem
solving methods such as the phase theorem have been
proposed (Bales and Strodtbeck, 1951; Lipshitz and Bar-Ilan,
1996; Witte, 1972). The literature on phase-theorem
approach offers numerous models. These models differ in
their emphasis on the descriptive or prescriptive facets of the
phase theorem, as well as in the number and nature of their
phases. While some models have only two steps or phases,
others have as many as eight.

Another group of researchers has proposed the creativity and
innovative techniques {Couger, 1988; Couger, et al., 1993;
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Couger, 1995). Creative techniques in problem solving were
developed to address the need to place more emphasis on
creativity. More recently, Smith has authored a text in which
he offers a list of problem solving methods (which include
the ones mentioned above), and domains of suitable
applications to enhance organizational knowledge
management (Smith, 1998 pp. 32-33).

Although the Smith (1998) text does not mention Systems
thinking, the methodology has been embraced as an effective
holistic method of analyzing problems (among other
applications) for many decades already because it takes a
dynamic perspective (Checkland and Holwell, 1998;
Checkland, 1999; Checkland and Scholes, 1999; Flood and
Jackson, 1991; Goodman, 1995; Senge, 1990; Senge et al,,
1994). Systems thinking has found various applications in
the IS discipline in settings such as decision support systems,
systems analysis and design, joint application development,
etc. (Courtney, 2001; Holsapple and Whinston, 1996).

More recently, Goldratt’s thinking processes has been used
to study constraints in business settings such as
manufacturing, banks, healthcare, pipeline, not-for-profit
settings, project management, etc. (Schragenheim, 1998;
Caspari and Caspari, 2004; Ptak and Schragenheim 2003;
Gattiker and Boyd, 1999; Cooper and Loe, 2000). Systems
thinking and Goldratt’s thinking processes have different
foundations. Systems thinking evolved from system
dynamics many decades ago, while Goldratt’s thinking
processes emerged out of the more recently conceived
Theory of constraints that was developed to study
bottlenecks in manufacturing settings (Goldratt, 1997;
Goldratt, 1999). However, the two have a major
commonality, and that is our main reason for choosing to
study Goldratt’s thinking processes relative to systems
thinking in an IS education setting. The two methods rely
heavily on the inter-relatedness of parts in a given system. In
other words, they both take a holistic perspective to studying
a system. The contention here that employing systems
thinking and Goldratt's thinking processes as problem
solving methods not only add to our tool kit, but that we
could gain some synergistic benefits, considering the fact
that both methodologies take a holistic perspective in
analyzing situations (Checkland, 1999; Senge, 1990;
Goldratt, 1999; Kendall, 1998; McMullen, 1998;
Schragenheim, 1998; Sterman, 2000). Another motivation is
to expose Information Systems students to the use of these
methodologies. We note that there is at least one consulting
group out there that uses these methodologies to improve the
performance of their client organizations (WORXZ, 2005).
Thus, exposing our students to these problem solving
methodologies could lead to entrepreneurial ventures.

3. RESEARCH METHODOLOGY

The study was designed to expose four groups of students
enrolled in a masters degree in IS program to the two
problem solving methodologies. Each group was made up of
13 students. Additionally, there was a pilot study conducted
on one subject per group to help fine-tune the final study and
coding. Further details of the composition of the four groups
and format used in delivering the trainings are given below.

3.1 Description of the Setup of the Study

As depicted in Figure 1, the 52 graduate students pursuing
master’s degrees in Information Systems who participated in
the study were divided into four groups (13 students per
group). Additionally, there were four pilot study subjects
(one per group) used to fine tune the study and train two
independent coders on how to code the data from the study.
The first group of 13 subjects received training in systems
thinking methodology, while the second group received
training in Goldratt's thinking processes. The third group (the
combined group) was trained in both systems thinking and
Goldratt’s thinking process. Subjects in the control group
(group four) were drawn from a pre-requisite class in which
neither of the two concepts or methodologies was discussed.
Subjects in the control group were asked to analyze the tasks
or problems assigned using whatever heuristics or
methodologies they might already have been exposed to.
Assignment to each group depended on the course in which
the subjects were enrolled. As outlined in Figure 1, the
training of subjects was conducted by two professors to
reduce the effects of confounding that could have results if
only one professor conducted training across the groups.

3.2 Composition of the Four Groups in the Study

The systems thinking group (group 1) was made up of 7
males and 6 females, while the Goldratt's thinking processes
group consisted of 11 males and 2 females. The combined
group (group 3) consisted of 8 males and 5 females. Finally,
the control group had 6 males and 7 females. Thus, there
were a total of 32 males and 20 female students in the actual
study. Of the 4 students in the pilot study, there were 2 males
and 2 females.

3.3 Brief Outline of Tasks and Responses

After the training sessions, each subject was given two tasks
to analyze individually. Based on consultation with experts,
the first task was deemed to be relatively more dynamic in
nature, while the second task was considered to be static. A
description of the tasks is given later in this study (in the
validation of research model section - section 5). As
discussed in section 5, the responses from all 52 subjects in
the actual study were analyzed to determine each subject’s
ability to identify the key variables in each task, as well as
their ability to identify and apply the appropriate tools to
analyze each task. All the subjects in the study were asked to
provide as much feedback as possible on their analyses of
the two tasks assigned. They were asked to think out loud
and write down their thoughts as they analyzed the tasks.
Thus, there were both quantitative and qualitative aspects to
each student’s responses. What we gleaned from the
responses is discussed later in this paper.

In addition to the primary investigator, two independent
coders were trained to code all responses. Inter-rater
reliabilities across the coders are discussed later in section 6
(results of study). In the next section, we present overviews
of systems thinking and Goldratt’s thinking processes, as
well as the hypotheses that were tested in the study.
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4. CONCEPTUALIZATION OF THE
RESEARCH MODEL

As mentioned earlier, the research model is as given in
Figure 1. Also, the make-up of the participants in the four
groups in the study is as given above in section 3 above.

While an extensive discussion of the systems thinking and
Goldratt’s thinking processes methodologies used in this
research is beyond the scope of this paper, a brief outline of
the two is given in the next two sub-sections. The referenced
cited provide ample discussions of the two methodologies.

4.1 An Overview of Systems Thinking

Systems thinking is a conceptual framework that considers
problems in their entirety (Hall, 2004; Senge, 1990;
Rubenstein et al., 2001, Checkland, 1999). It offers a method
of reflecting about "organizational processes” rather than
"snapshots” which is pervasive in reductionism (Senge,
1990). The approach of systems thinking is fundamentally
different from that of traditional forms of analysis.
Traditional analysis focuses on the separating the individual
pieces of what is being studied; in fact, the word "analysis"
actually comes from the root meaning "to break into
constituent parts” (Aronson, 2004; Senge, 1990). Systems
thinking, in contrast, focuses on how the thing being studied
interacts with the other constituents of the system—a set of
elements that interact to produce behavior—of which it is a
part. This means that instead of isolating smaller and smaller
parts of the system being studied, systems thinking works by
expanding its view to take into account larger and larger
numbers of interactions as an issue is being studied. This
results in sometimes strikingly different conclusions than
those generated by traditional forms of analysis, especially
when what is being studied is dynamically complex or has a
great deal of feedback from other sources, internal or
external (Aronson, 2004; Checkland, 1999; Senge, 1990).
Thus, the character of systems thinking makes it extremely
effective on the most difficult types of problems to solve:
those involving complex issues, those that depend a great
deal dependence on the past or on the actions of others, and
those stemming from ineffective coordination among those
involved. Over the past several decades, systems thinking
has been utilized in the analyses of various tasks in IS and
other types of organizations. Given this appeal and prior
research validations, systems thinking was chosen as the
reference or tested methodology for this study.

Some of the tools used in systems thinking to solve problems
include the following: (a) causal loop and stock-and-flow
diagrams, (b) behavior-over-time diagrams, (c) systems
archetypes, (d) structural diagrams, and (e) simulations
(Goodman, 1995).

“Causal loop” and “stock-and-flow diagrams” provide a
useful way to represent dynamic interrelationships. They
convey one's comprehension of a system's structure; it
provides a visual representation to help communicate that
understanding in a succinct form (Goodman, 1995).

“Behavior-Over-Time Diagrams” capture the dynamic
relationship among variables (not just simple line
projections). For example, this tool could be applied to yield
a better projection of the relationship between user
involvement (or a lack thereof) in systems design or joint
application development and eventual adoption or resistance
to adoption. It could also be used to study the interaction
between sales, inventory management, and production. By
sketching the behavior over time of different variables, a
better insight of the interrelationships could be achieved.
Dynamic time concepts regarding changes in both the
environment and organization are stressed (Kolarik, 1999).
"Systems archetypes" is the name given to certain common
dynamics that seem to reoccur in many different
organizational settings. These archetypes consist of various
combinations of balancing and reinforcing loops. They could
be applied in articulating a problem. The following are
examples of systems archetypes, and are briefly described in
Appendix A: (a) balancing process with delay, (b) limits to
growth or success, (c) shifting the burden, (d) shifting the
burden to the intervenor, (€) eroding goals, (f) escalation, (g
success to the successful, (h) tragedy of the commons, (i)
fixes that fail or backfire, and (j) growth and under-
investment (Goodman, 1995; Senge, 1990; Senge et al.
1994).

“Structural diagrams™ are high level diagrams useful for
clarifying relationships between variables (Goodman, 1995;
Senge, 1990; Senge et al. 1994). They are particularly
helpful for quantifying the effects of variables that are
difficult to measure (e.g., employee morale or time pressure).

4.2 An Overview of Goldratt’s Thinking Processes

The thinking processes as postulated by Eliyahu Goldratt are
really sub-components of his larger discipline: The Theory
of Constraints. Areas in which the theory has been much
applied include: day-to-day factory scheduling, project
management, process improvement, constraints analyses in
banks, etc. (McMullen, 1998; Schragenheim, 1998; Goldratt,
1999; Kendal, 1998). Unlike the well established systems
thinking that has been around for many decades, Goldratt’s
thinking processes were developed less than 20 years ago,
and is yet to find wide-spread application in pure IS settings.

Theory of constraints is based on five focusing steps. The
steps are: (a) identify the system's constraint, (b) decide how
to exploit the constraint, (c) subordinate everything to that
decision, (d) elevate the system's constraint, and (e) return to
the first step, and don't let inertia become the new constraint
(Goldratt, 1986; Kendall, 1998; McMullen, 1998).

The thinking processes address following three questions: (a)
what to change?, (b) what to change to?, and (c) how to
effect or cause the change? (Goldratt, 1994; Kendall, 1998;
Mabin and Balderstone, 2000; McMullen, 1998;
Schragenheim, 1998; Smith, 2000; Cooper and Loe, 2000)

The questions posed in the previous paragraph could be
answered by a careful use of a set of tools that have been
developed as a part of Goldratt's thinking processes. The
tools comprise of the following five logic trees, and were
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applied in this Information Systems study to help solve some
problems to enhance decision making. After summarizing
the logic trees, we provide a list of references that give
further discussion of the material.

(1) Current Reality Tree: A process to separate symptoms
from their underlying causes and identify a core problem --
the focus of the improvement effort.

(2) Conflict Resolution Diagram (or Evaporating Cloud): A
technique that shows why the core problem was never
solved; it fosters a new, breakthrough idea.

(3) Future Reality Tree: The strategic solution to the core
problem, identifying the minimum projects and ideas
necessary to cause improvement.

(4) Prerequisite Tree: The detailed plan of all obstacles in
the Future Reality Tree.

(5) Transition Tree: The actions that need to be implemented
to fulfill the plan.

Detailed discussions of the logic trees, and indeed theory of
constraints, and Goldratt’s thinking processes are available
in the following references: (Goldratt, 1994; Kendall, 1998;
Mabin and Balderstone, 2000; McMullen, 1998;
Schragenheim, 1998; Smith, 2000).

It should be noted that, while the two methods problem
solving methodologies used in this study are similar in some
respects, they are different in others. For example, systems
thinking has been tested to be suitable for analyzing and
solving problems in dynamically complex situations, while
the relatively new Goldratt's thinking process is has gotten
more exposure in constraint analyses settings as mentioned
earlier. These settings are thought to be less dynamic (or
more static) in nature. However, the two methods have an
underlying similarity, in that they both take into account the
interrelatedness of a given system’s parts when the system is
analyzed. We posit that the holistic perspective as a main
element of Goldratt’s thinking process warrants investigating
it suitability for various Information Systems applications.
When one considers the inherently short life cycles in
Information Technology, it seems reasonable to apply
holistic problem solving methods to enhance decision
making and knowledge management. Furthermore, we were
interested in verifying possible synergistic benefits from
using the two methods.

Although there is no clear demarcation between dynamic and
static problems in real life, (since the two exist along a
continuum) it is safe to think of dynamic situations or
problems as those that exhibit some discontinuity in time and
space -- there tend to be some significant time delay (lag)
between when a proposed solution is embarked upon and
when the solution is finally realized or completed. Possible
examples include new software development in a fiercely
competitive world, or an initiative to address urban housing
shortage in the midst of migration to suburbs. Examples of
static problems could be a decision to purchase a home or the

investigation of a bottleneck in a manufacturing setting
(Schragenheim, 1998; Sterman, 2000).

The tasks that were assigned to the students were designed to
test for these differences in orientation (or focus) between
the two methodologies. Based on the assessment of a group
of experts, one of the two tasks was deemed to be dynamic in
nature, while the other was more static. All subjects in all
four groups were assigned the same two tasks to analyze
within a total of eighty minutes. The following hypotheses
were designed based on our beliefs about the two
methodologies being investigated. The hypotheses will be
revised in section 6 when we present the results of the study.

4.3 The Hypotheses in the Research

The conjectures or hypotheses about the two task analysis
methods that were used to assess the students’ competency in
applying the skills gained from exposure to the said methods
are presented in this sub-section. The hypotheses were tested
by collecting and analyzing each student’s responses to the
two problems or tasks assigned.

Based on the research design presented earlier, the following
ten hypotheses were developed. The data from the study
were coded, and the content analysis was conducted to test
the various hypotheses. At the end, decisions were made
(based on results) whether to accept or reject the hypotheses-
-a deductive process. The decisions are presented in the
implications section (section 7).

Note: Hypotheses HO1 and HO2 are to test if training in a
particular methodology helps subjects achieve better results
when solving tasks of a given domain (either dynamic or
static).

HO1: If the task is dynamic in nature, the performance of
subjects trained in the use of the systems thinking
methodology will, on average, be similar with those that
received training in other methodologies or received no
training.

HO2: If the task is static in nature, the performance of
subjects trained in the use of the Goldratt's thinking
processes methodology will, on average, be similar with
those that received training in other methodologies or
received no training.

Note: Hypotheses H03, H04, HOS, and H06 would reveal the
effect of receiving training (as measured by performance) in
a particular methodology regardless of task domain (across
domain tests).

HO03: Regardless of the task domain, subjects trained in the
use of the systems thinking methodology will, on average,
achieve results that are of similar quality as those trained in
other methodologies or received no training.

HO04: Regardless of the task domain, subjects trained in the
use of Goldratt's thinking processes methodology will, on
average, achieve results that are of similar quality as those
trained in other methodologies or received no training.
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HO5: Regardless of the task domain, subjects trained in the
use of both systems thinking and Goldratt’s thinking
processes methodologies will, on average, achieve results
that are of similar quality as those trained in other
methodologies or received no training.

H06: Regardless of the task domain, subjects that received
no training in any task analysis methodology will, on
average, achieve results that are of similar quality as those
trained in the use of either or both methodologies.

Note: Hypothesis HO7 seeks to investigate possible
synergistic benefits of receiving training in both systems
thinking and Goldratt’s thinking processes methods,
regardless of task domain.

HO07: Regardless of the task domain, subjects trained in both
systems thinking and Goldratt's thinking processes will, on
average, achieve results that are of similar quality with those
that were trained in the use of either methodology or those
that received no training.

Note: Hypotheses H08 and H09 are meant to test the extent
to which subjects that received training in both
methodologies would use a specific method when solving
tasks that are perceived to be of a specific domain.

HO8: Subjects trained in both systems thinking and
Goldratt's thinking processes will be just as likely to use
systems thinking tools as they would Goldratt's thinking
processes tools to solve tasks that they perceive to be
dynamic in nature.

H09: Subjects trained in both systems thinking and
Goldratt's thinking processes will be just as likely to use
Goldratt’s thinking processes tools as they would systems
thinking tools to solve tasks that they perceive to be static or
less dynamic in nature.

Note: Hypothesis H10 is meant to test the similarity in
performance of subjects that received training a given
methodology or methodologies when solving tasks that are
of different domains.

H10: Subjects trained in a particular method will, on
average, achieve results that are of similar quality,
regardless of task domain.

The discussion as to whether to accept or reject the various
null hypotheses listed above is presented later in this report.
In the next section, we present how the research model was
validated.

5. VALIDATION OF THE RESEARCH MODEL

Attempts were made to have the groups and subjects as
homogeneous as possible. To this end, masters degree
students at the same university were used in the study. In
addition to the 52 graduate students in the master of
information systems program who participated in this study,
there were 4 other students used in the pilot study (1 per
group) to fine-tune the study and train the two independent
coders and primary investigator. As depicted in Figure 1,

there were 13 students in each of the four groups. The
decision to have a sample size of thirteen is consistent with
other studies that have been done using content analysis
(Ford et al., 1989; Lohse and Johnson, 1996; Russo et al.,
1989; Beard and Peterson, 2003). The gender composition of
the groups is as given in section 3.2 above.

All the participants in the study were required to fill out a
consent form. As expected in studies that call for the
participation of human subjects, protection of the human
subjects is an important consideration. With this in mind, all
the appropriate procedures to protect human safety, privacy,
and dignity were observed. Consent from the committee for
the Protection of Human Subjects at the university was
obtained prior to beginning the experimentation.
Participation in the study was on a voluntary basis. Those
who did not want to participate were given the option to
work on alternative projects. All those who agreed to
participate in the study or other projects were rewarded with
extra credit points based on performance.

Students were guaranteed that their responses would be
anonymous and that they had the right to withdraw from the
study at any time without penalty. As mentioned above,
those who chose not to participate in the study were assigned
other tasks for which they received equal reward as those
who participated. We now present the basic outline of the
study, the description of how the students were asked to
present their analyses of the two tasks assigned, and a
description of the coding process used.

5.1 Basic Outline of the Tasks in the Study

After the training sessions were completed, each student
solved two tasks (one dynamic and one static, as determined
by a group of experts). Each student was allowed 80 minutes
to solve both tasks. They were also encouraged to do their
very best in analyzing each of the two tasks using the
methodology that they felt was most appropriate for each
task. All subjects were asked to write down or sketch all
thoughts, diagrams, etc. that they thought was relevant to the
analysis of each task. The two tasks used in the study, as
well as the instructions for the study are given in Appendix
B.

5.2 Choice of Task-Analysis Reporting Format

All subjects were asked to "think out-loud" as they analyzed
the tasks or problems. Each subject wrote down his or her
thoughts about the analysis from start to finish. Also, the
subjects were encouraged to sketch any diagram they felt
contributed to the richness of the solutions to the tasks. The
responses were later graded (coded) by two independent
coders and the primary investigator using the guideline
outlined in Appendix C. Each student was required to
identify all relevant variables and how they applied the
appropriate tools to analyze each task. There are various
types of recording subjects’ responses in students. For
example, verbal protocol (Curley, et al., 1995; Ford et al.,
1989), computer mouse, eye-ball movement on computer
screen (Abelson and Levi, 1985; Lohse and Johnson, 1996),
eye-ball movement on document, written words and/or
sketches (Ramesh and Browne, 1999), etc. We instructed
each student to use written words and sketches to convey
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ANOVA: Single Factor. Independent Coder's Report on Dynamic Task (a = 0.05)
Groups Count Sum Average Variance

Systems Thinking 13 963.7 74.13 62.08
Goldratt’s Thinking. Proc. 13 616.1 47.39 186.27
Combined Group 13 836.6 64.35 249.32
Control Group 13 273.4 21.03 44.44
ANOVA
Source of Variation SS df MS F P-value | Fcrit
Between Groups 21091.39 3 7030.46 51.87 4E-15 2.80
Within Groups 6505.42 48 135.53 '
Total 27596.80 51

Table 1: Summary of Independent Coder’s Report of Dynami¢ Task

their mastery of the method they used to analyze each task.
The choice was due, in part, to the fact that this method has
been used and validated in other studies as pointed out
above. After the subjects submitted their written responses,
the next phase of the validation process was to code the
responses. The coding process is the subject of the next sub-
section. The two professors who conducted the training had
also emphasized this fact during the training sessions held
prior to conducting the actual study.

5.3 Overview of the Coding Process

The research entailed coding and analyzing the contents of
the subjects’ responses. Coding can be defined as the
analytic processes through which data are fractured,
conceptualized, and integrated to form a theory (Strauss and
Corbin, 1998). It is a method that has been used (along with
content analysis) extensively in the humanities and social
sciences disciplines. This method of research was originally
developed by two sociologists (Barney Glaser and Anselm
Strauss), but has gained much application in Information
Systems research over the years (Curley et al., 1995; Strauss,
1978; Glaser and Strauss, 1967; Strauss, 1987).

The responses from all 52 students were analyzed by two
independent coders and the primary investigator or
experimenter in this study. The bases for the coding for both
tasks are outlined in Appendix C. Each coder coded each
student’s response independently. This was to measure the
student’s ability- to identify variables and effective use of
appropriate tools used to analyze each of the two tasks
assigned. The grade assigned to each subject by each coder
across the various items listed in Appendix C was compared
against other coders’ grades for that given subject, and the
overall inter-rater reliability as well as Cohen’s Kappa
calculated. These measures capture the extent of agreement
between coders as to the performance of the students in the
various groups. As mentioned earlier, pilot study using one

subject per group was used to facilitate the training of the
coders and to refine the study. The results from pilot study
and the actual study are presented in the next section.

6. RESULTS AND DISCUSSIONS

The data gathered and analyzed in the experiment were in
two parts: pilot and full studies. The data gathered from the
pilot study was used to fine-tune the coding scheme, to train
the coders, and to codify the full study. As mentioned
earlier, the first task was designed to be more dynamic in
nature, while the second task was more static in nature. The
coders were trained to analyze or interpret each subject’s
response to both questions using two levels of grading. To
accomplish this, each of the two tasks was broken into two
parts (as far as the coding process was concerned). The
coding scheme of the first part measured the subjects’
understanding of the variables or forces at play in the task at
hand, while the second part sought to evaluate the subjects’
use of the tools employed in analyzing the task. Each of the
subjects’ responses to a given task was graded by each coder
independently on a scale of zero to 100 percent.

6.1 Pilot Study Results

The pilot study consisted of a total of four subjects. Each
subject analyzed two tasks and the first task (the dynamic
one) had a total of 22 items while the second task (static) had
a total of 19 items, it means each subject was graded on a
total of 41 items across the two problems. This implies that
any two coders could agree on a maximum of 41*4 =164
items in the pilot study. Based on this, the following inter-
rater reliability and Cohen’s Kappa figures were calculated.
The inter-rater reliability numbers obtained were: Coders #1
and #3 = 87.2%, Coders #1 and #2 = 72.6%, and Coders #2
and #3 = 81.1%.
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Inter-rater reliability of 70% has come to be the accepted
standard in studies of this nature since the publication of
Krippendorff’s  (1980) book on content analysis
(Krippendorff, 1980; Weber, 1990). It should be mentioned
here that the inter-rater reliability between coders #1 and #3
in the pilot study is higher than the other reliability numbers
because it was driven by the fact these two coders assigned
similar grades to the control group pilot subject. The
Cohen’s Kappa obtained were as follow: Coders #1 and #3 =
68.4%, Coders #1 and #2 = 67.1%, and Coders #2 and #3 =
68.0%.

6.2 Results of the Study

The results obtained in the full study that comprised of the
52 subjects will be presented in this sub-section. The
interpretation and implications of the results will be
presented as well, so will the tests and the acceptance or
rejection of the various hypotheses listed in the previous
section.

As would be recalled, there were two independent coders
utilized in this study. The inter-rater reliability between the
independent coders and the experimenter were similar. For
the rest of the discussion, data from only one of the
independent coders will be reported. The inter-rater
reliability between this particular coder and the experimenter
for the full study was 76.17%, which, as already pointed out,
is acceptable for studies of this nature. Cohen’s Kappa for
the full study between he coder and the experimenter was
calculated to be 0.66.

6.3 Dynamic Task Performances of the Four Groups

We start the presentation of the analyses with the first task,
the dynamic task. As could be seen from Table I, the
analysis of variance (ANOVA) indicates that the
performance of the systems thinking group subjects was
judged to be superior relative to that of the other three
groups. The second best is the combined group, followed by
the Goldratt’s thinking processes group, and then the
control group. As indicated by the p-value in Table 1, there
Is a very significant difference in the performance of the
various groups at the normal alpha level of 0.05. However, it
is not obvious where the significance lies. This is why
multiple comparisons tests (pair-wise comparisons) were
done. The results of the pair-wise comparisons will be
presented in the next sub-section.

6.3.1 Choice of Multiple Comparisons Method for
Dynamic Task

Theoretically, the investigation of the source or sources of
the significance reported in Table 1 entails doing pair-wise
comparisons between all possible combinations of treatments
(groups), although in practice, the comparisons are usually
necessary only for the treatments that are suspected to have
some significant differences. In this report, all the possible
combinations are considered (Neter, Wasserman, and
Kutner, 1985; Winer, et al., 1991). Since there are four
groups, there are (n-1)! = 6 possible multiple comparisons.
There are numerous methods of doing multiple comparisons.
These include Bechhofer-Dunenett, Dunn-Bonferroni,
Scheffe, etc. (Neter, et al., 1985; Winer, et al., 1991). In this

study, we selected the Tukey multiple comparison method.
The Tukey method was chosen over the others because
research has shown that if all factor level sample sizes are
the same, the Tukey method is more conservative than the
others. Also, if only pair-wise comparisons are to be made,
the Tukey method gives narrower confidence limits, and is
therefore the preferred method (Neter, et al., 1985). It
should be pointed out that the Microsoft Excel method of
doing multiple comparisons was not used here because it has
an inherent drawback in that type 1 error (i.e., @) is not fixed.
This could lead to a wrong conclusion or observation,
especially if the difference in the particular pair being
investigated is only marginally significant or insignificant.
On the other hand, although the Tukey method is more
tedious, in that it involves manual calculations and
consulting statistical tables, its type 1 error is fixed. With
fixed alpha level, the risk of making the wrong conclusions
is minimized.

6.3.2 Dynamic Task Multiple Comparisons

Using a fixed level of significance of 0.05, the Tukey
method was used to investigate the source or sources of the
significant effects reported in Table 1. To do this, we need to
get F(0.95, 3, 48) = 2.78 from a statistical table of “Critical
value of the F distribution for o = 0.05”. The F(0.95, 3, 48)
is based on the fact that we are doing the calculations for
95% confidence level, with four groups (r-1 = 4-1 = 3), the
degrees of freedom (df = nr - r = 13*4 - 4 = 48). Next, we
make note of the fact that F = 51.87 (from Table 1) or from
F* = MSTR/MSE = 7030.46/135.53 = 51.87. Since 51.87 >
2.78, we know that the means of the treatments (groups’
performances) differ significantly.

Next, from a statistical table of “Critical Value of
Studentized Range Distribution for a = 0.05”, the Tukey
multiple comparisons for a family confidence coefficient of
0.95, with four groups and 48 degrees of freedom, we find
q(0.95, 4, 48) = 3.76. Now the value of T (the Tukey
adjustment factor) can be calculated from the formula T =
0.707(q). Thus, T = 0.707(3.76) = 2.66. Further, since equal
sample sizes were employed in the research, we need to
calculate the value of MSE(1/n + 1/n) = 135.53(1/13 + 1/13)
= 20.85, which yields an Sx of 4.56. Thus, we obtain TSx =
2.66(4.56) = 12.13.

The pair-wise confidence intervals with 95 percent family
confidence coefficient therefore can be calculated from the
general equation for confidence interval ( X — TSx to X +
TSx). A summary of the 6 multiple comparisons is given
next in Table 2. From the ranges indicated, it is easy to
determine which pair or pairs of groups have significant
differences in analyzing the dynamic task. Note that for
convenience, the group means or averages for systems
thinking, Goldratt’s thinking processes, combined group, and
the control group reported in Table 1 are reported in Table 2
as pl, p2, u3, and p4 respectively. This format of reporting
confidence intervals is common in research methods and
statistics (Neter, et al., 1985; Siegel, 2000).

As reported in Table 2, there were significant differences in
the performance of the groups in terms of their performance
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Pair Being Compared

Significant?

Systems Thinking versus Goldratt’s Thinking Process:

-38.83=(47.4—-74.1)— 1213 <p2 - pl < (47.4-74.1) + 12.13 =-14.57

YES,
Systems thinking group did better.

Systems Thinking versus Combined Group: NO
-21.83=(64.4—74.1)—12.13 <p3 - ul <(64.4-74.1)+12.13 = 2.43
Systems Thinking versus Control Group: YES,
-65.23=(21.0-74.1)-12.13 <p4 - u1 <(21.0-74.1) + 12.13 = -40.97 Systems thinking group did better.
Goldratt’s Thinking Processes versus Combined Group: YES,
-29.13=(47.4—64.4)— 1213 <p2 - u3 < (47.4-64.4) +12.13 =-4.87 Combined group did better.
Goldratt’s Thinking Processes versus Control Group: YES,
14.27=(474-21.0)—12.13 < p2 - u4 < (47.4-21.0) + 12.13 = 38.53 Goldratt’s TP group did better
Combined Group versus Control Group: YES,
31.27=(64.4—-21.0)—12.13 < u3 - p4 < (64.4-21.0) + 12.13 = 55.53 Combined group did better.

Table 2: Summary of Dynamic Task Multiple Comparisons Using Tukey

in the analysis of the dynamic task. The difference between
the systems thinking and the combined group was not
significant at alpha level of 0.05.

The reason for the differences between the control group and
the other three groups is more or less obvious. Since the
control group subjects were not exposed to any of the
methods, they lacked the experience to analyze tasks
assigned in this study. The observed difference between the
systems thinking and the Goldratt’s thinking processes
groups is also expected.

As other studies in the IS discipline (and elsewhere) suggest,
the systems thinking methodology is suitable for solving
tasks that are more dynamic in nature (Checkland, 1999;
Senge, 1994; Aronson, 2004). The fact that there was no
significant difference between the systems thinking and the
combined group could be due to the fact that the combined
group had enough systems thinking trained subjects in it to
make the overall combined group’s score approach that of
the systems thinking group.

6.4 Static Task Performances of the Four Groups

In comparing the performance of the four groups across the
two tasks, it was realized that there were significant
differences between some of the groups. The ANOVA
analysis from which this conclusion was drawn is
summarized in Table 3. The p-value (3.3E-10 or
approximately zero) reported calls for further investigations
of the source or sources of the differences, similar to what
was done with the data from the analysis of the first task.
Without repeating the calculations, the multiple comparisons
for the static task are presented in the next sub-section.

6.4.1 Static Task Multiple Comparisons using Tukey
Multiple comparisons of the groups’ performances on the
static task using the Tukey method are summarized in Table
4. As reported in Table 4, there were significant differences
at the traditional 95 percent confidence level in the
performance of some of the groups in terms of their
performance in the analysis of the static task. The significant
differences in the averages of the control group and the other
three groups could be attributed to the fact that the control
group subjects had no formal training in any task analysis
method.

The failure to have significance in the averages achieved by
the combined group versus the systems thinking group could
be attributed to the fact that there were enough subjects in
the combined group who were able to extend their skills in
analyzing dynamic tasks to the much less dynamic (static)
case. Furthermore, the combined group was made up of
subjects who were trained in both task analysis methods. The
group benefited from synergistic effects of the dual methods
training.

6.4.2 Analysis of Group Performances across Task
Domains

It is of interest to compare the performance of the four
groups with respect to the two task domains investigated in
the study. Is the average performance of a given group
similar across task domains? This question was answered by
doing multiple t-tests within groups across the two task
domains.

As would be recalled from previous sub-sections of this
section, the variances in the performance of the groups were
unequal. The results of the “t-test: Two-Sample Assuming
Unequal Variances” are summarized in Table 5.
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ANOVA: Single Factor. Independent Coder's Report on Static Task (o = 0.05)
Groups Count Sum Average Variance

Systems Thinking 13 845.8 65.06 240.57
Goldratt’s Thinking,. Proc. 13 759.1 58.39 78.71
Combined Group 13 944.7 72.67 202.22
Control Group 13 416 32.00 96.15
ANOVA

Source of Variation SS df MS F P-value F crit.
Between Groups 12186.8 3 4062.27 26.31 3.3E-10 2.80
Within Groups 7411.73 48 154.41
Total 19598.6 51

Table 3: Summary of Independent Coder’s Report of Static Task

From Table 5, we notice that although the systems thinking
group achieved a better average in analyzing the dynamic
task, the group did well enough in analyzing the less
dynamic (static) task to make the difference in the group’s
average across the two tasks were (marginally) insignificant
at the 95 percent confidence level. The group’s higher
average score in analyzing the dynamic task is in line with
what we predicted earlier.

Also as predicted, the average achieved by the Goldratt’s
thinking processes group is higher for the static task. While
the group’s average was not as high as expected, the group
did perform significantly better in analyzing the task that was
of static domain. The combined group achieved average

scores that were not significantly different across task
domains. As explained earlier, the generally superior
performance by the combined group may be due to the
benefits of the synergistic benefits of having received
training in both methodologies.

While, as expected, the control group did not do very well,
the group’s average score on the static task is significantly
better than its score on the more dynamic task. This result
makes sense. The static task has less number of variables,
therefore, less complex. Thus, even someone with no formal
training in task analysis methods would do better analyzing
such a task relative to a dynamic task.

=46.01 = (32.0 - 65.06) — 12.95 < p4 - ul < (32.0 — 65.06) + 12.95 = -20.11

Pair Being Compared Significant?
Systems Thinking versus Goldratt’s Thinking Process: NO
219.62 = (58.39 — 65.06) —12.95 < nu2 - p1 < (58.39 — 65.06) + 12.95 = 6.28
Systems Thinking versus Combined Group: NO
=3.34 = (72.67 - 65.06) — 12.95 < p3 - ul < (72.67 — 65.06) + 12.95 = 20.56
Systems Thinking versus Control Group: YES,

Systems thinking group did better.

13.44 = (58.39 — 32.0) — 12.95 < p2 - pd < (58.39 — 32.0) + 12.95 = 39.34

Goldratt’s Thinking Processes versus Combined Group: YES,
=27.23 = (58.39 -~ 72.67) —12.95 < 2 - p3 < (58.39 - 72.67) + 12.95 = - 1.33 Combined group did better.
Goldratt’s Thinking Processes versus Control Group: YES

—_—1
Goldratt’s TP group did better.

Combined Group versus Control Group:

27.72=(72.67 - 32.0) — 12.95 < u3 - p4d < (72.67 — 32.0) + 12.95 = 53.62

YES,
Combined group did better.

Table 4: Summary of static Task Multiple Comparisons Using Tukey
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Dynamic Static tStat | two-tail two-tail | Significant?
task Task p-value t-crit.
Group Mean Mean
Systems Thinking Group 74.13 65.06 1.88 0.08 2.10 NO
Goldratt’s Thinking Proc. 47.39 58.39 -2.44 0.02 2.08 YES
Combined Group 64.35 72.67 -1.41 0.17 2.06 NO
Control Group 21.03 32.00 -3.34 0.003 2.08 YES
Table 5: Independent Coder’s Comparison of Task Domains

7. CONCLUSION, IMPLICATIONS TO
MANAGEMENT AND FUTURE RESEARCH

The view that problem solving processes and skills are
vehicles for connecting knowledge and performance in IS
organizations and elsewhere has been established (Gray and
Chan, 2000; Gray, 2001; Bamey, 1991; Cohen and
Levinthal, 1990; Prahalad and Hamel, 1990; Rubenstein et
al., 2001). As pointed out earlier, while the thrust of this
study was not knowledge management, problem-solving or
task analysis is a component of the first phase of knowledge
management (the building or creation of new knowledge)
and has been identified as a critical aspect of the knowledge
management effort (Liebowitz and Beckman, 1998;
Rubenstein et al., 2001).

Other researchers have explained that methodologies which
embody holistic perspectives have some inherent benefits in
today’s environment (Bellefeuille, 2002). Since both
methodologies used in this study have that in common, we
plan on pursuing multiple studies to assess their viabilities in
various domains to:

(a) bolster our ability to think holistically about what is
happening, and to seek structural solutions to problems,

(b) increase our capability to look at a situation from
multiple points of view, hence enabling us to determine
the highest leverage actions and opportunities,

(c) strengthen our ability to capitalize on learning
opportunities,

(d) augment our understanding of assumptions in our goal-
seeking efforts,

(e) identify and avoid unintended consequences,

(f) sensitizes us to the crucial role that productive
conservation and high-quality interactions play in the
process of team-building and continuous learning,

(g) provide a practice field to test various strategies against
alternative future scenarios, etc.

Based on the data and discussions presented in the previous
section, the following decisions were made with regards to
the ten hypotheses presented earlier. The null hypotheses that

were rejected were: HO1, HO2, HO4, HO6, HO7, HO08, HO9,
and H10 (thus, were found to be significant). The two that
we failed to reject were HO3 and HOS5 (found to have no
significance). Our explanations of the results have already
been presented.

Although this study was conducted in a classroom setting, it
should make significant contributions to the general efforts
of educators and information technology managers in the
area of task analyses to enhance effective decision making in
the management of knowledge in organizations. The results
from the research serve to substantiate past research findings
with regards to systems thinking, and sheds some light as to
the suitability of Goldratt’s thinking processes in the analysis
of Information Systems tasks. The research also points to the
existence of synergistic benefits of receiving training in both
methodologies.

Furthermore, the method of analyses employed could help IS
managers, educators, and others in making decisions related
to training employees in certain task analysis methods. The
method of verifying the validity of hypotheses in the study
using content analyses, ANOVA, and Tukey multiple
comparison methods could provide some benefits to others
that are envisioning embarking on similar studies in
educational or actual organizational setting.  Content
analysis has been used in the social sciences disciplines
extensively, and this study further demonstrates the
applicability of the method in IS studies of this nature. The
study also makes some contribution to the body of
knowledge by providing the justifications for analyzing the
relative effectiveness (relative to problem or task type) of the
two methodologies chosen for the study. We also reported
the underlying similarities and differences in focus between
the two methodologies. Furthermore, the method presented
in this study could be used to evaluate the effectiveness of
two or more task analyses methodologies or the effectiveness
of other methods of performing certain tasks in an
organization.

We also hope that the study provides a springboard for
further investigation as to the suitability of the
methodologies used to investigate various types of problems
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in Information Systems discipline and elsewhere. We believe
that the methodologies would have great relevance in
Systems Analyses, Design, Joint Application Development,
and other business endeavors that require a global/holistic
perspective.
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APPENDIX A: Brief Description of some Systems Archetypes

Systems Archetype

Description

Balancing process with delay
and bust cycles).

Overcorrecting a process that has a delayed feedback (e.g., seen in Real Estate boom

Limits to growth or success

When a process feeds on itself to produce a period of accelerating success or growth.
Then the growth begins to slow (often inexplicably to the participants in the system),
and may even reverse itself and collapse.

Shifting the burden

When a short-term “band aid” solution is employed. This practice takes attention away
from more fundamental, enduring solutions. Over time, the ability to apply a
fundamental solution may decrease, resulting in more and more reliance on the
symptomatic solution (e.g., drug and alcohol dependency).

Shifting the burden to the

Reliance on outsiders to a point that insiders do not learn how to solve own problems.

entervenor
Eroding goals A situation in which the short-term solution compromises long-term goals.
Escalation When two parties compete for advantage in an arena. As one party's actions put it

ahead, the other party "retaliates" by increasing its actions. The result is a continual
ratcheting up of activity on both sides (e.g., price battles).

Success to the successful
starving the other(s).

When much of a limited resource is allocated to a more successful activity, thereby

Tragedy of the commons

When a shared resource becomes overburdened as each person in the system uses
more and more of the resource for individual gain.

Fixes that fail or backfire

A solution that yields positive results at first, but due to unforeseen dynamics worsens
the problem in the long-run.

Growth and under-
investment

A situation in which resource investments in a growing area are not made, owing to
short-term pressures. As growth begins to stall because of lack of resources, there is
less incentive for adding capacity, and growth slows even further.

Adapted from Goodman, 1995; Senge, 1990; Senge et al., 1994
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APPENDIX B: The Two Tasks Analyzed by all Students in Study

Instructions: In order to earn the extra credit points, you must put in your very best effort in completing all requirements in
this study. The requirements include answering the survey questionnaire, filling out the consent form and analyzing two
problems as in-depth as you can.

Outline of Study Session:

Session Item Approx. Time
Introduction 5 minutes
Filling out Consent Form --------- 5 minutes
Filling out Pre-test Survey--------- S minutes
Analyzing two tasks -------==----- 80 minutes (about 40 minutes per task)
Filling out Post-test Survey ------- S minutes

Analyze each of the two problems using what you feel is the most appropriate task analysis method with which you are
familiar. The task analysis method of choice could be: Systems Thinking/System Dynamics, Goldratt's Thinking Processes, or
some other task analysis method or heuristic. You do not need to use the same task analysis or problem-solving method to
answer both problems. You are encouraged to use one task analysis or problem-solving method for a given task or problem.

Task #1

Being a graduate student, you must balance classes and assignments with outside activities, a personal life, sleep, etc. During
the semester you attend classes, do the readings, prepare for and take the tests, and hand in assignments and projects as they
are due, at least occasionally. You probably try to work harder if you think your grades are lower than you desire and take
more time off when you are sleep-deprived and your energy level falls.

The real problem is the work pressure that builds up. Certainly, a larger assignment backlog contributes to more work
pressure, but there are other contributors as well. These include time remaining to complete the work (or just "time
remaining"). Note that "time remaining" is the difference between the current calendar date and the due date of the
assignments, projects, or test dates.

You might try to cope with this work pressure in at least one of two ways. By working longer hours (more hours per week),
you can increase the work completion rate. Doing a skimpier job by taking short cuts on the assignments, test preparations,
and projects also speeds up the work completion rate as effort devoted to each assignment is reduced. Both of these strategies
have some down sides. Can you think of any other strategies for coping with this problem?

Consider the strategy of working longer hours. This deprives you of sleep, resulting in burnout and a drop in productivity. A
drop in productivity, in turn, reduces the work completion rate.

On the other hand, consider the second strategy (the strategy of reduced effort) in which you take short cuts. Reduced effort
strategy results in reduced grades and reduced GPA, which are also undesirable, as they lead to dissatisfaction with grades.
Actually, what happens is that reduced effort reduces the quality of your work, which in turn results in reduced grades. This
often leads you to ask your professors for extension in due dates for assignments, projects and test dates. There are many
variables already mentioned in this problem statement to help you analyze the situation more adequately.

Analyze this problem using the most appropriate task analysis method (systems thinking/system dynamics, Goldratt's thinking
processes, or some other task analysis method with which you are familiar). The quality of your response will be judged by
how well (detail) you analyze the problem.

Please identify and discuss as many of the following concepts related to the particular task analysis method of your choice as
possible: Causal Loop Diagrams; Variables and Edges, Cycles of Influence, Stock and Flow Diagrams; Behavior Over Time
Charts; Systems Archetypes; Simulations; What to Change; What to Change to; How to Cause the Change; Current Reality
Tree, UnDesirable Effects (UDE's), Evaporating Cloud or Conflict Resolution diagram, Injection(s), Future Reality Tree,
PreRequisite Tree (PT), Transition Tree, etc.

(a) List all the variables or forces at play in this problem.

(b) What are the tools (or concepts) you used in analyzing this situation? Analyze fully the situation described in this
problem, using tools and concepts that you believe are the most appropriate for the situation. If you do not know of any tool,
please use any method or heuristic with which you are familiar.
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Task #2

You are a young "Assistant Manager for Quality Assurance" for a publicly-held desk and floor lamps manufacturing
company. You are of the opinion that in order to stay competitive, your company should continually work on improving
internal procedures, product design, features, etc. Your 60-year old immediate boss, on the other hand, believes that
implementing frequent changes is disruptive, and that the company should strive to maintain its current (albeit eroding)
advantages in the desk and floor lamps industry.

The primary problem your company is faced with is that it is not making enough profit. In a recent brainstorming session,
your management has identified some problems that might be behind your company's current precarious position. Both you
and your boss are interested in how to increase market demand and/or increase the perceived value of your products in the
eyes of more customers in order to boost profits. Some things that have come to mind as having negative effect on the market
demand for your products are:

(1) too many models being offered, you might need to streamline the desk and floor lamp models you offer,

(2) the lead times for your products are too long, this leads to reduced market share, which in turn leads to eroding
profitability,

(3) your deliveries are often unreliable,

(4) the quality of your products need improvement,

(5) your high costs prevent you from selling to certain segments of the market without losing money,

(6) some of your product designs have been characterized as "too European" in taste, and therefore "not appealing" to
American consumers,

(7) fierce competition from other manufacturers, etc.

You have recently attended a seminar on lot sizes, inventories, and their benefits if reduced. It is known that small lot sizes
improve product quality. This is true because even if a lot is incorrectly processed, the loss is smaller (due to small lot size).
Reduced inventory shrinks cycle time. The two solutions together (i.e., small lot size and reduced inventory) lead to better
reliability of deliveries of better quality products at reduced costs.

Analyze this problem using the most appropriate task analysis method (systems thinking/system dynamics, Goldratt's thinking
processes, or some other task analysis method with which you are familiar). The quality of your response will be judged by
how well (detail) you analyze the problem.

Please identify and discuss as many of the following concepts related to the particular task analysis method of your choice as
possible: Causal Loop Diagrams; Stock and Flow Diagrams; Variables and Edges, Cycles of Influence, Behavior Over Time
Charts; Systems Archetypes; Simulations; What to Change; What to Change to; How to Cause the Change; Current Reality
Tree, UnDesirable Effects (UDE's), Evaporating Cloud or Conflict Resolution diagram, Injection(s), Future Reality Tree,
PreRequisite Tree (PT), Transition Tree, etc.

(a) List all the variables or forces at play in this problem.

(b) What are the tools (or concepts) you used in analyzing this situation? Analyze fully the situation described in this
problem, using the tools and concepts that you feel are most appropriate for the situation. If you do not know of any tool,
please use any method or heuristic with which you are familiar.
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APPENDIX C: Coding Schemes Used for the Two Tasks in Study

Coding Scheme for Task #1 (Dynamic Task)

Part (A): Evaluation of Subject’s Ability to Identify Variables

Variable Wrong or None = 0 pt. | Partial = Ipt. | Full = 2pts.

Item

1 Assignment backlog

2 Assignment rate

3 Work pressure

4 Workweek rate

5 Work completion rate

6 Calendar time

i) Due date

8 Time remaining

9 Effort devoted to assignment

10 Energy level

11 Requests for extension

12 Productivity

13 Quality of work

14 Grades (actual)

15 Desired grades or Desired GPA

16 Pressure for achievement

17 Satisfaction with grades or achievement
18 Other (Listed by subject, but invalid )
19 Causal loop diagram

20 Stock and Flow diagram

21 Conflict Resolution Diagram (i.c.,

Evaporating Cloud)

22 Current Reality Tree (CRT)

23 Future Reality Tree (FRT)
Totals

Coding Scheme for Task #1, continued
Part (B): Evaluation of Subject’s Use of Tools
Variable Wrong or None = Opt. | Partial =Ipt. | Full =2pts.

Item

1 # of models or designs

2 Market demand

3 Operating expenses

4 Production costs

5 Product price

6 Reliability of delivery

7 Lead time

8 Lot or batch size

9 Inventory level

10 Product quality

11 Level or extent of European design
12 Competitive pressure

13 Market perception of products

14 Profit or Profitability

15 Other (Listed by subject, but invalid)
16 Causal loop diagram

17 Stock and Flow diagram

18 Conflict Resolution Diagram (i.e.,

Evaporating Cloud)

19 Current Reality Tree (CRT)

20 Future Reality Tree (FRT)
Totals
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Coding Scheme for Task #2 (Static Task)

Part (A): Evaluation of Subject’s Ability to Identify Variables
Item Variable Wrong or None = Opt. | Partial =Ipt. Full = 2pts.
1 Assignment backlog
2 Assignment rate
3 Work pressure
4 Workweek rate
5 Work completion rate
6 Calendar time
7 Due date
8 Time remaining
9 Effort devoted to assignment
10 Energy level
11 Requests for extension
12 Productivity
13 Quality of work
14 Grades (actual)
15 Desired grades or Desired GPA
16 Pressure for achievement
17 Satisfaction with grades or achievement
18 Other (Listed by subject, but invalid )
19 Causal loop diagram
20 Stock and Flow diagram
21 Conflict Resolution Diagram (i.e.,
Evaporating Cloud)
22 Current Reality Tree (CRT)
23 Future Reality Tree (FRT)
Totals
Coding Scheme for Task #2, continued
Part (B): Evaluation of Subject’s use of Tools
Item Variable Wrong or None = Opt. | Partial =/pt. Full = 2pts.
1 # of models or designs
2 Market demand
3 Operating expenses
4 Production costs
5 Product price
6 Reliability of delivery
7 Lead time
8 Lot or batch size
9 Inventory level
10 Product quality
11 Level or extent of European design
12 Competitive pressure
13 Market perception of products
14 Profit or Profitability
15 Other (Listed by subject, but invalid )
16 Causal loop diagram
17 Stock and Flow diagram
18 Conflict Resolution Diagram (i.e.,
Evaporating Cloud)
19 Current Reality Tree (CRT)
20 Future Reality Tree (FRT)
Totals
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