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Abstract—In this paper, we provide faster algorithms for
computing various fundamental quantities associated with
random walks on a directed graph, including the stationary
distribution, personalized PageRank vectors, hitting times, and
escape probabilities. In particular, on a directed graph with n
vertices and m edges, we show how to compute each quantity
in time Õ(m3/4n +mn2/3), where the Õ notation suppresses
polylog factors in n, the desired accuracy, and the appropriate
condition number (i.e. the mixing time or restart probability).

Our result improves upon the previous fastest running times
for these problems; previous results either invoke a general
purpose linear system solver on a n × n matrix with m non-
zero entries, or depend polynomially on the desired error or
natural condition number associated with the problem (i.e.
the mixing time or restart probability). For sparse graphs, we
obtain a running time of Õ(n7/4), breaking the O(n2) barrier
of the best running time one could hope to achieve using fast
matrix multiplication.

We achieve our result by providing a similar running time
improvement for solving directed Laplacian systems, a natural
directed or asymmetric analog of the well studied symmetric
or undirected Laplacian systems. We show how to solve such
systems in time Õ(m3/4n + mn2/3), and efficiently reduce a
broad range of problems to solving Õ(1) directed Laplacian
systems on Eulerian graphs. We hope these results and our
analysis open the door for further study into directed spectral
graph theory.

Keywords-PageRank, Markov chain, Laplacian, solver, diag-
onally dominant, stationary distribution

I. INTRODUCTION

This is an extended abstract for the full version of our

paper [1] which is available at https://arxiv.org/abs/1608.

03270. The full version has statements of all theorems and

lemmas as well as proofs. It is also more up to date and has

more internal cross-references. As such, readers are strongly

encouraged to read the full version instead.

The application and development of spectral graph theory

has been one of the great algorithmic success stories of the

past three decades. By exploiting the relationship between

the combinatorial properties of a graph, the linear algebraic

properties of its Laplacian, and the probabilistic behavior

of the random walks they induce, researchers have obtained

landmark results ranging across multiple areas in the the-

ory of algorithms, including Markov chain Monte Carlo

techniques for counting [2], [3], [4] and volume estimation

[5], [6], [7], [8], [9], [10], approximation algorithms for

clustering and graph partitioning problems [11], [12], [13],

[14], [15], derandomization [16], [17], error correcting codes

[18], [19], and the analysis of random processes [20], among

others. In addition to their theoretical impact, spectral tech-

niques have found broad applications in practice, forming the

core of Google’s PageRank algorithm, playing a ubiquitous

role in practical settings like machine learning, computer

vision, clustering, and graph visualization. Furthermore, they

have enabled the computation of fundamental properties of

various Markov chains, such as stationary distributions, es-

cape probabilities, hitting/commute times, and mixing times.

More recently, spectral graph theory has been driving

an emerging confluence of algorithmic graph theory, nu-

merical scientific computing, and convex optimization. This

recent line of work began with a sequence of papers that

used combinatorial techniques to accelerate the solution of

linear systems in undirected graph Laplacians, eventually

leading to algorithms that solve these systems in nearly-

linear time [12], [21], [22], [23], [24], [25], [26], [27], [28].

This was followed by an array of papers in the so-called

“Laplacian Paradigm” [29], which either used this nearly-

linear-time algorithm as a primitive or built on the struc-

tural properties underlying it to obtain faster algorithms for
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problems at the core of algorithmic graph theory, including

finding maximum flows and minimum cuts [30], [31], [32],

[33], [34], solving traveling salesman problems [35], [36],

sampling random trees [37], [38], sparsifying graphs [39],

[40], [41], computing multicommodity flows [42], [33], and

approximately solving a wide range of general clustering

and partitioning problems [11], [13], [14], [15].
While these recent algorithmic approaches have been

very successful at obtaining algorithms running in close to

linear time for undirected graphs, the directed case has con-

spicuously lagged its undirected counterpart. With a small

number of exceptions involving graphs with particularly nice

properties and a line of research in using Laplacian system

solvers inside interior point methods for linear programming

[43], [44], [45], the results in this line of research have

centered almost entirely on the spectral theory of undirected

graphs. While there have been some interesting results in

candidate directed spectral graph theory [46], [14], [47],

their algorithmic ramifications have been less clear.
One problem that particularly well illustrates the discrep-

ancy between the directed and undirected settings is the

computation of the stationary distribution of a random walk.

Computing this is a primary goal in the analysis of Markov

chains, constitutes the main step in the PageRank algorithm,

remains the missing piece in derandomizing randomized

log space computations [48], and is necessary to obtain

the appropriate normalization for any of the theoretical

or algorithmic results in one of the few instantiations of

directed spectral graph theory [46], [14].
In the undirected setting, the stationary distribution is

proportional to the degree of a vertex, so it can be computed

trivially. However, despite extensive study in the mathe-

matics, computer science, operations research, and numer-

ical scientific computing communities, the best previously

known asymptotic guarantees for this problem are essentially

what one gets by applying general-purpose linear algebra

routines. Given a directed graph with n vertices and m edges

these previous algorithms fall into two broad classes:

• Iterative Methods: These aim to compute the station-

ary distribution by either simulating the random walk

directly or casting it as a linear system or eigenvector

computation and applying either a global or coordinate-

wise iterative method to find it. The running times

of these methods either depend polynomially on the

relevant numerical conditioning property of the in-

stance, which in this case is, up to polynomial factors,

the mixing time of the random process; or they only

compute a distribution that only approximately satisfies

the defining equations of the stationary distribution,

with a running time that is polynomial in 1/ε. There

has been extensive work on tuning and specializing

these methods to efficiently compute the stationary dis-

tribution, particularly in the special case of PageRank.

However, all such methods that we are aware of retain

a polynomial dependence on either the mixing time,

which can be arbitrary large as a function of the number

of edges of the graph, or on 1/ε.1

• Fast Matrix Multiplication: By using a direct method

based on fast matrix multiplication, one can find

the stationary distribution in time in time nω , where

ω < 2.3729 [49] is the matrix multiplication exponent.

These methods neglect the graph structure and cannot

exploit sparsity. As such, even if one found a matrix

multiplication algorithm matching the lower bound of

ω = 2, this cannot give a running time lower than

Ω(n2), even when the graph is sparse.

Another problem which well demonstrates the gap between

directed and undirected graph problems is that of solving

linear systems involving graph Laplacians. For undirected

graphs, as we have discussed there are multiple algorithms

to solve associated Laplacian systems in nearly time. How-

ever, in the case of directed graphs natural extensions of

solving Laplacian systems are closely related to computing

the stationary distribution, and thus all known algorithms

either depend polynomially on the condition number of

the matrix or the desired accuracy or they require time

Ω(n2). Moreover, many of the techniques, constructions,

and properties used to solve undirected Laplacian systems

either have no known analogues for directed graphs or can

be explicitly shown to not exist. This gap in our ability to

solve Laplacian systems is one of the the primary reasons

(perhaps the primary reason) that the recent wave of graph

algorithms based on the “Laplacian Paradigm” have not

produced directed results to match the undirected ones.

Given the fact that, despite several decades of work on

designing specialized methods for this problem, there are

no methods known that asymptotically improve upon general

linear algebra routines, along with the structural problems in

translating the techniques from the undirected case, it would

not be unreasonable to expect that the best one can hope

for is heuristic improvements in special cases, and that the

worst-case asymptotics for graph Laplacians are no better

than the minO(nω, nm) ≥ Ω(n2) that is known for general

matrices.

In this paper, we show that this is not the case by

providing an algorithm that solves directed graph Laplacian

systems—a natural generalization of undirected graph Lapla-

cian systems—in time Õ(nm3/4 + n2/3m) where here and

throughout the paper the Õ(·) notation hides polylogarithmic

factors in n, the desired accuracy, and the natural condition

numbers associated with the problem. Consequently, we

obtain the first asymptotic improvement for these systems

1The algorithm that is perhaps an exception to this rule, is the one which
invokes conjugate gradient in a black box manner to solve the requisite
linear system to compute the stationary distribution. At best this analysis
would suggest an O(mn) running time. However, it is not known how
to realize even this running time in the standard word-RAM model of
computation.
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over solving general linear systems.2 In particular, when

the graph is sparse, i.e. m = O(n), our algorithm runs in

time Õ(n7/4), breaking the barrier of O(n2) that would be

achieved by algorithms based on fast matrix multiplication

if ω = 2. We then leverage this result to obtain improved

running times for a host of problems in algorithmic graph

theory, scientific computing, and numerical linear algebra,

including:

• Computing the Stationary Distribution: We compute

a vector within �2 distance ε of the stationary distribu-

tion of a random walk on a strongly connected directed

graph in time Õ(nm3/4 + n2/3m), where the natural

condition number of this problem is the mixing time.

• Solving Large Classes of Linear Systems: We provide

algorithms that solve a large class of well-studied linear

systems. Compared with prior algorithms capable of

solving this class, ours are the first that are asymptot-

ically faster than solving general linear systems, and

the first that break the O(n2) barrier for sufficiently

sparse instances. Our methods solve directed Laplacian

systems and systems where the matrix is both row-

and column-diagonally dominant. The running time is

Õ
(
nm3/4 + n2/3m

)
.

• Computing Personalized PageRank: We compute a

vector within �2 distance ε of the personalized PageR-

ank vector, for a directed graph with with restart

probability β, in time Õ
(
nm3/4 + n2/3m

)
. Here the

natural condition number is 1/β. In the case of small

β and ε, this improves upon local methods that take

O(mβ−1ε−1) time [50], [51], [52], [14], [53], [54].

• Simulating Random Walks: We show how to compute

a wide range of properties of random walks on directed

graphs including escape probabilities, commute times,

and hitting times. We also show how to efficiently

estimate the mixing time of a lazy random walk on

a directed graph up to polynomial factors in n and the

mixing time. The runtime for all these algorithms is

Õ
(
nm3/4 + n2/3m

)
.

• Estimating All Commute Times: We show how

to build a Õ(nε−2 log n) size data structure in time

Õ(nm3/4 + n2/3m) that, when queried with any two

vertices a and b, outputs a 1 ± ε multiplicative ap-

proximation to the expected commute time between a
and b, i.e. the expected amount of time for a random

walk starting at a to reach b and return to a. Our

data structure is similar to the data structure known for

computing all-pairs effective resistances in undirected

graphs [39].

It is important to note that the Õ-notation hides fac-

2In follow up work, the authors of this paper in collaboration with Anup
Rao have improved the running time to almost linear in the number of edges
in the graph, meaning the running time is linear if we ignore contributions
to the running time that are smaller than any polynomial. This paper will
be made available online as soon as possible.

tors that are polylogarithmic in both the condition number

(equivalently, mixing time) and the ratio of maximum to

minimum stationary probability. As such, the natural param-

eter regime for our algorithms is when these quantities are

subexponential or polynomial. For all the above problems,

the best prior algorithms had worst case runtimes no better

than O(min{nω, nm}) ≥ Ω(n2) in this regime. We hope

that our results open the door for further research into

directed spectral graph theory, and serve as foundation for

the development of faster algorithms for directed graphs.

A. Approach

Our approach for solving these problems centers around

solving linear systems in a class of matrices we refer to

as directed (graph) Laplacians, a natural generalization of

undirected graph Laplacians. A directed Laplacian, L ∈
Rn×n, is simply a matrix with non-positive off-diagonal

entries such that each diagonal entry is equal to the sum of

the absolute value of the other off-diagonal entries in that

column, i.e. Lij ≤ 0 for i �= j and Lii = −∑
j �=i Lji

(equivalently �1�L = �0). As with undirected Laplacians,

every directed Laplacian there is naturally associated with

a directed graph G = (V,E,w), where the vertices V
correspond to the columns of L and there is an edge from

vertex i to vertex j of weight α if and only if Lji = −α.
Another close feature of directed and undirected Lapla-

cians is the close connection between random walks on

the associated graph G and solutions to linear systems

in L. We ultimately show that solving a small number

of directed Laplacian systems suffices to obtain all of

our desired applications (See Section V and Section VII).

Unfortunately, solving linear systems in L directly is quite

challenging. Particularly troubling is the fact that we while

we know L has a non-trivial kernel (since �1�L = �0�),
we do not have a simple method to compute it efficiently.

Moreover, L is not symmetric, complicating the analysis

of standard iterative algorithms.Furthermore, the standard

approach of multiplying on the left by the transpose, so

that we are solving linear systems in L�L, would destroy

the combinatorial structure of the problem and cause an

intolerably large condition number. A natural idea is to try to

work with a symmetrization of this matrix, 1
2 (L+L�), but

it turns out that this may not even be positive semidefinite

(PSD).3 Consequently, it is not clear a priori how to define

an efficient iterative method for computing the stationary L
or solve systems in it without depending polynomially on

the condition number of L.
Fortunately, we do know how to characterize the kernel

of L, even if computing it is difficult a priori. If we let

3Consider the directed edge Laplacian L =

[
1 0
−1 0

]
. Then, L +

L+ =

[
2 −1
−1 0

]
has an eigenvector (

√
2−1, 1) with a corresponding

eigenvalue of (1−√2).
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D ∈ Rn×n denote the diagonal matrix consistent with L,
i.e., Dii = Lii, then we see that LD−1 = I −W where

I is the identity matrix and W is the random walk matrix

associated with G. In other words, for any distribution p,
we have that Wp is the resulting distribution of one step

of the random walk where, at a vertex i ∈ [n], we pick

a random outgoing edge with probability proportional to its

weight and follow that edge. The Perron-Frobenius Theorem

implies that as long as the graph is strongly connected there

is some stationary distribution s ∈ R>0 such that Ws =
s. Consequently, the kernel of L is simply the stationary

distribution of the natural random walk on G multiplied by

D.

Consequently, we can show that for every directed Lapla-

cian L that corresponds to a strongly connected graph, there

is always a vector x ∈ Rn
>0 such that Lx = 0 (See

Lemma 1). In other words, letting X denote the diagonal

matrix associated with x the directed Laplacian L′ = LX
satisfies L′X1 = 0. This says that the total weight of

incoming edges to a vertex is the same as the total weight

of outgoing edges from that vertex, i.e., that L′ corresponds
to the Laplacian of an Eulerian graph. We call such a vector

an Eulerian scaling of L.
Now, solving systems in an Eulerian Laplacian L (i.e., a

Laplacian corresponding to an Eulerian graph) seems easier

than solving an arbitrary directed Laplacian. In particular,

we know the kernel of a L, since it is just the all ones

vector. In addition, we have that 1
2 (L + L�) is symmetric

and PSD—in fact it is just the Laplacian of an undirected

graph! Unfortunately, this does not immediately yield an

algorithm, as it is not known how to use the ability to solve

systems in such a symmetrization to solve systems in the

original matrix.

Ultimately, this line of reasoning leaves us with two

fundamental questions:

1) Can we solve Eulerian Laplacian systems in time

o(nω, nm)?
2) Can we use an Eulerian Laplacian system solver for

more than solving Eulerian Laplacian systems?

The major contribution of this paper is answering both of

these questions in the affirmative. We show the following:

• We show that we can solve Eulerian Laplacian systems

in time Õ
(
nm3/4 + n2/3m

)
.

• We show that using Eulerian Laplacian systems we can

solve broader classes of matrices we refer to as RCDD

Z-matrices, and α RCDD Z-matrices.

• We show that using solvers for α RCDD Z-matrices,

we can estimate an Eulerian scaling of a directed

Laplacian.

• Putting these components together we achieve our

desired applications. Some of these are applications are

straightforward, whereas others require some signifi-

cant work.

A serious question that arises throughout these results is the

degree of precision do we need to carry out our arithmetic

operations. This arrises both in using undirected Laplacian

system solvers to solving Eulerian Laplacian systems, and

then again in using Eulerian Laplacian system solvers to

derive the rest of our results. These numerical issues are not

merely technicalities—they crucially affect the algorithms

we can use to solve our problem. In fact, we will see

in Section IV that, if we disregarded the numerics and

relied on frequently-quoted assertions relating the behavior

of conjugate gradient to the existence of polynomials with

certain properties, we would actually obtain a better running

time, but that these assertions do not carry over to reasonable

finite-precision setting.

Given these subtleties, we discuss numerical issues

throughout the full version of the paper, showing that we

can achieve all our results in the standard unit cost RAM

model (or any other reasonable model of computation).

We now briefly comment on the key technical ingredients

of each of these results.

1) Solving Eulerian Laplacian Systems: To solve a Eu-

lerian Laplacian system Lx = b, we first precondition,

multiplying both sides by L�U+, where U
def
= 1

2 (L�+L) is
a Laplacian of an undirected graph corresponding to L, and
U+ is its Moore-Penrose pseudoinverse. This shows that it

suffices to instead solve, L�U+Lx = L�U+x. Now using

a nearly-linear-time Laplacian system solver, we can apply

U+ to a vector efficiently. As such, we simply need to show

that we can efficiently solve systems in the symmetric matrix

L�U+L.
Next, we show that the matrix L�U+L is, in an appro-

priate sense, approximable by U. Formally we show that U
is smaller in the sense that U � L�U+L, and that it is not

too much larger in the sense that tr(U+/2L�U+LU+/2) =
O(n2). While the first proof is holds for a broad class of

asymmetric matrices, to prove the second fact we exploit

structure of Eulerian Laplacians, particularly the fact that an

Eulerian graph has a decomposition into simple cycles.

Unfortunately, this property doesn’t immediately yield

an algorithm for solving Laplacian systems. The natural

approach would be to use preconditioned Krylov methods,

such as the Chebyshev method or conjugate gradient. These

essentially apply a polynomial of U+L�U+L to the right

hand side. Unfortunately, Chebyshev iterations only yield

a Ω(mn) time algorithm with this approach. For conjugate

gradient, it can be shown that the trace bound leads to o(mn)
time algorithm in exact arithmetic, but, unfortunately, this

analysis does not appear to be numerically stable, and we

do not know how to show it yields this running time in our

computational model.

Instead we implement an approach based on precondition-

ing and subsampling. We precondition with L�U+L+αU
for a value of α we tune. This reduces the problem to only

solving Õ(
√
α) linear systems in L�U+L+ αU. To solve
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these systems we note that we can write this equivalently as

L�U+UU+L+ αU and using the factorization of U into

its edges we can subsample the inner U while preserving the

matrix. Ultimately, this means we only need to solve systems

in αU plus a low rank matrix which we can do efficiently

using the fact that there is an explicitly formula for low rank

updates (i.e. Sherman-Morrison-Woodbury Matrix Identity).

Trading between the number of such systems to solve, the

preprocessing to solve these systems, and the time to solve

them gives us our desired running time for solving such

linear systems. We show in the appendix that we can, with

some care, stably implement a preconditioned Chebyshev

method and low rank update formulas. This allows us to cir-

cumvent the issues in using conjugate gradient and achieve

our running time in the desired computational model.

2) Solving RCDD Z-matrices: A row column diagonal

dominant (RCDD) matrix is simply a matrix M where

Mii ≥
∑

j �=i |Mij | and Mii ≥
∑

j �=i |Mji| and a Z-

matrix is a matrix M where the off-diagonal entries are

negative. We show how to solve such matrices by directly

reducing them to solving Eulerian Laplacian systems. Given

a RCDD Z-matrix M, we add an additional row and column,

filling in the entries in the natural way so that the resulting

matrix is an Eulerian Laplacian. We show that, from the

solution to such a linear system, we can immediately glean

the solution to systems in M. This reduction is analogous to

the reduction from solving symmetric diagonally dominant

(SDD) systems to solving undirected Laplacian systems. In

the appendix we show that this method is stable.

3) Computing the Stationary: Given a RCDD Z-matrix

solver we use it to compute the scaling that makes a directed

Laplacian L Eulerian, i.e., we compute the stationary distri-

bution. To do this, we pick an initial non-negative diagonal

scaling X and a initial non-negative diagonal matrix E such

that (E + L)X is α-RCDD, that is each diagonal entry is

a 1 + α larger in absolute value than the sum of the off-

diagonal entries in both the corresponding row and column.

We then iteratively decrease E and update X while

maintaining that the matrix is α-RCDD. The key to this

reduction is the fact that there is a natural way to perform a

rank 1 update of (E+L)X to obtain an Eulerian Laplacian,

and that the stationary distribution of this Laplacian can

be obtained by solving a single system in (E + L)X.

Ultimately, this method yields a sequence of stationary

distributions that, when multiplied together entrywise, yield

a good approximate stationary distribution for L. For a more

detailed over this approach and this intuition underlying it,

see Section III-A.

4) Applications: Our algorithms for computing person-

alized page rank, solving arbitrary RCDD systems, and

solving aribtrary directed Laplacian systems are all proven

in a similar fashion. We obtain an approximate stationary

distribution, rescale the system to make it strictly RCDD,

then solve it—all using algorithms from the previous sec-

tions in a black box fashion. Therefore, the running times for

these applications—and in fact all our applications—depend

solely4 on the black-box costs of computing the stationary

distribution and solving RCDD matrices.
However, our algorithms must determine how much ac-

curacy to request when they invoke these two black-box

routines. For computing personalized PageRank, one can

determine the accuracy to request based solely on the

restart probability. However, for our other applications, the

accuracy our algorithms request has a dependence on the

condition number κ(L) of L and the ratio κ(S∗) of max

over min stationary probability. In order to get an uncon-

ditional running time—and out of intrinsic interest—we

show how to efficiently compute reasonable upper bounds

on these quantities. We use an approach motivated by the

close relationship of κ(L) and mixing time. Specifically,

we formulate a notion of personalized PageRank mixing

time, then get a polynomially good estimate of this quantity

using our ability to solve personalized PageRank. Finally,

we show that κ(L) and personalized pagerank mixing time

are equivalent up to factors that are good enough5 for our

purposes. With a reasonable bound on κ(L), we are then

able to choose a restart probability that is small enough in

order to guarantee that personalized solving PageRank gives

a good approximation of the stationary distribution.
Our algorithms for computing hitting times, escape prob-

abilities, and all pairs commute times all start by taking a

natural definition for the quantity of interest and massaging

it into an explicit formula that has an L+ in it. Then, they

use various methods to approximately evaluate the formula.

In the case of hitting times, we simply plug everything into

the formula and invoke our approximate solver for L+ with

appropriately small error. Escape probabilities are handled

similarly, except that there are also two unknown parameters

which we show we can estimate to reasonable accuracy and

plug in.
Perhaps the most sophisticated application is comput-

ing all pairs commute times. We show that the commute

time from u to v is given by the simple formula (�1u −
�1v)

ᵀ(L�b U+
b Lb)

+(�1u−�1v) where Lb is the matrix obtained

by performing the diagonal rescaling of L that turns its

diagonal into the stationary distribution, which also makes

the graph Eulerian. An interesting feature of this formula is

that it involves applying the pseudo-inverse of a matrix of

the very same form as the preconditioned system L�U+L
that our Eulerian Laplacian solver uses. Another interesting

feature is that when L is symmetric, this formula simplifies

to (�1u−�1v)
ᵀU+

b (
�1u−�1v) = 2m · (�1u−�1v)

ᵀU+(�1u−�1v).
Thus, it is a generalization of the well-known characteriza-

tion of commute times in terms of effective resistance from

undirected graphs. In undirected graphs, all pairs commute

4up to polylogarithmic factors
5They are equivalent up to factors polynomial in n and themselves. Since

these quantities appear only in logs in our runtimes, this is good enough.
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times can be computed efficiently via Johnson-Lindenstrauss

sketching [39]. We show that a similar approach extends to

directed Laplacians as well. While the general approach is

similar, the error analysis is complicated by the fact that we

only have access to an approximate stationary distribution.

If this were used naively, one would have to deal with

an approximate version of Lb that, importantly, is only

approximately Eulerian. We bypass this issue by showing

how to construct an Eulerian graph whose stationary is

exactly known and whose commute times approximate the

commute times of the original graph. This may be of

independent interest.

The fact that a matrix of the form L�U+L comes up both

in solving Eulerian Laplacians and in sketching commute

times indicates that it is a considerably more natural object

than it might appear at first.

B. Paper Organization

The rest of the paper is organized as follows:

• Section II - we cover preliminary information

• Section III - we show how to compute the stationary

distribution

• Section IV - we provide our fast Eulerian Laplacian

system solver

• Section V - we reduce strict RCDD linear systems to

solving Eulerian systems

• Section VI - we provide condition number quantities

for applications and prove equivalences

• Section VII - we provide our applications

II. PRELIMINARIES

A. Notation

Matrices: We use bold to denote matrices and let

In,0n ∈ Rn×n denote the identity matrix and zero matrix

respectively. For symmetric matrices A,B ∈ Rn×n we use

A � B to denote the condition that x�Ax ≤ x�Bx and

we define �, ≺, and 
 analogously. We call a symmetric

matrix A ∈ Rn×n positive semidefinite if A � 0n and we

let ‖x‖A def
=
√
x�Ax. For any norm ‖ · ‖ define on vectors

in Rn we define the operator norm it induces on Rn×n by

‖A‖ = maxx �=0
‖Ax‖
‖x‖ for all A ∈ Rn×n.

Diagonals: For x ∈ Rn, diag(x) ∈ Rn×n denotes

the matrix whose diagonal is x and off-diagonal

entries are 0. For A ∈ Rn×n, diag(A) denotes the

vector corresponding to the diagonal of A and we let

diag(A)
def
= diag(diag(A)), i.e. A with the off-diagonal

set to 0.

Vectors: We let �0n,�1n ∈ Rn denote the all zeros and ones

vectors respectively. We use �1i ∈ Rn to denote the indicator

vector for coordinate i ∈ [n], i.e. [�1i]j = 0 for j �= i and

[�1i]i = 1. Occasionally we apply scalar operations to

vectors with the interpretation that they should be applied

coordinate-wise, e.g. for x, y ∈ Rn we let max{x, y}
denote the vector z ∈ Rn with zi = max{xi, yi} and we

use x ≥ y to denote the condition that xi ≥ yi for all i ∈ [n].

Condition Numbers: Given a invertible matrix A ∈ Rn×n

we let κ(A)
def
= ‖A‖2 · ‖A−1‖2 denote the condition

number of A. Note that if X ∈ Rn×n is a diagonal matrix

then κ(X) =
maxi∈[n] |Xii|
mini∈[n] |Xii| .

Sets: We let [n]
def
= {1, ..., n} and Δn def

= {x ∈ Rn
≥0 |�1�n x =

1}, i.e. the n-dimensional simplex.

B. Matrix Classes
Diagonal Dominance: A possibly asymmetric

matrix A ∈ Rn×n is α-row row-column diagonally
dominant (RCDD) if Aii ≥ (1 + α)

∑
j �=i |Aij | for

all i ∈ [n], α-column diagonally dominant (CDD) if

Aii ≥ (1 + α)
∑

j �=i |Aji|, and α-RCDD if it is both

α-RDD and α-CDD. For brevity, we call A RCDD if

it is 0-RCDD and strictly RCDD if it is α-RCDD for α > 0.

Z-matrix: A matrix M ∈ Rn×n is called a Z-matrix

if Mij ≤ 0 for all i �= j, i.e. every off-diagonal entry is

non-positive.

Directed Laplacian: A matrix L ∈ Rn×n is called a

directed Laplacian if it a Z-matrix with �1�nL = �0n, that

is Lij ≤ 0 for all i �= j and Lii = −∑
j �=i Lji for all

i. To every directed Laplacian L we associate a graph

GL = (V,E,w) with vertices V = [n] and an edge (i, j)
of weight wij = −Lji for all i �= j ∈ [n] with Lji �= 0.
Occasionally we write L = D − A� to denote that we

decompose L into the diagonal matrix D where Dii = Lii

is the out degree of vertex i in GL and A is weighted

adjacency matrix of GL with Aij = wij if (i, j) ∈ E and

Aij = 0 otherwise. We call W = A�D−1 the random

walk matrix associated with GL. We call L Eulerian if

additionally L�1n = �0n as in this case the associated graph
GL is Eulerian.

(Symmetric) Laplacian: A matrix U ∈ Rn×n is called a

Symmetric Laplacian or just a Laplacian if it is symmetric

and a Laplacian. This coincides with the standard definition

of Laplacian and in this case note that the associated graph

GU = (V,E,w) is symmetric. For a Laplacian we also

associate a matrix B ∈ RE×V known as the weighted

incidence matrix. Each row b(i) of B corresponds to an

edge {j, k} ∈ E and for a canonical orientation ordering

of {j, k} we have b
(i)
j =

√
w{j,k}, b

(i)
k = −√w{j,k}, and

b
(i)
l = 0 if l /∈ {j, k}. Note that U = B�B and thus L is

always PSD.

Random Walk Matrix: A matrix W ∈ Rn×n is

called a random walk matrix if Wij ≥ 0 for all i, j ∈ [n]
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and �1�nW = �1n. To every random walk matrix W we

associated a directed graph GW = (V,E,w) with vertices

V = [n] and an edge from i to j of weight wij = Wij for

all i, j ∈ [n] with Wij �= 0. Note if we say that L = I−W
is a directed Laplacian, then W is a random walk matrix

and the directed graphs associated with L and W are

identical.

Lazy Random Walk Matrix: Given a random walk matrix

W ∈ Rn×n the α-lazy random walk matrix associated

with W for α ∈ [0, 1] is given by αI + (1 − α)W. When

α = 1
2 we call this a lazy random walk matrix for short

and typically denote it W̃.

Personalized PageRank Matrix: Given a random

walk matrix W ∈ Rn×n the personalized PageRank

matrix with restart probability β ∈ [0, 1] is given by

Mpp(β) = β(I − (1 − β)W)−1. Given any probability

vector p ∈ Δn the personalized PageRank vector with

restart probability β and vector p is the vector x which

satisfies βp + (1 − β)Wx = x. Rearranging terms we see

that x = Mβp hence justifying our naming of Mpp(β) as

the personalized PageRank matrix.

C. Directed Laplacians of Strongly Connected Graphs

The most important properties of directed Laplacians tha

twe use are encapsulated below.

Lemma 1. For directed Laplacian L = D −A� ∈ Rn×n

whose associated graph is strongly connected there exists a
positive vector s ∈ Rn

>0 (unique up to scaling) such that
the following equivalent conditions hold.
• Ws = s for the random walk matrix W = A�D−1

associated with L.
• LD−1s = 0
• LD−1S for S = diag(s) is an Eulerian Laplacian.
If we scale s so that ‖s‖1 = 1 then we call s the

stationary distribution associated with the random walk on
the associated graph GL. We call any vector x ∈ Rn

>0 such
that LX is an Eulerian Laplacian an eulerian scaling for
L. Furthermore, ker(L) = span(D−1s) and ker(L�) =
span(�1n).

III. COMPUTING THE STATIONARY DISTRIBUTION

Here we show to compute the stationary distribution given

an α-RCDD Z-matrix linear system solver. Throughout this

section, we let L = D − A� ∈ Rn×n denote a directed

Laplacian and our primary goal in this section is to compute

an approximate stationary vector s ∈ RV
>0 such that LD−1S

is approximately Eulerian. The main result of this section is

the following:

Theorem 2 (Stationary Computation Using a RCDD

Solver). Given α ∈ (0, 1
2 ) and L ∈ Rn×n, a directed

Laplacian with m nonzero-entries, we can compute in time

O((m+T )·logα−1) an approximate stationary distribution
s ∈ Δn such that (3αn ·D + L)D−1S is α-RCDD where
D = diag(L), S = diag(s), and T is the cost of computing
an ε-approximate solution to a n × n α-RCDD Z-matrix
linear system with m-nonzero entries, i.e. computing x such
that ‖x −M−1b‖diag(M) ≤ ε

α‖b‖diag(M)−1 for α-RCDD
Z-matrix M ∈ Rn×n with O(m) non-zero entries and
ε = O(poly(n/α)). Furthermore, κ(S) ≤ 20

α2n, where κ(S)
is the ratio between the largest and smallest elements of s.

An analysis of this algorithm is in the full version of this

paper.

A. The Approach

Our approach to computing the stationary distribution is

broadly related to the work of Daitch and Spielman [55]

for computing the diagonal scaling makes a symmetric M -

matrix diagonally dominant. However, the final rescaling that

we are trying to calculate is given by the uniqueness of

the stationary distribution, which in turn follows from the

Perron-Frobenius theorem.

As in [55] we use an iterative that brings a matrix in-

creasingly close to being RCDD. However, our convergence

process is through potential functions instead of through

combinatorial entry count; instead of making parts of L
RCDD incrementally we instead start with a relaxation of

L that is RCDD and iteratively bring this matrix closer to

L while maintaining that it is RCDD. We remark that this

scheme can also be adapted to find rescalings of symmetric

M-matrices.

Our algorithm hinges on two key insights. The first is

that if we have positive vectors e, x ∈ Rn
>0 so that M

def
=

(E + L)X is α-RCDD, then for any vector g ∈ Rn
>0 with

‖g‖1 = 1 we can compute the stationary distribution of the

directed Laplacian L′ = E − ge� + L by solving a single

linear system in M.

This implies that if we have a RCDD Z-matrix we can

compute the stationary of a related matrix. However a priori

it is unclear how this allows to compute the stationary of

L. The second insight is that if we compute the stationary

of L′, e.g. we compute some y ∈ Rn
>0 such that L′Y is

an Eulerian Laplacian, then (E + L)Y is strictly RCDD.

Since L′Y is Eulerian, (E − L − L′)Y = ge�Y is an all

positive matrix which is entrywise less than L′ in absolute

value. In other words, removing ge�Y from L′Y strictly

decreases the absolute value of the off diagonal entries and

increases the value of the diagonal entries causing (E+L)Y
to be strictly RCDD. Consequently, given y we can hope to

decrease e to achieve e′ to obtain an α-RCDD Z-matrix

M′ = (E′ + L)Y where e′ ≤ e.

Combining these insights naturally yields our algorithm,

which converges quickly provided we use a sufficiently

accurate RCDD linear system solver.
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IV. EULERIAN LAPLACIAN SOLVER

Throughout this section, let L denote an Eulerian directed

Laplacian with n vertices and m edges, and let U denote

the associated undirected Laplacian: U
def
= 1

2 (L + L�). We

define Tsolve def
= (nm3/4 + n2/3m)(log n)3 to simplify the

statements of our runtime bounds.

This section’s goal is to proving Theorem 3, showing that

we can efficiently solve linear systems in L. We make no

attempt to minimize the number of logarithmic factors in

this presentation (including e.g. in parameter balancing); we

suspect that with careful use of the recent results [41] and

[27] the log n factors can all be eliminated.

Theorem 3. Let b be an n-dimensional vector in the image
of L, and let x be the solution to Lx = b. Then for any
0 < ε ≤ 1

2 , one can compute in O(Tsolve log(1/ε)) time,
a vector x′ which with high probability is an approximate
solution to the linear system in that ‖x′ − x‖U ≤ ε‖b‖U+ .

Our proof is crucially based on the symmetric matrix

X
def
= L�U+L. We begin by noting that X is somewhat

well approximated by U:

Lemma 4. X � U, while tr(XU+) = tr(L�U+LU+) ≤
2(n− 1)2.

We use a technique similar to the method of ultraspar-

sification used in Laplacian solvers, in particular [22]. Our

method deviates from much of this previous work in that

it is non-recursive and uses only the Woodbury matrix

identity (instead of partial Cholesky factorization) to solve

the preconditioner. This allows us to obtain a preconditioner

with a better relative condition number than U itself, which

can still be applied nearly as efficiently. Details are given in

the full version of this paper.

V. SOLVING STRICTLY RCDD SYSTEMS

Here we show how to reduce solving strictly RCDD

systems using an Eulerian Laplacian solver. We provide and

prove Theorem 5 which achieves this goal by using the

Eulerian Laplacian system solver presented in Section V.

The full version has a corollary specializing this to the α-
RCDD case.

Theorem 5. Let A ∈ Rn×n be a strictly RCDD Z-matrix,
let b ∈ Rn, let x be the solution to Ax = b, and let 0 < ε ≤
1
2 . Then in O(Tsolve log(1/ε)) time we can compute a vector
x′ that satisfies ‖x′−x‖ 1

2 (A+A�) ≤ ε‖b‖( 1
2 (A+A�))−1 with

high probability.

VI. CONDITION NUMBER BOUNDS

For our applications (Section VII) we use three quantities

to measure the degeneracy or condition number of the

matrices involved. These quantities only appear inside logs,

so it suffices to relate them up to various polynomial factors.

This is done in the full version. Let W and s be the

random walk matrix and stationary distribution associated

with a directed Laplacian. The quantities are ‖L+‖2, the

mixing time of the lazy random walk associated with W,

and personalized PageRank mixing time. This last quantity

is the smallest k ≥ 0 such that, setting β = 1
k , one has

‖Mpp(β)p − s‖1 ≤ 1
2 , for all p ∈ Δn; where Mpp(β) =

β (I− (1− β)W)
−1

.

VII. APPLICATIONS

We now use the algorithms from the previous sections

to efficiently solve several of problems of interest, mostly

related to computing random walk-related quantities of

directed graphs. We emphasize that unlike all prior work

for directed graphs, our results have only a polylogarithmic

dependence on the condition number—or equivalently—

mixing time. We can compute

• A−1b where A is any invertible RCDD matrix, without

strictness or Z-matrix requirements

• L+b where L is a directed Laplacian and b ∈ Rn

• personalized PageRank

• the mixing time of a Markov chain—up to various

polynomial factors—and its stationary distribution

• hitting times for any particular pair of vertices

• escape probabilities for any triple of vertices

• all pairs commute times via JL sketching

Like Theorem 2, all of our routines will utilize a solver

for RCDD linear systems in a black-box manner, giving

runtimes of Õ(Tsolve) ≤ Õ(nm3/4 + n2/3m).
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