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Abstract—While exponential separations are known between
quantum and randomized communication complexity for par-
tial functions (Raz, STOC 1999), the best known separation
between these measures for a total function is quadratic,
witnessed by the disjointness function. We give the first
super-quadratic separation between quantum and randomized
communication complexity for a total function, giving an
example exhibiting a power 2.5 gap. We further present a
1.5 power separation between exact quantum and randomized
communication complexity, improving on the previous ≈ 1.15
separation by Ambainis (STOC 2013). Finally, we present
a nearly optimal quadratic separation between randomized
communication complexity and the logarithm of the partition
number, improving upon the previous best power 1.5 separa-
tion due to Göös, Jayram, Pitassi, and Watson.

Our results are the communication analogues of separations
in query complexity proved using the recent cheat sheet
framework of Aaronson, Ben-David, and Kothari (STOC 2016).
Our main technical results are randomized communication and
information complexity lower bounds for a family of functions,
called lookup functions, that generalize and port the cheat sheet
framework to communication complexity.

I. INTRODUCTION

Understanding the power of different computational re-

sources is one of the primary aims of complexity the-

ory. Communication complexity provides an ideal setting

to study these questions, as it is a nontrivial model for

which we are still able to show interesting lower bounds.

Moreover, lower bounds in communication complexity have

applications to many other areas of complexity theory, for

example yielding lower bounds for circuits, data structures,

streaming algorithms, property testing, and linear and semi-

definite programs.

In communication complexity, two players Alice and Bob

are given inputs x ∈ X and y ∈ Y respectively, and their

∗ All proofs appear in the full version of this work [1].

task is to compute a known function F : X ×Y → {0, 1, ∗}
while minimizing the number of bits communicated between

them. We call such a function a communication function.

The players only need to be correct on inputs (x, y) for

which F (x, y) ∈ {0, 1}. The function is called total if

F (x, y) ∈ {0, 1} for all (x, y) ∈ X × Y , and otherwise

is called partial.

A major question in communication complexity is what

advantage players who exchange quantum messages can

achieve over their classical counterparts. We will use R(F )
and Q(F ) to denote bounded-error (say 1/3) public-coin

randomized and bounded-error quantum communication

complexities of F , respectively. We also use D(F ) for the

deterministic communication complexity and QE(F ) for the

exact quantum communication complexities of F , respec-

tively. Note the easy relationships D(F ) ≥ R(F ) ≥ Q(F )
and D(F ) ≥ QE(F ) ≥ Q(F ).

There are examples of partial functions F for which

Q(F ) is exponentially smaller than R(F ) [2]. For total func-

tions, however, it is an open question if Q(F ) and R(F ) are

always polynomially related. On the other hand, the largest

separation between these measures is quadratic, witnessed

by the disjointness function which satisfies R(DISJn) =
Ω(n) [3, 4] and Q(DISJn) = O(

√
n) [5, 6]. Our first result

gives the first super-quadratic separation between Q(F ) and

R(F ) for a total function.

Theorem 1. There exists a total function F : X × Y →
{0, 1} with R(F ) = Ω̃(Q(F )2.5).

In fact, we establish a power 2.5 separation between Q(F )
and information complexity [7], a well-known lower bound

technique for randomized communication complexity.

We also give a 1.5 power separation between randomized

communication complexity and exact quantum communica-

tion complexity. This improves the previous best separation
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of ≈ 1.15 due to Ambainis [8].

Theorem 2. There exists a total function F : X × Y →
{0, 1} with R(F ) = Ω̃(QE(F )1.5).

Another interesting question in communication complex-

ity is the power of different lower bound techniques. After

years of work on randomized communication complexity

lower bounds, there are essentially two lower bound tech-

niques that stand at the top of the heap, the aforementioned

information complexity [7] and the partition bound [9]. Both

of these techniques are known to dominate many other

techniques in the literature, such as the smooth rectangle

bound, corruption bound, discrepancy, etc., but the rela-

tionship between them is not yet known. For deterministic

protocols, a bound even more powerful than the partition

bound, is the logarithm of the partition number. The par-

tition number, denoted χ(F ), is the smallest number of

F -monochromatic rectangles in a partition of X × Y (see

Section II for more precise definitions). We use the notation

UN(F ) = logχ(F ), where UN stands for unambiguous

nondeterministic communication complexity.

Showing separations between R(F ) and UN(F ) is very

difficult because there are few techniques available to lower

bound R(F ) that do not also lower bound UN(F ). Indeed,

until recently only a factor 2 separation was known even

between D(F ) and UN(F ), shown by Kushilevitz, Linial,

and Ostrovsky [10]. This changed with the breakthrough

work of Göös, Pitassi, and Watson [11], who exhibited a total

function F with D(F ) = Ω̃(UN(F )1.5). Ambainis, Kokainis

and Kothari [12] improved this by constructing a total

function F with D(F ) ≥ UN(F )2−o(1). This separation is

nearly optimal as Aho, Ullman, and Yannakakis [13] showed

D(F ) = O(UN(F )2) for all total F .

Göös, Jayram, Pitassi, and Watson [14] improved the

original [11] separation in a different direction, constructing

a total F for which R(F ) = Ω̃(UN(F )1.5). In this paper, we

achieve a nearly optimal separation between these measures.

Theorem 3. There exists a total function F : X × Y →
{0, 1} with R(F ) ≥ UN(F )2−o(1).

In particular, this means the partition bound can be

quadratically smaller than R(F ), since the partition bound

is at most UN(F ).

A. Comparison with prior work

The model of query complexity provides insight into com-

munication complexity and is usually easier to understand.

Many theorems in query complexity have analogous results

in communication complexity. There is also a more precise

connection between these models, which we now explain.

For a function f : {0, 1}n → {0, 1}, let Ddt(f) be the

deterministic query complexity of f , the minimum number

of queries an algorithm needs to the bits of the input x
to compute f(x), in the worst case. Similarly, let Rdt(f),

Qdt(f), and UNdt(f) denote the randomized, quantum and

unambiguous nondeterministic query complexities of f .

Any function f can be turned into a communication

problem by composing it with a communication “gadget”

G : X × Y → {0, 1}. On input ((x1, . . . , xn), (y1, . . . , yn))
the function f ◦G evaluates to f(G(x1, y1), . . . , G(xn, yn)).
It is straightforward to see that D(f ◦ G) ≤ Ddt(f)D(G),
and analogous results hold for UN(f ◦ G), R(f ◦ G), and

Q(f ◦G) (with extra logarithmic factors).

The reverse direction, that is, lower bounding the com-

munication complexity of f ◦ G in terms of the query

complexity of f is not always true, but can hold for specific

functions G. Such results are called “lifting” theorems

and are highly nontrivial. Göös, Pitassi, and Watson [11],

building on work of Raz and McKenzie [15], show a

general lifting theorem for deterministic query complexity:

for a specific G : {0, 1}20 logn × {0, 1}n20 → {0, 1}, with

D(G) = O(log n), it holds that D(f◦G) = Ω(Ddt(f) log n),
for any f : {0, 1}n → {0, 1}.

This allowed them to achieve their separation between

D and UN by first showing the analogous result in the

query world, i.e., exhibiting a function f : {0, 1}n → {0, 1}
with Ddt(f) = Ω̃(UNdt(f)1.5), and then using the lifting

theorem to achieve the same separation for a communication

problem. The work of Ambainis, Kokainis, and Kothari [12]

followed the same plan and obtained their communication

complexity separation by improving the query complexity

separation of [11] to Ddt(f) ≥ UNdt(f)2−o(1).

For separations against randomized communication com-

plexity, as in our case, the situation is different. Analogs of

our results have been shown in query complexity. Aaronson,

Ben-David, and Kothari [16] defined a transformation of

a Boolean function, which they called the “cheat sheet

technique.” This transformation takes a function f and

returns a cheat sheet function, fCS, whose randomized query

complexity is at least that of f . They used this method

to give a total function f with Rdt(f) = Ω̃(Qdt(f)2.5).
The cheat sheet technique is also used in [12] to show the

query analog of our Theorem 3, giving an f with Rdt(f) ≥
UNdt(f)2−o(1). These results, however, do not immediately

imply similar results for communication complexity as no

general theorem is known to lift randomized query lower

bounds to randomized communication lower bounds. Such

a theorem could hold and is an interesting open problem.

The most similar result to ours is that of Göös, Jayram,

Pitassi, and Watson [14] who show R(F ) = Ω̃(UN(F )1.5).
While the query analogue Rdt(f) = Ω̃(UNdt(f)1.5) was

not hard to show, the communication separation required

developing new communication complexity techniques. We

similarly work directly in the setting of communication

complexity, as described next.
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B. Techniques

While a lifting theorem is not known for randomized

query complexity, a lifting theorem is known for a stronger

model known as approximate conical junta degree, denoted

deg+1/3(f) (formally defined in the full version [1]). This is

a query measure that satisfies deg+1/3(f) ≤ R(f) and has

a known lifting theorem [17]. The first idea to obtain our

theorems would be to show (say) that deg+1/10(¬fCS) =

Ω̃(deg+1/3(f))
1 and to use this lifting theorem. We were

not able to show such a theorem, however, in part because

deg+ε (f) does not behave well with respect to the error

parameter ε.

Instead we work directly in the setting of communication

complexity. We show randomized communication lower

bounds for a broad family of communication functions called

lookup functions. For intuition about a lookup function,

consider first the query setting and the familiar address

function ADDR : {0, 1}c+2c → {0, 1}. Think of the input

as divided into two parts, x = (x1, . . . , xc) ∈ {0, 1}c and

the data u = (u0, . . . , u2c−1) ∈ {0, 1}2
c

. The bit string x is

interpreted as an integer � ∈ {0, . . . , 2c − 1} and the output

of ADDR(x,u) is u�.

A natural generalization of this problem is to instead

have a function2 f : {0, 1}n → {0, 1} and functions

gj : {0, 1}cn × {0, 1}m → {0, 1} for j ∈ {0, . . . , 2c − 1}.
Now the input consists of x = (x1, . . . , xc) where each

xi ∈ {0, 1}n, and u = (u0, . . . , u2c−1) where each uj ∈
{0, 1}m. An address � ∈ {0, . . . , 2c − 1} is defined by the

string (f(x1), . . . , f(xc)), and the output of the function is

g�(x, u�). Call such a function a (f, {g0, . . . , g2c−1})-lookup

function. The cheat sheet framework of [16] naturally fits

into this framework: the cheat sheet function fCS of f is a

lookup function where g�(x1, . . . , xc, u�) = 1 if and only if

u� provides certificates that f(xi) = �i for each i ∈ [c].
This idea also extends to communication complexity

where one can define a (F,G)-lookup function in the

same way, with F a communication function and G =
{G0, . . . , G2c−1} a family of communication functions. Our

main technical theorem (Theorem 6) states that, under mild

conditions on the family G, the randomized communication

complexity of the (F,G)-lookup function is at least that

of F . To prove the separation of Theorem 1, we take the

function f = SIMONn ◦ ORn ◦ ANDn and let F be f
composed with the inner product communication gadget.

We define the family of functions G in a similar fashion

as in the cheat sheet framework. We show a randomized

communication lower bound on F using the approximate

conical junta degree and the lifting theorem of [17]. The

separation of Theorem 2 follows a very similar plan, starting

1We negate the function fCS because the statement deg+
1/10

(fCS) =

˜Ω(deg+
1/3

(f)) is false in general.
2For simplicity we restrict to total functions here. The full definition

(Definition 1) also allows for partial functions.

instead with the query function h = PR-ORn ◦ ANDm for

m = Θ(
√
n), where PR-ORn is a promise version of the

ORn function restricted to inputs of Hamming weight 0 or 1.

Moving on to our third result (Theorem ??), we find that

just having a lower bound on the randomized communication

complexity of a (F,G)-lookup function is not enough to

obtain the separation. The query analogue of Theorem ??
[12] relies on repeatedly composing a function with ANDn

(or ORn), which raises its randomized query complexity by

Ω(n). More precisely, it relies on the fact that Rdt(ANDn ◦
f) = Ω(nRdt(f)). However, the analogous communication

complexity claim, R(ANDn ◦F ) = Ω(nR(F )), is false. For

a silly example, if F itself is ANDn (under some bipartition

of input bits), then R(ANDn ◦ F ) ≤ D(ANDn2) = O(1).
Another example is if F : {0, 1} × {0, 1} → {0, 1} is the

equality function on 1 bit, then R(ANDn ◦F ) = O(1), since

this is the equality function on n bits.

To circumvent this issue, we use information complex-

ity instead of randomized communication complexity. Let

IC(F ) denote the information complexity of a function

F . Information complexity, or more precisely one-sided

information complexity, is known [7] to satisfy a com-

position theorem for the ANDn function. While one-sided

information complexity upper bounds can be converted to

information complexity upper bounds [14], the conversion

also requires upper bounding the communication complexity

of the protocol. This makes the argument delicate and

requires simultaneously keeping track of the information

complexity and communication complexity throughout the

argument. Informally, we show the following theorem.

Theorem 4 (informal). For any function F , and any family
of functions G = {G0, . . . , G2c−1} let FG be the (F,G)-
lookup function. Provided G satisfies certain mild technical
conditions, R(FG) = Ω̃(R(F )) and IC(FG) = Ω̃(IC(F )).

We state this more formally as Theorem 6 in Section III.

This is the main technical result of this work; the proof relies

on an information theoretic argument that establishes that a

correct protocol for FG already has enough information to

compute one copy of the base function F .

II. PRELIMINARIES

In this paper we denote query complexity (or decision

tree complexity) measures using the superscript dt. For

example, the deterministic, bounded-error randomized, exact

quantum, and bounded-error quantum query complexities

of a function f are denoted Ddt(f), Rdt(f), Qdt
E (f), and

Qdt(f) respectively. We refer the reader to the survey by

Buhrman and de Wolf [18] for formal definitions of these

measures.

A function f : {0, 1}n → {0, 1, ∗} is said to be a total

function if f(x) ∈ {0, 1} for all x ∈ {0, 1}n and is said to

be partial otherwise. We define dom(f) := {x : f(x) 
= ∗}
to be the set of valid inputs to f . An algorithm computing
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f is allowed to output an arbitrary value for inputs outside

dom(f). ANDn and ORn denote the AND and OR functions

on n bits, defined as ANDn(x1, . . . , xn) :=
∧n

i=1 xi and

ORn(x1, . . . , xn) :=
∨n

i=1 xi. In general, fn denotes an n-

bit function.

In communication complexity, we wish to compute a

function F : X × Y → {0, 1, ∗} for some finite sets X and

Y , where the inputs x ∈ X and y ∈ Y are given to two

players Alice and Bob, while minimizing the communication

between the two. As in query complexity, F is total if

F (x, y) ∈ {0, 1} for all (x, y) ∈ X × Y and is partial

otherwise. We define dom(F ) := {(x, y) : F (x, y) 
= ∗}. As

before a correct protocol may behave arbitrarily on inputs

outside dom(F ). Formal definitions of the measures studied

here can be found in the textbook by Kushilevitz and Nisan

[19].

For a function f : {0, 1}n → {0, 1, ∗} we let f c denote the

function f c : {0, 1}nc → {0, 1, ∗}c where f c(x1, . . . , xc) =
(f(x1), . . . , f(xc)). Note that dom(f c) = dom(f)c. For

a communication function F : X × Y → {0, 1} we let

F c : X c×Yc → {0, 1}c be F c((x1, . . . , xc), (y1, . . . , yc)) =
(F (x1, y1), . . . , F (xc, yc)).

We use D(F ) to denote the deterministic communication

complexity of F , the minimum number of bits exchanged

in a deterministic communication protocol that correctly

computes F (x, y) for all inputs in dom(F ). Public-coin

randomized and quantum (without entanglement) commu-

nication complexities, denoted R(F ) and Q(F ), are defined

similarly except the protocol may now err with probability at

most 1/3 on any input and may use random coins or quan-

tum messages respectively. Exact quantum communication

complexity, denoted QE(F ), is defined similarly, except it

must output the correct answer with certainty.

We use N(F ) and UN(F ) to denote the nondeterministic

(or certificate) complexity of F and the unambiguous non-

deterministic complexity of F respectively. UN(F ) equals

logχ(F ), where χ(F ) is the partition number of F , the

least number of monochromatic rectangles in a partition (or

disjoint cover) of X × Y . We now define these measures

formally.

Given a partial function F : X × Y → {0, 1, ∗} and

b ∈ {0, 1}, a b-monochromatic rectangle is a set A×B with

A ⊆ X and B ⊆ Y such that all inputs in A × B evaluate

to b or ∗ on F . A b-cover of F is a set of b-monochromatic

rectangles that cover all the b-inputs (i.e., inputs that evaluate

to b on F ) of F . If the rectangles form a partition of the

b-inputs, we say that the cover is unambiguous. Given a

b-cover of F , a b-certificate for input (x, y) is the label

of a rectangle containing (x, y) in the b-cover. The b-cover

number Cb(F ) is the size of the smallest b-cover, and we

set Nb(F ) := �log Cb(F ). The nondeterministic complexity

of F is N(F ) := max{N0(F ),N1(F )}. The quantities

UNb(F ) and the unambiguous non-deterministic complexity

UN(F ) are defined analogously from partitions.

It is useful to interpret a b-certificate for (x, y) ∈ dom(F )
as a message that an all-powerful prover can send to the

players to convince each of them that F (x, y) = b. In this

interpretation, Nb(F ) is the minimum over prover strategies

of the maximum length of a message taken over all inputs.

Similarly, UNb(F ) is the maximum length of a message

when, in addition, for every input in dom(F ), there is

exactly one certificate the prover can send.

We also use IC(F ) to denote the usual information com-

plexity of F (see the full version [1] for formal definitions).

Informally, the information complexity of a function F is the

minimum amount of information about their inputs that the

players have to reveal to each other to compute F . IC(F ) is

a lower bound on randomized communication complexity,

because the number of bits communicated in a protocol is

certainly an upper bound on the information gained by any

player, since 1 bit of communication can at most have 1 bit

of information.

III. LOOKUP FUNCTIONS IN COMMUNICATION

COMPLEXITY

We now describe the class of functions we will use for our

separations, (F,G)-lookup functions. This class of commu-

nication functions and our applications of them are inspired

by the cheat sheet functions defined in query complexity

in [16].

A (F,G)-lookup function, denoted FG , is defined by a

(partial) communication function F : X ×Y → {0, 1, ∗} and

a family G = {G0, . . . , G2c−1} of communication functions,

where each Gi : (X c×{0, 1}m)× (Yc×{0, 1}m)→ {0, 1}.
It can be viewed as a generalization of the address func-

tion. Alice receives input x = (x1, . . . , xc) ∈ X c and

(u0, . . . , u2c−1) ∈ {0, 1}m2c and likewise Bob receives in-

put y = (y1, . . . , yc) ∈ Yc and (v0, . . . , v2c−1) ∈ {0, 1}m2c .

The address, �, is determined by the evaluation of F on

(x1, y1), . . . , (xc, yc), that is � = F c(x,y) ∈ {0, 1, ∗}c. This

address (interpreted as an integer in {0, . . . , 2c − 1}) then

determines which function Gi the players should evaluate.

If � ∈ {0, 1}c, i.e., all (xi, yi) ∈ dom(F ), then the

goal of the players is to output G�(x, u�,y, v�); otherwise,

if some (xi, yi) 
∈ dom(F ), then the goal is to output

G0(x, u0,y, v0).

The formal definition follows.

Definition 1 ((F,G)-lookup function). Let F : X × Y →
{0, 1, ∗} be a (partial) communication function and G =
{G0, . . . , G2c−1} a family of communication functions,

where each Gi : (X c×{0, 1}m)× (Yc×{0, 1}m)→ {0, 1}.
A (F,G)-lookup function, denoted FG , is a total commu-

nication function FG : (X c × {0, 1}m2c) × Yc × {0, 1}m2c

defined as follows. Let x = (x1, . . . , xc) ∈ X c,y =
(y1, . . . , yc) ∈ Yc,u = (u0, . . . , u2c−1) ∈ {0, 1}m2c ,v =
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(v0, . . . , v2c−1) ∈ {0, 1}m2c . Then

FG(x,u,y,v) =

{
G�(x, u�,y, v�) if � = F c(x,y) ∈ {0, 1}c
G0(x, u0,y, v0) otherwise.

As lookup functions form quite a general class of func-

tions, we will need to impose additional constraints on the

family of functions G in order to show interesting theorems

about them. To show upper bounds on the communication

complexity of lookup functions (Theorem ??), we need

a consistency condition. This says that whenever some

(xi, yi) 
∈ dom(F ), the output of the Gj functions can

depend only on x,y and not on u, v or j.

Definition 2 (Consistency outside F ). Let F : X × Y →
{0, 1, ∗} be a (partial) communication function and G =
{G0, . . . , G2c−1} a family of communication functions,

where each Gi : (X c × {0, 1}m) × (Yc × {0, 1}m) →
{0, 1}. We say that G is consistent outside F if for

all i ∈ {0, . . . , 2c − 1}, u, v, u′, v′ ∈ {0, 1}m and

x = (x1, . . . , xc) ∈ X c,y = (y1, . . . , yc) ∈ Yc with

� = F c(x,y) 
∈ {0, 1}c we have G0(x, u,y, v) =
Gi(x, u

′,y, v′).

In order to show lower bounds on the communication

complexity of FG (Theorem 6) we add two additional

constraints on the family G.

Definition 3 (Nontrivial XOR family). Let G =
{G0, . . . , G2c−1} a family of communication functions,

where each Gi : (X c×{0, 1}m)× (Yc×{0, 1}m)→ {0, 1}.
We say that G is a nontrivial XOR family if the following

conditions hold.

1) (Nontriviality) For all x = (x1, . . . , xc) ∈ X c and

y = (y1, . . . , yc) ∈ Yc, if we have � = F c(x,y) ∈
{0, 1}c then for every i ∈ {0, . . . , 2c − 1} there

exists u, v, u′, v′ ∈ {0, 1}m such that Gi(x, u,y, v) 
=
Gi(x, u

′,y, v′).
2) (XOR function) For all i ∈ {0, . . . , 2c−1}, u, u′, v, v′ ∈
{0, 1}m and x = (x1, . . . , xc) ∈ X c,y =
(y1, . . . , yc) ∈ Yc if u ⊕ v = u′ ⊕ v′ then

Gi(x, u,y, v) = Gi(x, u
′,y, v′).

A. Upper bound

We now show a general upper bound on the quantum

communication complexity of a (F,G) lookup function,

when G is consistent outside F . A similar result holds for

randomized communication complexity, but we will not need

this.

Theorem 5. Let F : X × Y → {0, 1, ∗} be a (partial)
function and G = {G0, . . . , G2c−1} a family of com-
munication functions, where each Gi : (X c × {0, 1}m) ×
(Yc × {0, 1}m) → {0, 1}. If G is consistent outside F
(Definition 2) then

Q(FG) = O(Q(F ) · c log c) + max
i∈[2c]

O(Q(Gi))

QE(FG) = QE(F ) · c+ max
i∈[2c]

QE(Gi)

where FG is the (F,G)-lookup function.

Proof: We first give the proof for the bounded-error

quantum communication complexity.

Consider an input where Alice holds x = (x1, . . . , xc) ∈
X c and u = (u0, . . . , u2c−1) ∈ {0, 1}m2c and Bob holds

y = (y1, . . . , yc) ∈ Yc and v = (v0, . . . , v2c−1) ∈
{0, 1}m2c . For each i = 1, . . . , c, Alice and Bob run an

optimal protocol for F on input (xi, yi) O(log c) many

times and let �i be the resulting majority vote. Letting

� = (�1, . . . , �c), they then run an optimal protocol for G�

on input x, u�,y, v� a constant number of times and output

the majority result.

The complexity of this protocol is clearly at most

O(Q(F ) · c log c) + maxi O(Q(Gi)). We now argue cor-

rectness. First suppose that each (xi, yi) ∈ dom(F ) for

i = 1, . . . , c. In this case, the protocol for F computes

F (xi, yi) with error at most 1/3. Thus by running this

protocol O(log c) many times and taking a majority vote

� = (F (x1, y1), . . . , F (xc, yc)) with error probability at

most (say) 1/6. Similarly by running the protocol for

G� a constant number of times the error probability can

be reduced to 1/6 and thus the players’ output equals

G�(x, u�,y, v�) with error probability at most 1/3.

If some (xi, yi) 
∈ dom(F ) then by the consistency

condition G1(x, u1,y, v1) = G�(x, u�,y, v�). Thus in this

case the players’ also output the correct answer with error

probability at most 1/3.

The proof for the exact quantum communication com-

plexity follows similarly. In this case, Alice and Bob run an

exact quantum protocol for F on each input (xi, yi) to obtain

� = (�1, . . . , �c), and then run an exact quantum protocol to

evaluate G� on input x, u�,y, v�.
If each (xi, yi) ∈ dom(F ) for i = 1, . . . , c then

� = F (x1, y1), . . . , F (xc, yc) and the output will be correct.

Otherwise, the output will also be correct as G is consistent

outside of F .

B. Lower bound

The next theorem is the key result of our work. It gives a

lower bound on the randomized communication complexity

and information complexity of any (F,G)-lookup function

FG , when G is a nontrivial XOR family, in terms of the same

quantities for F . Recall that the value of FG(x,u,y,v) is

equal to G�(x, u�,y, v�), where � = F c(x,y). Intuitively, if

G is a nontrivial family, then to evaluate G�(x, u�,y, v�) the

players must at least know the relevant input u�, v�. This in

turn requires knowing �, which can only be figured out by

evaluating F .

Theorem 6. Let F : X × Y → {0, 1, ∗} be a (partial)
function and let c ≥ log R(F ). Let G = {G0, . . . , G2c−1}
be a nontrivial family of XOR functions (Definition 3) where
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each Gi : (X c × {0, 1}m) × (Yc × {0, 1}m) → {0, 1}, and
let FG be the (F,G)-lookup function. For any 1/3-error
protocol Π for FG , there exists a 1/3-error protocol Π′ for
F such that

IC(Π′) ≤ O(c3 IC(Π)) and CC(Π′) ≤ O(c2CC(Π)).

In particular, R(FG) = Ω(R(F )/c2) and IC(FG) =
Ω(IC(F )/c3).

The proof is given in the full version [1].

IV. PROOFS OF THEOREM 1 AND THEOREM 2

We give a high level overview of the proofs of Theorem

1 and Theorem 2. These proofs can be found in the full

version [1].

In both cases, we begin in the world of query complexity.

The starting point of Theorem 1 is the partial function

STR := SIMONn ◦ ORn ◦ ANDn. (1)

Here SIMONn is a certain property testing version of Si-

mon’s problem [20] introduced in [21] which witnesses a

large gap between its randomized Rdt(SIMONn) = Ω(
√
n)

and quantum Qdt(SIMONn) = O(log n log logn) query

complexities. As shown in [16, §3], the cheat sheet version

of STR witnesses an Õ(n)-vs-Ω̃(n2.5) separation between

quantum and randomized query complexities. (Actually, they

use FORRELATION [22] in place of SIMON, but we find it

more convenient to work with SIMON.)

We follow a similar approach to the query case and first

“lift” STR to a partial two-party function F = STR ◦ IPb by

composing it with IPb, the two-party inner-product function

on b = Θ(logn) bits per party. Our final function achieving

the desired separation will be a (F,G)-lookup function

FG where G forms a consistent family of nontrivial XOR

functions.

By Theorem 6, to show a lower bound on the randomized

communication complexity of FG , it suffices to show a

randomized communication lower bound on F = STR◦ IPb.

To do this, we use the query-to-communication lifting the-

orem of [17], which requires us to show a lower bound

on the approximate conical junta degree of STR. For this,

we would like to show that each of SIMONn, ORn, ANDn

individually have large junta degree and then invoke a

composition theorem for conical junta degree [23]. Because

of certain technical conditions in the composition theorem,

we will actually need to show a lower bound on the functions

SIMONn, ORn, ANDn in a slightly stronger model, giving

dual certificates for these functions of a special form. This

will prove Theorem 7.

The other half of Theorem 1 is a quantum upper bound on

the communication complexity of FG , for a particular family

of functions G. We need that the family G is consistent out-

side F , and that each function Gi ∈ G has Q(Gi) = Õ(n).
We do this in a way very analogous to the cheat sheet

framework: each function Gi(x, u,y, v) evaluates to 1 if

and only if u ⊕ v verifies that (xi, yi) ∈ dom(F ) for all

i ∈ [c]. The players check this using a distributed version of

Grover search.

For the separation between randomized and exact quan-

tum communication complexity, we begin in the setting of

query complexity with the partial function

PTRn,m := PR-ORn ◦ ANDm, (2)

where we eventually choose m = Θ(
√
n) and PR-ORn is a

promise version of the ORn function

PR-ORn(x) =

⎧⎪⎨⎪⎩
0 if |x| = 0

1 if |x| = 1

∗ otherwise

.

The exact quantum query complexity of PTR is O(
√
nm),

while its randomized query complexity is Ω(nm). As shown

in [16, §6.4], taking m = Θ(
√
n), the cheat sheet version

of PTR is a total function that witnesses an Õ(n) versus

Ω(n3/2) separation between randomized and exact quantum

query complexities.

We again lift PTR to a partial two-party function H :=
PTR◦IPb by composing it with IPb. The final function for the

separation of Theorem 2 will be a (H, T )-lookup function

for a particular family of XOR functions T that consistent

outside of H and defined in a similar fashion to the family

G described above.

The main randomized lower bounds we prove for the

separations of Theorem 1 and Theorem 2 are the following.

Theorem 7. Let m ≤ n and let b ≥ t log n for a sufficiently
large constant t. Then

R(STR ◦ IPb) = Ω̃(n2.5) and R(PTRn,m ◦ IPb) = Ω(nm).

The plan for both of these lower bounds is similar, as

outlined in Figure IV.

A. Randomized vs. bounded-error quantum

Given the randomized lower bounds of Theorem 7, we

now finish the proof of Theorem 1. The proof of Theorem 2

proceeds similarly and is deferred to the full version [1].

We first need two preliminary results.

Fact 4 (Composition of quantum query complexity [24]).
Let f : {0, 1}n → {0, 1, ∗} and g : {0, 1}m → {0, 1}. Then
Qdt(f ◦ gn) = O(Qdt(f)Qdt(g)).

Fact 5 (Composition with query function [5]). Let
f : {0, 1}n → {0, 1, ∗} be a (partial) function. For i ∈ [n],
let Fi : X × Y → {0, 1, ∗} be a communication prob-
lem. Then Q(f ◦ (F1, . . . , Fn)) = O(Qdt(f) logQdt(f) ·
maxi Q(Fi) log n).
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one-sided (
√
n/2, 0) junta

certificate for SIMONn

two-sided (n/2, n) junta

certificate for PR-ORn

deg+ε (STR) = Ω(n2.5) deg+ε (PTR) = Ω(nm)

Rε(STR ◦ IPb) = Ω(n2.5)
F := STR ◦ IPb

Rε(PTRn,m ◦ IPb) = Ω(nm)
H := PTRn,m ◦ IPb

Rε(FG) = Ω̃(n2.5) Rε(HG) = Ω̃(nm)

(Lifting theorem [17])

Theorem 6

(Lookup lower bound)

(Composition theorem [23])

Figure 1. Overview of the randomized communication complexity lower
bounds for Theorem 1 and Theorem 2.

B. Proof of Theorem 1

Let F = STR ◦ IPb as defined in Equation 1, for

b = Θ(log n). Let c = 10 log n. The definition of the family

of functions G = {G0, . . . , G2c−1}, closely resembles the

construction of cheat sheet functions. The most difficult

property to achieve is to make G consistent outside F . We

do this by defining Gi(x, u,y, v) to be 1 if and only if u⊕v
certifies that each (xi, yi) is in the domain of F (all functions

Gi will be the same). This condition naturally enforces

consistency outside F . We further require that u⊕v certifies

this in a very specific fashion. This is done so that the players

can check u⊕v has the required properties efficiently using

a distributed version of Grover’s search algorithm.

We first define a helper function which will be like Gi

but just works to certify that a single copy (xj , yj) of the

input is in dom(F ). Let A = {0, 1}bn3 × {0, 1}n(n logn+1).

Then P : A × A → {0, 1}. This function will be defined

such that P (x, u, y, v) = 1 if and only if (x, y) ∈ dom(F )
is witnessed by u ⊕ v in a specific fashion, described

next. Decompose x ∈ {0, 1}bn3

as x = (xi,j,k)i,j,k∈[n]
where each xijk ∈ {0, 1}b, and similarly for y. Let

zijk = IPb(xijk, yijk) for i, j, k ∈ [n], and zi = ORn ◦
ANDn(zi11, . . . , zinn) for i ∈ [n]. Now (x, y) will be in the

domain of F if and only if (z1, . . . , zn) is in the domain of

SIMONn.

If the players know (z1, . . . , zn) then they can easily

verify if it is in dom(SIMONn). Let w = u ⊕ v and

decompose this as w = (q,C), where q ∈ {0, 1}n and

C = (C1, . . . , Cn) with each Ci ∈ [n]n. Intuitively, q can

be thought of as the purported value of (z1, . . . , zn), and Ci

as a “certificate” that qi = zi. The function evaluates to 1 if

these certificates check out.

Formally, P (x, u, y, v) = 1 if and only if

1) q ∈ dom(SIMONn)
2) for all i ∈ [n]: if qi = 1 then Ci = (j, 0, . . . , 0) and

zijk = 1 for all k ∈ [n], and if qi = 0 then Ci =
(t1, . . . , tn) and zijtj = 0 for all j ∈ [n].

Note that (2) ensures that if P (x, u, y, v) accepts then zi =
qi for all i ∈ [n].

Finally, we can define Gi for i ∈ {0, . . . , 2c −
1}: Gi(x, u1, . . . , uc,y, v1, . . . , vc) = 1 if and only if

P ((xj , uj), (yj , vj)) = 1 for all j ∈ [c].

Claim 6. The family of functions G defined above is con-
sistent outside of F and is a nontrivial XOR function.

Proof: Each Gi is an XOR function by definition. Also,

if F c(x,y) 
∈ {0, 1}c because (say) (xj , yj) 
∈ dom(F ),
then P ((xj , u), (yj , v)) will always evaluate to 0 no matter

what u, v. This is because P ((xj , u), (yj , v)) can only

evaluate to 1 if u⊕v = (q,C) where C certifies that zi = qi
for all i ∈ [n] as in item (2) above. If this holds, then P
will reject when q = (z1, . . . , zn) 
∈ dom(F ). This means

G is consistent outside F .

Finally, let (x,y) ∈ dom(F c). Then there will exist u, v
such that u⊕v provides correct certificates of this, and u′, v′

providing incorrect certificates. Thus each Gi is nontrivial.

We can now finish the separation.

Theorem 8. Let F = STR◦ IPb be defined as in Equation 1
for b = Θ(logn), G be the family of functions defined above,
and FG be the (F,G)-lookup function. Then FG is a total
function satisfying

Q(FG) = Õ(bn) = Õ(n) and R(FG) = Ω̃(n2.5).

Proof: We start with the randomized lower bound. As

c = 10 log n ≥ R(F ) we can apply Theorem 6 to obtain

R(FG) = Ω̃(R(F )) = Ω̃(n2.5) by Theorem 7.

Now we turn to the quantum upper bound. By Theorem 5

it suffices to show Q(F ) = Õ(bn) and maxs Q(Gs) =
Õ(bn). As Qdt(SIMONn) = O(log n log logn) and

Qdt(ORn ◦ ANDn) = O(n), by the composition theorem

Theorem 4 Q(STR) = Õ(n). Thus Q(F ) = Õ(bn) by

Fact 5, as Q(IPb) ≤ b.
We now turn to show maxs Q(Gs) = Õ(bn). Fix s and let

the input to Gs be (x,u,y,v). For each � ∈ [c] the players

do the following procedure to evaluate P (x�, u�, y�, v�). For

ease of notation, fix � and let x = x�, y = y�, u = u�, v = v�.
As above, let x = (xi,j,k)i,j,k∈[n] where each xijk ∈ {0, 1}b
and similarly for y, zijk = IPb(xijk, yijk) for i, j, k ∈ [n],
and zi = ORn ◦ ANDn(zi11, . . . , zinn) for i ∈ [n]. Also

let w = u ⊕ v and w = (q,C) where C = (C1, . . . , Cn)
and each Ci ∈ [n]n. We will further decompose Ci =
(Ci1, . . . , Cin).

Alice and Bob first exchange n bits to learn q. If q 
∈
dom(SIMONn) they reject. Otherwise, they proceed to check

property (2) above, that Ci certifies that qi = zi for all
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i ∈ [n]. They view this as a search problem on n2 items

gi,t ∈ {0, 1} for i, t ∈ [n]. If qi = 1 then gi,t = 1 if and only

if zitCit = 1. If qi = 0 then gi,t = 1 if and only if zitCit = 0.

Then (x, u, y, v) satisfy property (2) in the definition of P
if and only if gi,t = 1 for all i, t ∈ [n]. Each gi,t can be

evaluated using O(b+log n) bits of communication. Hence,

using Grover search and Fact 5, it takes Õ(bn) qubits of

quantum communication to verify that all gi,t = 1.

V. PARTITIONS VS. RANDOMIZED COMMUNICATION

In this section, we give an overview of Theorem 3, which

we restate for convenience:

Theorem 3. There exists a total function F : X × Y →
{0, 1} with R(F ) ≥ UN(F )2−o(1).

The proof closely follows the analogous result obtained

for query complexity in [12] using the cheat sheet frame-

work. For a total communication function F , we will define

a special case of (F,G)-lookup functions that are a commu-

nication analog of cheat sheets in query complexity.

Definition 7 (Cheat sheets for total functions). Let F : X ×
Y → {0, 1} be a total function. Fix a cover R =
{R0, . . . , R2N(F )−1} of X×Y by rectangles monochromatic

for F . Let N = min{log |X |, log |Y|} and c = 10 logN .

Define a function

G : (X c × {0, 1}cN(F ))× (Yc × {0, 1}cN(F ))→ {0, 1}
where G(x1, . . . , xc, a1, . . . , ac, y1, . . . , yc, b1, . . . , bc) = 1
if and only if (xi, yi) ∈ Rai⊕bi for all i = 1, . . . , c. The

cheat sheet function FCS of F is the (F, {G0, . . . , G2c−1})
lookup function where Gi = G for all i. In other words,

FCS(x1, . . . , xc, u0, . . . , u2c−1, y1, . . . , yc, v0, . . . , v2c−1)
evaluates to G(x1, . . . , xc, u�, y1, . . . , yc, v�), where

� = (F (x1, y1), . . . , F (xc, yc)).

Remark 8. Note that FCS is in particular a (F,G)-lookup

function where G is a nontrivial XOR family (Definition 3),

thus Theorem 6 applies. Further letting X ′ × Y ′ be the

domain of FCS, note that N ′ = min{log |X ′|, log |Y ′|} =
O(cN + c · 2cN(F )) = O(N12).

Recall that the function TRn2 on n2 input bits is the

composition ORn ◦ ANDn. The separating function of The-

orem 3 is constructed by starting with disjointness on n
variables and alternately taking the cheat sheet function of

it and composing TRn2 with it. Repeating this process gives

a function with a larger and larger gap between R and UN,

converging to a quadratic gap between these measures.

To prove this result, we first need to understand how the

composition operations affect R and UN. We start with UN,

for which we wish to prove an upper bound.

Lemma 9 (AND/OR composition). For any communication
function F , the following bounds hold:
• N0(ANDn ◦ F ) ≤ N0(F ) + log n

• N1(ANDn ◦ F ) ≤ nN1(F )
• UN0(ANDn ◦ F ) ≤ UN0(F ) + (n− 1)UN1(F )
• UN1(ANDn ◦ F ) ≤ nUN1(F )
• N0(ORn ◦ F ) ≤ nN0(F )
• N1(ORn ◦ F ) ≤ N1(F ) + log n
• UN0(ORn ◦ F ) ≤ nUN0(F )
• UN1(ORn ◦ F ) ≤ (n− 1)UN0(F ) + UN1(F )

Proof: We prove the statements for the functions of

the form ANDn ◦ F . The proofs for the functions ORn ◦
F are immediate by duality. A 0-certificate for ANDn ◦ F
on input ((x1, y1), . . . , (xn, yn)) can be the index i such

that F (xi, yi) = 0, and 0-certificate for (xi, yi) on F . A 1-

certificate for ANDn◦F can be 1-certificates for each (xi, yi)
on F , for i = 1, . . . , n. For an unambiguous 0-certificate we

can choose an unambiguous 0-certificate for (xi, yi) on F
for the least i such that F (xi, yi) = 0, and unambiguous 1-

certificates for (xj , yj) on F for all j = 1, . . . , i− 1. For an

unambiguous 1-certificate we can choose an unambiguous

1-certificate for each (xi, yi) on F , for i = 1, . . . , n.

We have the following corollary.

Corollary 9 (Tribes composition). Let TRn2 = ORn◦ANDn.
For any function F , we have:

• N(TRn2 ◦ F ) = O(nN(F ) + n log n)
• UN(TRn2 ◦ F ) ≤ nUN0(F ) + n2 UN1(F )

We now analyze the properties of N and UN under the

cheat sheet operation.

Lemma 10 (Nondeterministic complexity of cheat sheet

functions). Let FCS be the cheat-sheet version of a
total function F : X × Y → {0, 1} where N =
min{log |X |, log |Y|}. Then

N(FCS) = O(N(F ) logN)

UN1(FCS) = O(N(F ) logN)

UN0(FCS) = O(UN(F ) logN).

Proof: We first upper bound N1(FCS) by giving a

protocol. Let x = (x1, . . . , xc),y = (y1, . . . , yc) and con-

sider an input (x, u0, . . . , u2c−1,y, v0, . . . , v2c−1) to FCS.

The prover provides a proof of the form (�, a, b) where

� ∈ {0, · · · , 2c−1}, a, b ∈ {0, 1}cN(F ). Note that the length

of the proof is O(cN(F )) = O(N(F ) logN). The players

accept if and only if u� = a, v� = b, and a ⊕ b provides

certificates that F (xi, yi) = �i for all i = 1, . . . , c. If FCS

evaluates to 1 on this input, a valid proof always exists by

giving � = F c(x,y) and a = u�, b = v�. On the other hand

if FCS evaluates to 0 on this input, then by definition of

the cheat sheet function for any message (�, a, b) it cannot

be that a, b agree with u�, v� and that a ⊕ b certifies that

F c(x,y) = �.
This protocol is in fact unambiguous. Say that FCS

evaluates to 1 on the input (x,u,y,v) and let � = F c(x,y).
A valid proof is given by (�, u�, v�). Consider another proof
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(�′, a, b). First, if �′ 
= �, then a ⊕ b cannot certify that

F c(x,y) = �′, as F c(x,y) = �. Now if �′ = �, then the

players will only accept if a = u� and b = v�. Thus there is

a unique accepting proof.
We now turn to bound the N0 complexity. Fix a

cover C1, . . . , C2N(F ) of F by monochromatic rectan-

gles. In this case the prover provides a message of the

form (�, i1, . . . , ic, a, b), where � ∈ {0, . . . , 2c − 1}, ij ∈
{0, 1}N(F ), a, b ∈ {0, 1}cN(F ). Thus the length of the proof

is O(cN(F )) = O(N logN). Alice and Bob accept if and

only if

1) (xj , yj) ∈ Cij for all j = 1, . . . , c.
2) Cij is �j-monochromatic on F for j = 1, . . . , c,
3) u� = a, v� = b and a ⊕ b does not provide valid

certificates that F c(x,y) = �.

If FCS(x,u,y,v) = 0 then there is a valid proof by giving

� = F c(x,y), providing valid certificates for these values,

and giving u�, v�. On the other hand, if FCS(x,u,y,v) = 1,

then if the steps 1,2 of the verification pass then it must be

the case that a, b do not agree with u�, v�, as in this case

u� ⊕ v� do provide valid certificates.
To upper bound the UN0 complexity, the protocol is

exactly the same except now a partition R1, . . . , Rχ(F ) of

rectangles monochromatic for F is used instead of a cover.

In this case, there is a unique choice of witnesses (i1, . . . , ic)
to certify the correct value F c(x,y) = �. The second part

(a, b) of a valid proof is also uniquely specified as it must

agree with the part of the input (u�, v�).

Corollary 10. For any total function F : X × Y → {0, 1}
with N = min{log |X |, log |Y|}, we have

• UN(TRn2 ◦ FCS) = O(nUN(F ) logN +
n2 N(F ) logN)

• N(TRn2 ◦ FCS) = O(nN(F ) logN).

We put these together to get an upper bound on UN for

the iterated function. Let F0 = DISJn and Fi+1 := TRn2 ◦
(Fi)CS for all i ≥ 0. The function Fk for appropriately

chosen k will provide the near-quadratic separation.

Claim 11. There is a constant a such that for any k ≥ 0,
we have

• UN(Fk) = O(nk+2akkk logk n)
• N(Fk) = O(nk+1akkk logk n).

When k is constant, these simplify to Õ(nk+2) and Õ(nk+1),
respectively.

Proof: This follows from Corollary 10 by induction on

k. In the base case, we have N(DISJn) = O(UN(DISJn)) =
O(n). The induction step follows immediately from Corol-

lary 10. The only subtlety is the size of N , which increases

polynomially with each iteration, which means logN =
O(k log n). This gives the akkk logk n factor.

To prove Theorem 3, the remaining task is to lower bound

R(Fk). We show the following theorem.

Theorem 11. There is a constant b such that for every k ≤
n1/10, we have

R(Fk) = Ω

(
n2k+1

bkk3k log3k n

)
.

The proof of Theorem 11 is given in the full version [1].

Finally, we get prove the near-quadratic separation.

Theorem 3. There exists a total function F : X × Y →
{0, 1} with R(F ) ≥ UN(F )2−o(1).

Proof: We take F = Fk with k some slowly growing

function of n. In particular, let k =
√

logn
log logn . This gives

R(Fk) ≥
n2k+1

2O(
√
logn log logn)

and

UN(Fk) ≤ nk+22O(
√
logn log logn),

so

log UN(Fk) = log3/2 n/ log log1/2 n+O(
√

log n log log n)

and

log R(Fk) = 2 log3/2 n/ log log1/2 n−O(
√

log n log logn)

= 2 logUN(Fk)−O(log2/3 UN(Fk) log log
4/3 UN(Fk)).

Thus

R(Fk) ≥ UN(Fk)
2−O(α(UN(Fk)))

where α(x) = log log4/3 x
log1/3 x

= o(1).
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