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Abstract—We study the two-party communication com-
plexity of finding an approximate Brouwer fixed point
of a composition of two Lipschitz functions g ◦ f :
[0, 1]n → [0, 1]n, where Alice holds f and Bob holds
g. We prove an exponential (in n) lower bound on the
deterministic communication complexity of this problem.
Our technical approach is to adapt the Raz-McKenzie
simulation theorem (FOCS 1999) into geometric settings,
thereby “smoothly lifting” the deterministic query lower
bound for finding an approximate fixed point (Hirsch,
Papadimitriou and Vavasis, Complexity 1989) from the
oracle model to the two-party model. Our results also
suggest an approach to the well-known open problem
of proving strong lower bounds on the communication
complexity of computing approximate Nash equilibria.
Specifically, we show that a slightly “smoother” version of
our fixed-point computation lower bound (by an absolute
constant factor) would imply that:
• The deterministic two-party communication com-

plexity of finding an ε = Ω(1/ log2 N)-approximate
Nash equilibrium in an N×N bimatrix game (where
each player knows only his own payoff matrix) is at
least Nγ for some constant γ > 0. (In contrast, the
nondeterministic communication complexity of this
problem is only O(log6 N)).

• The deterministic (Number-In-Hand) multiparty
communication complexity of finding an ε = Ω(1)-
Nash equilibrium in a k-player constant-action game
is at least 2Ω(k/ log k) (while the nondeterministic
communication complexity is only O(k)).

I. INTRODUCTION

Brouwer’s fixed-point theorem states that every con-

tinuous function h from a closed convex set C to itself

has at least one fixed point — that h(x) = x for some

x ∈ C. This result, and generalizations thereof such as

Kakutani’s fixed-point theorem and the Borsuk-Ulam

theorem, have countless applications in mathematics,

logic and economics ([Bor85], [Mat07]). To give just

one example, all known proofs of the existence of Nash

equilibria in general finite games rely on such fixed-

point theorems.

Due to its fundamental nature, the problem of com-

puting (approximate) Brouwer fixed points has been

studied for half a century, beginning with Scarf [Sca67],

who adapted ideas of Lemke and Howson [LH64] to

obtain an (exponential-time) algorithm for the problem.

Previous work provides a fairly sharp understanding

of the complexity of finding approximate fixed-points

in two computational models: Hirsch, Papadimitriou,

and Vavasis [HPV89] pioneered the study of the query
complexity of the problem in the “black-box” oracle

model, where an algorithm can only interact with

the function h by (adaptively) querying it at different

points in the domain (i.e., no explicit description is

provided). The main result of [HPV89], which is a

tour de force, is that every deterministic algorithm for

computing an ε-approximate fixed point of a function h
mapping the n-dimensional cube to itself has worst-

case query complexity ( 1ε )
Θ(n), even when the func-

tion h has a Lipschitz constant arbitrarily close to 1.

This lower bound was subsequently extended to the

randomized query model for two-dimensional manifolds

([LNNW95]), and only recently by Babichenko [Bab14]

for any dimension d ≥ 2. In parallel to this line of

work, Papadimitriou [Pap94] considered the computa-
tional complexity of computing approximate Brouwer

fixed points for explicitly described functions,1 i.e.,

in a “white-box” model, and proved that the problem

is complete for the complexity class PPAD in 3 or

more dimensions [Pap94]. The two-dimensional version

of the problem also turned out to be PPAD-complete

[CD09].
This paper initiates the study of the two-party (and

multiparty) communication complexity of computing

approximate Brouwer fixed points. That is, we study

the problem in a “grey-box” model of computation.

We consider the natural version of the problem in

which Alice’s input is an explicitly described func-

tion f : C1 → C2, Bob’s input is an explicitly described

function g : C2 → C1, and the task is to compute

an approximate fixed point of the composed function

g ◦ f : C1 → C1. Our lower bounds are for the

case where C1 and C2 are discretized hypercubes (of

possibly different dimensions), with every coordinate of

1For example, one can describe a function on a finite set of points,
and use some canonical interpolation to define a continuous real-
valued function.
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every point a multiple of some (small) constant α. The

goal is to compute some x ∈ C1 with ‖h(x)−x‖∞ ≤ ε
(if one exists).2 We will generally think of ε as a small

constant (e.g., 10−3) and α as a much smaller constant

(e.g., 10−6).

The communication complexity of this problem

varies with the approximation parameter ε and also

with the geometry (amount of structure) imposed on

the input functions f and g. We interpolate between

easy and hard versions of the problem through Lipschitz
constraints on the functions f and g. Specifically, we

assume that Alice’s function f is λ1-Lipschitz (meaning

‖f(x) − f(y)‖∞ ≤ λ‖x − y‖∞ for all x, y ∈ C1) and

Bob’s function g is λ2-Lipschitz. If we only constrain

λ1, λ2 = O( ε
α ) and hence λ1λ2 = Θ( ε2

α2 ), then it is

easy to prove strong lower bounds on the problem (e.g.,

via a reduction from set disjointness). On the other hand,

if λ1λ2 < 1 (i.e., when g ◦ f is a “contraction” over

the domain C1), Alice and Bob can easily find an ε-

approximate fixed point in C1 whenever it exists3 by

iteratively evaluating the function using only O(log 1/ε)
many rounds of communication. So the problem tran-

sitions from easy to hard as λ1λ2 varies from small to

large — where does the transition occur?

Our main result is an exponential (in the dimension)

lower bound on the deterministic communication com-

plexity of computing an ε-approximate fixed point, even

when λ1λ2 is as small as 43 ε
α (i.e., the values of g ◦ f

on neighboring α-grid points differ by at most 43ε).

Put differently, our lower bound applies to the regime

where the approximation parameter ε is independent of

the “discretization parameter” α (and in particular when

limα→0
ε
α =∞). 4

An important feature of our lower bound is that

it holds even under the promise that the composed

function h := g ◦ f is O(1)-Lipschitz (irrespective of α
!), even though the marginal Lipschitz constants of f
and g in our lower bound only satisfy the weaker con-

straint λ1λ2 = Θ(1/α) as stated above. Note that the

former promise immediately guarantees the existence

of an approximate fixed-point of h (for a small enough

constant α), as h can always be extended to a continuous
function on the solid cube. Informally, this feature of our

construction means that the “bottleneck” of our lower

bound is the two-party decomposition (aka factoring) of

h, while a “smoother” decomposition (which still yields

2A protocol is allowed to behave arbitrarily on inputs that have no
approximate fixed points.

3When C1 is an (equally spaced) grid over [0, 1]n, it is easy to
see that any “contracting” function must in fact be constant (and in
particular must have an exact fixed point), so the argument for grids
is trivial in this case.

4We assume α is equal to the minimum non-zero displacement of
g ◦ f , as otherwise, a finer grid can be chosen without modifying the
function nor its fixed-points.

a hard communication problem) is plausible as h is itself

very smooth (see Section VI for further discussion).

In contrast, any “disjointness-based” reduction to the

composed fixed-point problem would inherently yield a

discontinuous function (due to the local nature of such a

reduction when translating x ∈ {0, 1}n to displacements

of a function). Since we always have λgλf ≥ λg◦f
(by transitivity), it is not clear how such a reduction

can carry over to the total version of the problem (in

which a fixed-point always exists). Acknowledging this

qualitative difference is imperative to understand our

result and its potential future implications.

Since our lower bound trivially implies an exponen-

tial lower bound on the deterministic query complexity

of computing an ε-approximate fixed point for an O(1)-
Lipschitz functions h — the main result in [HPV89]

modulo polynomial factors — we do not expect a

simple proof of this result (see our proof outline in

Section II-B).

In addition to its basic nature, a second motivation

for studying the problem of computing fixed points

is its tight connections to other problems, such as

computing a Nash equilibrium in strategic games. For

both query and computational complexity, lower bounds

for the former problem were crucial prerequisites to

lower bounds for the latter problem [Bab14], [CCT15],

[CDT09], [DGP09].5 What about distributed computa-

tion of (approximate) Nash equilibria in the (realistic)

scenario where each player only knows his own payoff

matrix? This question was advocated before due to its

implications on the rate of convergence of uncoupled

market dynamics [HMC02], [HM10]. We stress that

lower bounds in the communication complexity model

isolate the information-theoretic bottleneck faced by

such dynamics, as opposed to, e.g., conditional lower

bounds based on “bounded-rationality”-type assump-

tions (see e.g., [Sha64] and Section IV in [HMC02]).

Conitzer and Sandholm [CS04] were the first to study

the communication complexity of equilibria. In N ×N
bimatrix games, they proved an Ω(N2) communication

complexity lower bound for the problem of deciding

whether or not a game has a pure Nash equilibrium (via

a reduction from set disjointness). Hart and Mansour

[HM10] focused on the search problem of finding a

mixed Nash equilibrium in an n-player game with

binary strategy sets and proved that the communication

complexity of finding an exact Nash equilibrium is 2n

(note that the input size of each player is 2n, as there

5For query complexity, there is an exponential (in the number of
players) lower bound even for computing an ε-ANE with ε = Ω(1)
([Bab14], [CCT15]). The computational complexity of computing an
ε-ANE in two-player games for ε = Ω(1) was only very recently
settled ([Rub16], [BPR16]), where it was shown that the quasi-
polynomial-time algorithm for this problem of [LMM03] is essentially
optimal under a certain (“ETH”-type) conjecture for PPAD.
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are 2n joint strategy profiles). It is noteworthy that both

of these lower bounds hold also for the nondeterministic
communication complexity of the problem.

Almost nothing is known about the communication

complexity of computing ε-approximate Nash equilibria

(ε-ANE) for small positive values of ε. This is not a

coincidence: In sharp contrast to the problems above,

the nondeterministic communication complexity of this

problem is only logarithmic in the size of the game

description (and quadratic in 1
ε ) [LMM03]. Moreover,

for ε sufficiently large, the problem turns out to be

easy – Goldberg and Pastink [GP13] and subsequent

improvements due to Czumaj et. al [CDF+15] show that

finding an ε = 0.382-ANE in a bimatrix game can be

done using only poly log(N) deterministic communica-

tion, suggesting that the problem is subtle (as any lower

bound has to inherently rely on ε being sufficiently

small). [GP13] proved strong lower bounds only for

the one-way communication complexity of the problem,

but there are no known non-trivial lower bounds in the

unbounded-round communication model for any ε > 0
(for both the two-payer and the multi-player settings).

We propose a path to proving strong lower bounds

on the communication complexity of computing ε-

approximate Nash equilibria. Specifically, in both the

bimatrix and multi-player cases, we show how to use a

protocol for computing approximate Nash equilibria to

compute ε-approximate fixed points for input functions

f and g with Lipschitz constants that satisfy λ1λ2 ≤ 1
2

ε
α

(this reduction holds for both deterministic and random-

ized communication). Thus, a constant-factor (namely,

86) improvement in the Lipschitz constraint in our

main result immediately implies strong deterministic

communication complexity lower bounds for computing

approximate Nash equilibria. As explained in [HM10],

such a lower bound would rule out the fast convergence

of any form of deterministic uncoupled dynamics that

converges even to an approximately stable market state.

II. OVERVIEW OF RESULTS

Let AFPCα,(n,λ1),(m,λ2),ε denote the two-party

search problem of finding an ε-fixed-point of g ◦ f ,

where Alice holds (the truth table of) a λ1-Lipschitz

function f : Gα,n 	→ Gα,m and Bob holds a λ2-

Lipschitz function g : Gα,m 	→ Gα,n. (Gα,n denotes

the α-grid of the n-dimensional solid cube [0, 1]n, see

the formal definition of the problem in Section V).

Our first and main result asserts that every determin-

istic communication protocol that finds a (λ1λ2α/43)-
fixed-point of the composed function g ◦ f requires

exponential communication in the dimension n (with

m = O(n)).

Theorem II.1 (Deterministic communication lower

bound for AFPC). There are universal constants α ∈

(0, 1), λ1, λ2 > 1 such that for every n ≥ 2 and
m = Oα(n),

DCC
(
AFPC

α,(n,λ1),(m,λ2),
λ1λ2α

43

)
≥ 2Ωα(n).

We stress that that parameters in the result above are

such that λ1λ2 = Θ(1/α), that is, the approximation

parameter ε = (λ1λ2α/43) for which we prove the

lower bound is an absolute constant independent of the

grid size (i.e., the “discretization parameter”) α, and in

particular, ε can be much larger than α.

Our second contribution is a reduction from AFPC
to the problem of computing an approximate Nash

equilibrium (ANE). This result shows that any com-

munication lower bound (deterministic or randomized)

on finding a (2λ1λ2α)-fixed-point of g ◦ f translates

to two different lower bounds: (i) on the two-party

communication complexity of finding an Ω(1/ log2 K)-
ANE in a 2-player bimatrix game with K = exp(n)
actions ; (ii) on the k-party (Number-In-Hand) com-

munication complexity of finding an Ω(1)-ANE in a

k-player constant-action game.

Theorem II.2 (From approximate fixed points to ap-

proximate Nash, informal). For every m ≥ n ∈ N, any
constants λ1, λ2, α ∈ (0, 1), and any error parameter
ρ ≥ 0:
• (Two-player games) Setting K := (1/α)m,

RCC
ρ

(
ANEK,Ω(1/ log2 K)

) ≥
RCC

ρ

(
AFPCα,(n,λ1),(m,λ2),2λ1λ2α

)
.

• (k-player games) Setting k := Oα(m logm),

RCC
ρ

(
k-ANE1/α,3α3/16

) ≥
RCC

ρ

(
AFPCα,(n,λ1),(m,λ2),2λ1λ2α

)
.

Theorem II.2 implies that a slightly stronger version

of Theorem II.1 (where the approximation parameter

is larger only by an absolute constant factor) would

imply near-optimal deterministic communication lower

bounds for finding approximate Nash equilibria in both

two-player and k-player games. In turn, this would rule

out any efficient distributed dynamics that converges

even to an approximately stable state (see Proposition

6.4 in [RW16] for the formal statement, and a more

elaborate discussion on this direction in Section VI

below).

A. Streamlined Overview of Proofs and Techniques

“Lifting”: Communication Lower Bounds from
Query Lower Bounds. : To prove Theorem II.1, we

follow an approach that converts lower bounds in

the weaker (and simpler-to-understand) query complex-

ity world ([BdW02]) into two-party lower bounds in

the communication complexity world (e.g., [NW95],
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[BdW02], [GLM+15], [RM99], [GPW15]). This ap-

proach is based on a technique known as “lifting,” where

the inputs to the (query) problem are distributed in some

carefully chosen manner (using a 2-party “gadget”)

between Alice and Bob, who are then required to solve

the resulting distributed search problem.

More formally, let S : ΣN −→ Σ be some search

problem (sometimes called the “outer function”). The

g-lift of S is the two-party communication problem

defined by

S ◦ gN (x,y) := S(g(x1, y1), . . . , g(xN , yN )),

where the gadget g : X × Y −→ Σ is typically

some “small” two-party function. Clearly, the com-

munication complexity of solving S ◦ gN is at most

log (min{|X |, |Y|})·(query complexity(S)), since Alice

and Bob can always simulate any decision tree for S
by sequentially having the player with the shorter input

send his corresponding coordinate to the other, who then

evaluates the query. Proving the other direction, namely,

that such communication protocols are essentially op-
timal, is a highly nontrivial result, commonly referred

to as a simulation theorem (e.g., [RM99], [GPW15],

[GLM+15], [GP14]). The gadget g plays a crucial role

in such results, as it ensures Alice and Bob cannot

take “short-cuts” by avoiding queries made by the

decision tree.6 Thus the gadget g must be a sufficiently

“hard” function to rule out such manipulations (for

a more elaborate discussion, see Section 5.2 in the

full version of this paper [RW16]). We remark that

simulation theorems have recently led to breakthrough

results in complexity theory, including the resolution of

the long-standing “Clique vs. Independent Set” problem

[Göö15], [GPW15], to separation theorems between

various deterministic and non-deterministic communica-

tion measures [GPW15], [ABB+15], and, earlier, to the

separation of the monotone circuit hierarchy [RM99].

The most relevant result to our problem is the simu-

lation theorem of Raz and McKenzie ([RM99]) and its

recent generalization due to Goos, Pitassi and Watson

([GPW15]), who showed that, for any search problem

S : ΣN 	→ Σ, if the input z = (z1, . . . , zN ) to S is

“lifted” using the index gadget

IND(xi, yi) := yi[xi]

(i.e., Alice’s input is a set of indices x = {xi}Ni=1 ∈
[k]N , Bob’s input is a set of vectors y = {yi}Ni=1 ∈
(Σk)N for k = poly(N), such that yi[xi] = zi for every

6For example, if S is the AND function
∧N

i=1 zi and g is chosen
as an AND-gadget itself, i.e., g(xi, yi) = xi ∧ yi, then it is easy to
see that the deterministic query complexity of S is N , but S ◦ gN =∧

i(xi ∧ yi) ≡
(∧

i xi

)∧ (∧
i yi

)
and therefore the communication

complexity of S ◦ gN is 0!

i ∈ [N ]), then the “lifted” communication problem

remains as hard as the corresponding query problem:

Theorem II.3 ([RM99], [GPW15], informal). For any
search problem S, the deterministic communication
complexity of the two-party problem S ◦ INDN (x,y) :=
S(y1[x1], . . . , yN [xN ]) is at least Ω(log k) times the
deterministic query complexity of S.

In the next subsection, we explain the relevance of

this theorem to the distributed approximate fixed-point

problem (AFPC), and provide a streamlined overview

of the proofs of our main results (Theorem II.2 and

Theorem II.1).

B. A High-Level Proof Overview of Theorem II.1

The approximate fixed-point problem that we study

(AFPC) has a “geometric” aspect to it, in that both of

the input functions are required to be O(1)-Lipschitz.7

The Lipschitz condition implies that if, for example,

Alice sends Bob a value f(x), then Bob automatically

learns information about the value of f on inputs close

to x. Dealing with this geometric aspect of the problem

is the most challenging and subtle aspect of the proof.

As mentioned above, the key step of the proof is

showing that the deterministic communication com-

plexity of AFPC is bounded from below by the

deterministic query complexity of the (promise) search

problem of finding an approximate fixed point of a λ-

Lipschitz function h : [0, 1]n 	→ [0, 1]n (we denote this

problem by AFP). Fortunately, the query complexity

of this problem was previously studied by Hirsch, Pa-

padimitriou and Vavasis [HPV89], who showed (using

a highly nontrivial geometric construction, see Section

5.1 in [RW16] and an illustration in Figure 1 below)

that any (deterministic) decision tree solving this prob-

lem requires 2Ωλ(n) queries, for any Lipschitz constant

λ > 1. (This lower bound was recently generalized to

the randomized query model by Babichenko [Bab14]).

A natural approach at this point is to try and use

simulation theorems to “lift” the aforementioned lower

bound from the query setup to the communication

setup. Alas, as discussed above, simulation theorems

rely on a carefully chosen gadget g, and thus the “lifted”

communication problem S ◦ gN typically corresponds

to some contrived two-party problem, even when S is

a natural problem. Fortunately, the lifting gadget in the

Raz-McKenzie simulation theorem is (almost) exactly

what we were looking for: Our simple but central

observation is that, letting S denote the search problem

of finding an approximate fixed point of a (discrete)

7The problem is not interesting in the absence of the Lipschitz
requirement. In this case, a simple reduction e.g. from set-disjointness
can trivially establish the exponential lower bound, even in the
randomized setting.
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function h : [0, 1]n 	→ [0, 1]n (i.e., S := AFP), and

letting the domain [N ] denote (some finite discretization

of) the domain [0, 1]n (i.e., N = 2O(n)), the “lifted”

communication problem AFP◦ INDN (x,y) essentially

corresponds to AFPC, albeit with unbounded Lips-

chitz constraints on f and g. That is:
Key Observation: When the input vectors x and y

are interpreted as the truth tables of (discrete) functions

f : [0, 1]n 	→ [0, 1]m and g : [0, 1]m 	→ [0, 1]n

respectively, the index gadget IND(xi,y) = y[xi] =
g(f(i)) encodes the truth table of the composed function

h := g ◦ f .
Unfortunately, Theorem II.3 cannot be invoked in a

black-box fashion to conclude Theorem II.1, the main

reason being that the decomposition h(x) = g(f(x))
produced by these proofs does not obey any (nontrivial)

Lipschitz constraints on f and g (even though h := g◦f
is known to be Lipschitz).

Embedding these geometric Lipschitz constraints into

the Raz-Mackenzie simulation theorem is a substantial

conceptual and technical obstruction, since the simu-

lation argument (of both [GPW15], [RM99]) heavily

relies on the invariant that the unqueried coordinates
in the simulating decision-tree can retain any potential

value (intuitively, this invariant ensures that there’s

enough remaining “entropy” in the inputs so that the

simulating decision tree does not get “stuck”). This

property essentially requires the set of inputs of Alice

and Bob to have a product structure (which in our

context means that f, g assign independent values to

each point in their domain, i.e., f ∈ ×xB(x) and

g ∈ ×yB(y), where B(x) (resp. B(y)) are some pre-

determined sets of values to which each x (resp. y) is

mapped to). For further elaboration on this, see Section

5.4 of the full version of this paper.
We show how to modify the [GPW15] simulation ar-

gument so that the decomposition (lifting) of h into g◦f
accommodates simultaneously the Lipschitz constraints

on f and g claimed in Theorem II.1, and the product-

structure constraint on f, g, at the price of slightly in-

creasing the dimension m of the “intermediate” domain

(i.e., the range of f ) so that m
 n yet still m = O(n).
Indeed, increasing the dimension of f ’s range enables

us to replace the global Lipschitz constraints on f with

local “displacement-like” conditions of the form f(x) ∈
B(x) where B(x) is some large enough “local” neigh-

borhood of x in [0, 1]m.8 Replacing the Lipschitz con-

straint on f with the above local-displacement constraint

has another important feature, namely, it ensures that f

8Intuitively, since distances are measured in the �∞ norm, allowing
the dimension of the range of f to be � n allows us to “embed”
exponentially large local balls into [0, 1]m, one for each x in the
domain of f , and these disjoint local neighborhoods form the range
of all possible functions f Alice may receive. See Section 5.3 and
Figure 4 in [RW16].

is in fact bi-Lipschitz, which is necessary to facilitate

the desired Lipschitz constraint on g. To accommodate

the Lipschitz property of g in a similar product-structure

fashion, we rely on the local-displacement property of

the composed function h of [HPV89] and on so-called

Lipschitz-extension arguments, which allow us to extend

any partial Lipschitz function g from any subset of

points to its entire domain ([0, 1]m) without increasing

g’s Lipschitz constant. The formal construction can be

found in Section 5.3 of the full version of this paper

[RW16].

The lower bound we obtain in Theorem II.1 holds

for (the promise problem of) finding a λ1λ2α/43-fixed-

point of g ◦ f . The constant-factor loss is the cost that

we pay to retain the product structure necessary for a

simulation theorem. Improving our lower bound further

so that it holds for larger approximation parameters

(ideally, for ε = λ1λ2α + 1) requires decomposing h
into g ◦f in a slightly “smoother” fashion, so that λ1λ2

is smaller by an absolute constant factor (ideally, by a

factor > 43). We discuss this direction further in Section

VI of the Appendix.9

Figure 1. An illustration of the geometric construction of [HPV89]
(cf. [Bab14]). The arrows in the figure correspond to displacements
h(x)−x. Each function h ∈ H is a “continuous interpolation” of an
(exponentially long) discrete path on a finite grid of [0, 1]n, whose
endpoint is the unique hard-to-find fixed-point of h. The “geometric
simulation theorem” we prove decomposes h (i.e., each arrow in the
picture) into g ◦ f using the “index” gadget, in a way that ensures f
and g are both Lipschitz and have a product structure.

9In short, the main reason we believe such improvement is plausible
is that our current proof does not make direct use of the premise that
the “lifted” function h = g ◦ f is itself guaranteed to be λ-Lipschitz
(for a constant λ > 1 arbitrarily close to 1), but only uses a weaker
property, namely, that h has “local displacements”: ‖h(x)− x‖∞ ≤
5ε ∀x.
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C. From AFPC to ANE : A High-level Proof
Overview of Theorem II.2

We sketch the proof of the reduction for the two-

player case, which shows that any (deterministic or ran-

domized) two-party communication protocol that finds

an Ω(1/ log2 N)-ANE in an N×N game, can be used,

with no extra communication, to recover a (2λ1λ2α)-
approximate Brouwer fixed-point of g ◦ f , assuming f
and g are λ1 and λ2 Lipschitz, respectively.10

Our reduction is inspired by a recent reduction due to

Babichenko [Bab14] (in turn inspired by a blog post of

Shmaya [Shm]), who used it to relate the approximate

Nash problem to the approximate fixed-point problem

in the weaker query oracle model. The basic idea behind

the reduction is that Alice and Bob can translate their

respective input functions (f, g resp.) to the fixed-point

problem, into convex payoff functions in which Alice’s

goal is to match the image of Bob’s action under her

function f , and similarly Bob’s goal is to match the

image of Alice’s action under his function g, where

“pure actions” are points in some finite (α > 0) grid of

the m-dimensional (resp. n-dimensional) cubes. More

formally, Alice and Bob can use their respective input

functions to define (using no communication at all!) a

two-player game with the following payoff functions:

uA(x, y) = − 1

m
· ‖x− f(y)‖22 ,

uB(x, y) = − 1

n
· ‖g(x)− y‖22.

Crucially, defining these payoff functions requires no

interaction, since Alice’s payoff only depends on f , and

similarly for Bob (note that the size of the game is N =
(1/α)m as this is the number of α-grid points in the m
(resp. n) dimensional cube, and that the normalization

by m (n) ensures that payoffs are in [−1, 1]).
Now consider, for the sake of simplicity, that Alice

and Bob have some protocol π that finds an exact Nash

equilibrium (μ, σ) of the above game. Intuitively, (μ, σ)
must be a pure equilibrium: Indeed, by definition of Al-

ice’s payoff and the convexity of the �2 norm, it is easy

to see that for any equilibrium strategy σ played by Bob,

Alice has a unique best response x∗ := Ey∼σ[f(y)] (this

is essentially the well-known fact that expectation is

the minimizer of the variance). An analogous argument

shows that Bob’s unique best response to any strategy

μ played by Alice is y∗ := Ex∼μ[g(x)]. Since x∗

and y∗ are pure strategies, this means that any (exact)

equilibrium must have the form x∗ = f(y∗) and

10The claim for k-player constant-action games follows a similar-
in-spirit reduction from a multiparty variant of the AFPC problem
which in turn admits an easy reduction from the two-party AFPC
problem, but this time the reduction applies even to k-party protocols
that merely find an Ω(1)-ANE in k-player constant-action games. See
Section 6.3.2 in the full version of this paper.

y∗ = g(x∗). Combining the two together, we have

y∗ = g(x∗) = g(f(y∗)), so y∗ is an exact fixed-point

of g ◦ f .

Alas, the argument above has a subtle flaw: the point

x∗ := Ey∼σ[f(y)] might not lie on the (α) grid, in

which case it is not a legitimate pure strategy of Alice

(similarly for Bob’s best response y∗), so the argument

above is not precise (this is no surprise, as g ◦ f need

not have an exact fixed-point on the discrete grid).

However, what does turn out to be true is that any “good

enough” (≈ 1/n2 = Θα(1/ log
2 N)) approximate Nash

equilibrium (μ, σ) of the above game, must be entirely
supported on the unique grid cubes C(x∗), C(y∗) that

contain the points x∗, y∗ respectively. In fact, we show

this more generally for any good enough approximate

well-supported (mixed) equilibrium (see Section 6 in

[RW16] for formal definitions), and then use an argu-

ment due to [Bab14] that allows us to convert it to a

(standard) ANE. (We remark that the analogous step

for the k-player reduction involves a more sophisticated

argument recently employed by [CCT15], which we

show can be implemented in a distributed manner to

facilitate the reduction). One can then use the Lipschitz

properties of f and g to argue that “rounding” the exact

fixed-point y∗ := Ex∼μ[g(x)] on Bob’s corresponding

grid-cube (found by the protocol π), incurs an additive

precision-loss of ≈ λ1λ2α, hence π can be used to

recover a (2λ1λ2α)-approximate fixed-point of g ◦ f .

For the formal proof, we refer the reader to Section 6

in the full version of this paper [RW16].

III. ORGANIZATION

Due to space constraints, this manuscript contains

only the high-level structure of the proof of our main

result (Section V). The formal construction and proofs

of both Theorem II.1 and Theorem II.2 can be found

in the full version of this paper ([RW16]). We conclude

with some interesting open problems and a discussion

of our techniques in Section VI.

IV. PRELIMINARIES

We denote by ‖x‖∞ := maxi |xi| the �∞ (max)

norm, and by ‖x‖2 the �2 (Euclidean) norm. For a

multi-set S of [n], U(S) denotes the uniform distribution

over S. The family of all distributions over a set S is

denoted Δ(S) (for example, Δ([n]) is the family of

all distributions over [n], and U([n]) ∈ Δ([n])). We let

ei denote the i’th vector in the standard n-dimensional

basis.

A. Geometric Definitions and Notation

Our results involve geometric concepts and construc-

tions. Since communication complexity is a discrete

model, we consider (standard) discrete analogous of

233234234



continuous geometric concepts, and make a recurring

use of discretization throughout the paper. We denote

by

Gδ,n : {x ∈ [0, 1]n : xi ∈ δN}
the δ-grid on the n-dimensional solid cube. A set C ⊆
Gδ,n is called a δ-grid-cube (or simply cube) if there is

some x ∈ Gδ,n such that C = {x+ δ ·ei | i ∈ [n]}. For

a point x′ ∈ [0, 1]n, we sometimes use the shorthand

Cδ(x
′) to denote the (unique) δ-grid-cube containing

x′.11 We denote by C := ×i∈[n] [x, x + δ · ei] the

(continuous) subcube of the solid cube [0, 1]n induced

by C.

Definition IV.1 (Lipschitz functions). We say that a
mapping f : R

n 	→ R
m is λ-Lipschitz if for every

x, y ∈ [0, 1]n,

‖f(x)− f(y)‖∞ ≤ λ‖x− y‖∞.

Note that the above condition is well defined even

when m = n. When the domain of f is discrete, say

f : Gδ,n 	→ [0, 1]m, the condition above ranges over

all points (x, y) ∈ G2
δ,n, and in this case (whenever not

clear from context) we will say that f is λ-Lipschitz on

Gδ,n. The following simple proposition follows directly

from the triangle inequality.

Proposition IV.2 (Transitivity of Lipschitz continuity).
If f : Rn 	→ R

m is λ1-Lipschitz, g : Rm 	→ R
n is λ2-

Lipschitz, then the composed function g ◦ f : Rn 	→ R
n

is (λ1λ2)-Lipschitz.

Lipschitz Extensions: The following known lemma

asserts that it is possible to extend any (�∞) Lipschitz

function from an arbitrary subset of points in its domain

to any superset containing it, in a continuous fashion

without increasing the Lipschitz constant of the func-

tion.12

Lemma IV.3 (Lipschitz Extension, essentially

[Whi33]). Let A ⊂ R
n be a non-empty set. If

f : A 	→ R
m is λ-Lipschitz on A (in the �∞ sense),

then the function f̄ : Rn 	→ R
m whose coordinates are

defined by

f̄i(x) := inf
z∈A
{fi(z) + λ · ‖x− z‖∞}

is λ-Lipschitz on R
n.

An immediate proof of this lemma using [Whi33]

can be found in Appendix A of [RW16]).

11If a coordinate xi is a multiple of δ, associate it with the subcube
for which xi is the minimum value of the ith coordinate (for example).

12Analogous extension theorems for arbitrary metric spaces in R
m

are generally false, in the sense that the Lipschitz constant resulting
from any extension might strictly increase (see [ACJ04] for a survey
on extension theorems).

Convention. Every discrete function f : Gα,n 	→
Gα,m (i.e., a mapping from R

n to R
m) can be encoded

using a vector ∈ G
Gα,n
α,m . Throughout the paper, we shall

refer to this vector of values as the truth table of f .

B. Complexity Measures Notation

Definition IV.4 (Search Problems (Relations)). A search
problem S(x) is defined by a subset S ⊆ X × Z . A
search problem is called total if for all x ∈ X there is
at least one z ∈ Z for which (x, z) ∈ S (otherwise, S is
a promise search problem). We say that a decision tree
solves S(x) if for any input x, it outputs some z ∈ Z
such that (x, z) ∈ S.

Similarly, a two-party search-problem S(x, y) is de-
fined by a subset S ⊆ X×Y×Z , and S is a total search
problem if for all x, y there is at least one z for which
(x, y, z) ∈ S. We say that a communication protocol
solves a total relation S(x, y) if for any input pair
(x, y), it outputs some z ∈ Z such that (x, y, z) ∈ S.
An analogous definition applies to k-party relations
S ⊆ X1 ×X2 × . . .×Xk ×Z .

We will be interested in the following complexity

measures for a search problem S ⊆ X × Z:

• DQC (S) denotes the deterministic query complex-

ity of S, i.e., the smallest depth of a decision tree

that outputs a correct solution for S on every input.

• RQC
ρ (S) denotes the (worst-case) depth of a ran-

domized decision tree that outputs a correct solu-

tion for S with probability ≥ 1−ρ for every input.

For a two-party search problem S ⊆ X × Y × Z ,

• NDCC (S) denotes the cheapest non-deterministic

communication protocol13 which solves S.

• DCC (S) denotes the cheapest deterministic com-

munication protocol which solves S.

• RCC
ρ (S) denotes the (worst-case) communication

cost of the cheapest randomized two-party commu-

nication protocol which outputs a correct solution

for S(x, y) with probability ≥ 1− ρ for all inputs

(x, y) ∈ X × Y , over the randomness of the

protocol.

By abuse of notation, for a k-party relation S ⊆ X1 ×
X2×. . .×Xk×Z , we use the same communication com-

plexity measures (NDCC (S) ,DCC (S) and RCC
ρ (S))

to denote, respectively, the k-party Number-In-Hand

13A non-deterministic communication protocol for S is a protocol
π in which a referee (Merlin) who has access to both player’s inputs
(x, y), can initially give Alice and Bob an advice a = a(x, y), and
after this step the protocol π proceeds as usual. The protocol should
output a valid solution z to S (s.t (x, y, z) ∈ S or ⊥ if no such z
exists) for any input pair (x, y). The cost of the protocol is the sum of
bits communicated in both a and π. (For a more formal definition and
a thorough overview of non-deterministic communication complexity
and its importance and relations to other models of computation, see
[KN97]).
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(NIH) non-deterministic, deterministic and randomized

communication complexity of the k-party problem S,

where the input of player i ∈ [k] is xi ∈ Xi.

V. THE TWO-PARTY DETERMINISTIC

COMMUNICATION COMPLEXITY OF AFPC

We now formally define AFPC, the two-party prob-

lem of finding an approximate Brouwer fixed point of

a composition of two Lipschitz functions. The problem

is defined in Figure 2.

It is important to note that, whenever ε ≥ (λ1λ2 +
1)α, AFPCα,(n,λ1),(m,λ2),ε is a total search problem:

Indeed, Proposition IV.2 guarantees that the composed

function h := g◦f : Gα,n 	→ Gα,n is λ1λ2-Lipschitz on

Gα,n, hence Lemma IV.3 ensures it is possible to extend

h to the entire solid cube [0, 1]n in a way that it remains

(λ1λ2)-Lipschitz on the solid cube. By Brouwer’s fixed-

point theorem, the extended function must have an exact
Brouwer fixed point x ∈ [0, 1]n, and rounding x to the

closest grid point x′ ∈ Gα,n ensures (via a standard

triangle-inequality argument) that x′ is a (λ1λ2+1)α ≤
ε-fixed point of g ◦ f . In particular, we conclude that a

(2λ1λ2α) fixed-point must always exist. 14

For ε < (λ1λ2 +1)α, AFPC is a promise problem,

where the players are guaranteed that the ε-fixed point

exists. (A protocol can behave arbitrarily on inputs with

no ε-fixed point.)

Our main result states that any two-party deter-

ministic communication protocol solving the following

promise version of AFPC requires exponential com-

munication (in the dimension n).

Theorem V.1 (Deterministic Communication Lower

bound for AFPC). There are universal constants α ∈
(0, 1), λ1, λ2 ≥ 2 such that for every n ≥ 2 and
m = Oα(n),

DCC
(
AFPC

α,(n,λ1),(m,λ2),
λ1λ2α

43

)
≥ 2Ωα(n).

The key step in the proof of Theorem V.1 is showing

that the deterministic communication complexity of

AFPC with the above parameters is bounded below

by the deterministic query complexity of AFPn,α,λ,ε,

the search problem of finding an ε-approximate fixed

point of a λ-Lipschitz function h : Gα,n 	→ Gα,n (see

Section 5.1 in the full version [RW16] for the formal

definition). More formally, we prove

Lemma V.2 (Geometric Simulation Lemma for

AFPC). There are universal constants δ ∈ (0, 1),

14We remark that the non-deterministic communication complexity
of AFPC in this regime is only O(log |Gα,n|) = Oα(n) (since
Alice and Bob can exchange these many bits to verify that a given x
satisfies ‖x− g ◦ f(x)‖∞ ≤ ε).

λ ≥ 2 and D ≥ 244, such that for every n ≥ 2 and
m = Oα(n),

DCC
(
AFPCα,(n,2D+1),(m, 21εDα ),ε

)
≥

Ω(m) · DQC (AFPn,α,λ,ε) ,

where α = δ/1200, ε = λδ/1200.

Since the query complexity of AFPn,α,λ,ε was

previously shown to be 2Ωλ(n) (for the formal

statement, see e.g. Theorem 5.2 in [RW16]), Lemma

V.2 will directly imply Theorem V.1, by setting

λ1 := 2D+1, λ2 := 21ε/(Dα), and observing that for

this choice of parameters, we have λ1λ2α/43 ≤ ε, so

Theorem V.1 follows.

The main part of the proof of Theorem V.1 is there-

fore devoted to the construction and proof of Lemma

V.2. Due to space constraints, we defer the proof to the

full version of this paper (see Section 5 in [RW16]).

VI. DISCUSSION AND OPEN PROBLEMS

This paper initiates the study of distributed

computation of approximate fixed-point problems

(AFPCα,(n,λ1),(m,λ2),ε). We prove that finding an ε =
(λ1λ2α/43)-fixed point of a composition of two Lips-

chitz functions g◦f requires exponential communication

in the dimension n, at least for deterministic protocols.

While this is a highly nontrivial approximation parame-

ter, an intriguing question is whether the same lower

bound applies for the slightly looser approximation

parameter ε = (λ1λ2 + 1)α (or even ε = λ1λ2α), at

which the problem becomes a total search problem and

reduces to the (two-party and multiparty) problems of

finding approximate Nash equilibria.

One plausible approach for “bridging” this constant

gap in Lemma V.2 is to perform the “lifting” argument

(the decomposition h = g ◦ f ) in a slightly “smoother”

manner, so that the Lipschitz constants of f and g satisfy

2λ1λ2α ≤ ε instead of 2λ1λ2α ≈ 43ε, as our current

construction provides. This is essential for the lower

bound to go through, since the maximum displacement

of the composed function h = g ◦ f ∈ Hδ,λ,n|α is 5ε,

and therefore finding a 43ε-fixed point of g ◦f is trivial

(as opposed to finding an ε-fixed point). In fact, our

current proof only exploits this property, i.e., that the

“lifted” function h has bounded-displacements, while

the geometric construction of [HPV89] guarantees much

more than that, namely, that every h ∈ Hδ,λ,n|α is λ-

Lipschitz for (an absolute constant λ). A natural idea is

to redefine the class G in the proof of Lemma V.2 to be

the class of all O(λ)-Lipschitz functions.

Unfortunately, it is not clear how to exploit this fur-

ther property in the simulation argument of of [RM99],

[GPW15], since the simulation invariants we maintain
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AFPCα,(n,λ1),(m,λ2),ε

Let α ∈ (0, 1), m ≥ n, λ1, λ2 ≥ 0, and ε ∈ (0, 1] be publicly known parameters.

INPUTS : Alice receives a truth table of a λ1-Lipschitz function f : Gα,n 	→ Gα,m. Bob receives a truth table

of a λ2-Lipschitz function g : Gα,m 	→ Gα,n.

OUTPUT: x ∈ Gα,n such that ‖g(f(x))− x‖∞ ≤ ε, i.e., an ε-fixed point of g ◦ f (or ⊥ if such point doesn’t

exist).

Figure 2. The two-party communication problem of finding an approximate fixed point of g ◦ f .

require the input sets F ,G to be product sets (i.e., that

values to different coordinates f(x), f(x′) can be cho-

sen independently from some predefined set of values).

Indeed, a simple calculation15 shows that the stronger

condition we seek (2λ1λ2α ≤ ε) requires breaking
the product structure of F ,G. While we believe this

modification should be possible to implement in our

specific settings (again, using the promise that the func-

tion h is guaranteed to be λ-Lipschitz), this seems to

require further geometric insights and a new simulation

invariant (ensuring that the “Thickness lemma” and the

“Projection lemma” go through).

Finally, we recall that the query complexity of the

approximate fixed-point problem (AFP) was recently

shown to be exponential even in the randomized query

model ([Bab14]), so a randomized analogue of our

simulation theorem (Lemma V.2) would have implied

an exponential randomized communication lower bound

for AFPC. While the Raz-McKenzie simulation the-

orem and our adapted geometric variant of it (Lemma

V.2) rely on an “adversarial” argument which currently

applies only to the deterministic communication com-

plexity model, a recent line of work has been focused on

randomized simulation theorems ([GP13], [GLM+15]).

Alas, these theorems require a lower bound on stronger

measures than randomized query complexity. Notwith-

standing, we believe that proving a randomized ana-

logue of the Raz-McKenzie simulation theorem (and

hence of Theorem II.1) is a natural and fascinating open

problem.
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