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When algorithms judge everything we do,
we need to protect the right to make mistakes.

— Tijmen Schep





ABSTRACT

Modern websites make heavy use of third-party services for different purposes
– to facilitate web development, connect to social media, or monitor visitors’
interactions with the site to increase usability and revenue. Integration into a
website allows the third party to collect personal information about the website’s
visitors, including their browsing history and implied interests and lifestyle. Unlike
the first-partyURL visible in the browser, the presence of third parties on a website
and the associated data collection are often not apparent to visitors. Making data
collection processes more transparent and giving people more control of the
collection and use of their personal information were among the goals of the
General Data Protection Regulation (GDPR) that went into effect in the European
Union (EU) on May 25, 2018. Its possible implications for website owners have
been widely discussed in the industry, motivating the development of third-party
services that follow the GDPR’s “privacy by default and by design” principle. Still,
first research results could not identify a clear effect of the GDPR on the actual use
of third-party services on websites.

This work investigates possible reasons and incentives for change by taking a
closer look at the use and perception of third-party services on websites after the
GDPR enforcement date, from the perspectives of both website owners and visitors.
First, we explore if websites make increased use of transparency mechanisms
regarding their data processing practices – instead of changing them. Though we
find a notable increase in the prevalence of cookie consent notices after the GDPR
enforcement date, they rarely allow visitors to provide free and informed consent
to third-party data collection. To investigate in more detail how website visitors
perceive and interact with cookie consent notices, we conduct a measurement
study with different notice designs on a live website. If notices follow a transparent,
privacy-by-default approach, people rarely opt into data collection by third-party
services.

Turning towards the perspective of the people responsible for third-party use
on websites, we conduct an online survey to investigate the underlying decision
processes. We find a lack of awareness of the data collection through third-party
services and that privacy only plays a role in vendor selection or configuration if
there are legal obligations or guidelines. To raise awareness and incentivize change,
we apply an approach used in the context of web security vulnerabilities and
conduct a large-scale email notification campaign. For two months, we monitored
security and privacy issues on websites, including the use of third-party cookies
without visitors’ consent. We find that website owners more positively respond
to notifications about a security issue that is easy to fix, as opposed to privacy
shortcomings that require more fundamental changes and are often not perceived
as a problem.

Overall, thiswork identifieswidespreadmisconceptions onbothwebsite visitors’
and creators’ sides about the privacy implications of third-party use on websites
and available control mechanisms. Future work is encouraged to find ways to
reduce the “consent burden” onwebsite visitors, raise web developers’ awareness of
third-party data collection, and encourage the use of privacy-friendly alternatives.
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KURZFAS SUNG

Moderne Websites nutzen eine Vielzahl von Drittanbieterdiensten, etwa für
effizientere Web-Entwicklung, zur Einbindung sozialer Medien oder zur Über-
wachung des Nutzungsverhaltens, um Usability und Umsatz zu steigern. Die
Integration von Drittanbietern in eine Website erlaubt diesen Zugriff auf per-
sönliche Daten der Besucher:innen, wie etwa ihren Browserverlauf und daraus
abgeleitete Informationen über Lebensstil und Interessen.Während die Adresse
der Website selbst im Browser sichtbar ist, sind die Existenz von Drittanbieter-
diensten und die Datenerhebung durch diese für Nutzende der Website häufig
nicht ohne Weiteres erkennbar. Datensammelprozesse transparenter zu ma-
chen und den Menschen mehr Kontrolle über Sammlung und Nutzung ihrer
persönlichen Daten zu geben, gehört zu den Zielen der Datenschutzgrundver-
ordnung (DSGVO), die in der Europäischen Union (EU) am 25. Mai 2018 in
Kraft trat. Mögliche Auswirkungen der DSGVO auf Websites wurden im Vorfeld
umfassend diskutiert, was die Entwicklung von explizit DSGVO-konformen, da-
tensparsamen Drittanbieterdiensten befördert hat. Erste Forschungsergebnisse
konnten dennoch keine klaren Auswirkungen der DSGVO auf den tatsächlichen
Einsatz von Drittanbieterdiensten auf Websites feststellen.

Diese Forschungsarbeit untersucht mögliche Gründe und Anreize für Ver-
änderung, speziell die Nutzung und Wahrnehmung von Drittanbieterdiensten
auf Websites nach dem Inkrafttreten der DSGVO aus der Perspektive sowohl
der Website-Betreibenden als auch der Besucher:innen. Eine erste Studie un-
tersucht, ob Websites zunehmend Gebrauch von Transparenzmechanismen
bezüglich ihrer Datenverarbeitungspraktiken machen, anstatt Letztere zu än-
dern. Obwohl nach dem Inkrafttreten der DSGVO deutliche Zuwächse in der
Verbreitung von Cookie-Hinweisen zu verzeichnen sind, erlauben diese in
den seltensten Fällen eine freie und informierte Einwilligung in die Daten-
verarbeitung durch Drittanbieterdienste. In einer Folgestudie mit verschiede-
nen Cookie-Hinweisen auf einer Live-Website wird untersucht, wie Website-
Besucher:innen diese Hinweise wahrnehmen und mit ihnen interagieren. Sind
die Hinweise bezüglich der Datenverarbeitung transparent und folgen dem
Grundsatz “privacy by default”, wird nur selten explizit einer Datensammlung
durch Drittanbieterdienste zugestimmt.

Die Perspektive der Verantwortlichen für die Einbindung von Drittanbieter-
diensten auf Websites wird mittels einer weiteren Online-Studie untersucht. Es
zeigt sich ein Mangel an Problembewusstsein bezüglich der Datenerhebung
durch Drittanbieterdienste. In den zugrunde liegenden Entscheidungsprozes-
sen spielenDatenschutz undPrivatheit bei Auswahl und Integration derDienste
nur eine Rolle, wenn es rechtliche Mindestanforderungen oder offizielle Richt-
linien gibt. Um zu sensibilisieren und Anreize für Veränderung zu schaffen,
wird ein Ansatz aus der Web-Sicherheitsforschung übernommen und eine groß
angelegte E-Mail-Benachrichtigungskampagne durchgeführt. Zwei Monate
lang werden Sicherheits- und Datenschutzprobleme auf Websites beobachtet,
unter anderem die Verwendung von Drittanbieter-Cookies ohne vorherige Ein-
willigung. Es zeigt sich, dass die Betreiber:innen vonWebsites eher geneigt sind,
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auf Benachrichtigungen wegen einfach zu behebender Sicherheitslücken zu re-
agieren, während Defizite im Bereich Datenschutz umfassendere Änderungen
erfordern und häufiger nicht als Problem aufgefasst werden.

Insgesamt zeigen sich weit verbreitete Fehlvorstellungen über die Auswir-
kungen des Einsatzes von Drittanbieterdiensten auf Websites und verfügbare
Mechanismen zur Steuerung ihrer Einbindung – sowohl auf Seiten derjenigen,
die Websites betreiben, als auch der der Besucher:innen. Anknüpfungspunk-
te für künftige Forschung bieten sich in Möglichkeiten, die kognitive Last
durch Zustimmungsdialoge zu reduzieren, das Problembewusstsein bezüg-
lich Datenerhebung durch Drittanbieterdienste zu erhöhen oder zum Einsatz
datensparsamer Alternativen zu motivieren.
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1INTRODUCT ION

1.1 motivation

Contemporary websites make frequent use of third-party services to integrate Third-party resources
on websitesnew functionality, design elements, or media resources. The underlying reasons

are as multifaceted as the purposes for which external resources are used in web
development. In today’s Web, much content is monetized via online advertising
and marketing [162], which frequently involves the inclusion of advertising
networks to target ads to website visitors’ presumed interests and web analytics
to measure the success of online marketing campaigns. User expectations
regarding the look and functionality of websites, paired with time and resource
constraints inweb development, also drive the adoption of third-party resources
such as design frameworks, contact forms, and external media hosting [73].

This reliance on third parties can come at the cost of website visitors’ data Tracking of website
visitorsprivacy. By embedding external resources, websites provide third-party vendors

with the opportunity to collect personal data about the website’s visitors, such as
their IP address, device information, visited pages, and access to any long-term
identifiers the third-party service may have stored in visitors’ browsers [162].
High prevalence and mutual data sharing potentially allow third-party vendors
to track people across the Web, to learn large shares of their browsing histories,
and to use this information to infer interests, demographics, and lifestyle.

These practices, though established for years [155, 288] and “quite perva- General Data
Protection Regulationsive” [73], may be at odds with privacy legislation. OnMay 25, 2018, theGeneral

Data Protection Regulation (GDPR) [78] went into effect in the EuropeanUnion,
with the goal to harmonize data protection laws across its member states. GDPR
regulations demand that processing of personal data be rooted in one of six
legal bases – including user consent –, be transparently communicated, and
data processors follow a “data protection by design and by default” approach.
The GDPR’s implications for online businesses have been widely discussed in the
months and years before it became enforceable, raising expectations of websites
overhauling their data collection practices and using more privacy-friendly
technology to comply with the new regulation.

Despite all this, the first web tracking measurements conducted after the Little observed change
GDPRwent into effect have shown little change in the prevalence of user tracking
though third-party services [162, 251] and even hint at a consolidation of data
flows towards already powerful actors [103, 282].

The data collection through third-party services on websites to a large ex-
tent takes place without website visitors noticing [160], as the HTTP requests to
third-party servers are not prominently shown in standard Web browsers and
any information in the website’s privacy policy about third-party use and data
collection is unlikely to be read [202]. Thus, the observed lack of change in
websites’ practices in third-party web tracking after the GDPR enforcement date
directly contradicts the regulation’s designated goals to introduce a consistently
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4 introduction

high standard of prerequisites for the collection of personal data in Europe and
provide users with individual rights regarding how companies handle their
personal data. Presumed reasons for this lack of change in observed trackingRegulatory deficits
practices include a lack of enforcement and not enough regulatory guidance
concerning the use of concrete technology, though multiple decisions by na-
tional courts and data protection authorities in early 2022 [22, 149, 198, 217]
indicate some positive development in this area, with more similar decisions
expected to follow [26]. The use of third-party resources on websites could also
become the subject of future legislative developments that directly target third-
party vendors: As the most popular third-party services are offered by large
Internet companies including Google and Facebook, the use of their services
on websites contributes to centralization of information and, thus, power with
these companies, which is currently under scrutiny of regulators both in the
European Union (EU) and the United States (US) [37, 97].

Previous work has shown that when Internet users are made aware of theResearch gaps
personal information third-party services on websites can collect and infer
about them, they often express surprise or even shock at the amount of data
or number of services involved [274, 292]. But even the people responsible for
the use of third-party services by websites – web developers, operators, and
people in related roles – may be unaware of the extent of this data collection.
As web tracking research has shown, many third-party services issue requests
to other third parties, whose identity is not always deterministic, particularly
in the context of real-time auctions of websites’ advertising space [280]. This
results in a complex web of interconnected entities that can get access to website
visitors’ personal information [118]. Website creators’ lack of awareness and
consideration of the privacy implications of third-party use are one potential
reason for the apparent lack of change in websites’ third-party tracking practices
that had been largely unexplored.

What could be observed though in the months leading up to the GDPR en-
forcement date was anecdotal evidence hinting at an increase in websites’ use
of (cookie) consent notices, banners or prompts shown to users upon first visit
that ask to acknowledge the website’s use of cookies or similar tracking tech-
nologies. This suggests that websites reacted to the GDPR by means of increased
transparency, rather than an actual change in data processing practices. While
prior work had studied privacy policies as the primary mechanism to inform
website visitors about a website’s data processing practices, there were only
limited insights into the prevalence of consent notices, their implementation,
or visitors’ perception of them.

This thesis looks beyond themeasured lack of change in third-party trackingResearch goals
practices after the GDPR enforcement date and investigates possible underlying
reasons, other effects of the GDPR on websites, and opportunities to incentivize
compliance. More concretely, we explore the hypothesis that websites primarily
reacted to the GDPR by means of increased transparency about their data pro-
cessing practices, rather than changing them, and investigate the prevalence,
implementation, and user perception of cookie consent notices. In order to
gain further insights into the lack of effect of the GDPR on third-party use on
websites despite its “data protection by design” principle, we study website oper-
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ators’ considerations in the integration of third-party services. We also explore
one promising method to help website operators comply with privacy legisla-
tion: large-scale automatic detection of complex privacy issues and notifying
operators about them.

Our findings inform lawmakers, data protection authorities, and the research
community about widespread misconceptions regarding the data collection
through third parties on websites and the mechanisms offered for its control.
We identify opportunities for future work to incentivize compliance through
standardization of web privacy mechanisms and the development of guidelines
that help web operators and software vendors create websites and consent
mechanisms that follow the GDPR’s “data protection by design and by default”
principle.

1.2 topic and contributions

This thesis investigates third-party web tracking under the GDPR from two
perspectives: website visitors, whose personal information can be collected and
processed by third-party services on websites (Part ii, Chapters 3 and 4), and
the people responsible for the integration of third-party services into websites
(Part iii, Chapters 5 and 6). While the first three of these chapters are concerned
with determining the status quo, the fourth investigates one possible approach
towards improvement of website visitors’ privacy. In the following, we provide
an overview of the topics investigated in these chapters, what prior work has
done in the area, and our contributions.

1.2.1 Prevalence and Implementation of Consent Notices

Traditionally, privacy policies have been the main transparency mechanism
to provide information about the data processing practices of a service or
business, including websites. Over the last decade, harmonization efforts in
European privacy law have introduced the requirement for websites to ask their
visitors for consent before storing data on their visitors’ terminal equipment
for purposes beyond what is strictly necessary to provide the requested service.
This has prompted websites targeting people in Europe to also make privacy
information available via (cookie) consent notices, colloquially referred to as
“cookie banners.” These are dialogs shown by websites upon first access that
request visitors to acknowledge the website’s use of cookies or similar tracking
technologies. Originating in a 2009 addendum to the EuropeanUnion’s ePrivacy
Directive [77] that became mandatory for EU member states to implement into
national laws by 2011, they initially were not widely used, as many member
states had not timely implemented the directive [20]. Only a few years later,
consent notices appeared to become more widespread when businesses started
to prepare for the General Data Protection Regulation (GDPR) to come into
effect on May 25, 2018. The goal of this law, directly applicable in all member
states, was to harmonize data protection standards across Europe. It introduced
six legal bases for data processing, including the data subject’s consent. As
a result, websites appeared to increasingly resort to consent notices to also
ask for consent under the GDPR. At the same time, the options these notices



6 introduction

provide to website visitors also started to become more complex, including
the ability to provide or deny consent individually for each third-party service
used by a website. While there is a rich body of work on the prevalence [63],
mechanisms [226], and evolution [155, 288] of web tracking through third
parties, prior to 2018 there had not been the opportunity to study changes due
to new privacy legislation that is expected to have a direct effect on howwebsites
process and protect user data and informvisitors about these practices. Research
investigating websites’ transparency and control mechanisms had focused on
privacy policies [110, 194] and opt-outmechanisms for targeted advertising [90,
154], while there were only limited insights into the prevalence [13] and user
perceptions [147] of consent notices. Thus, the aforementioned development in
the use of consent notices in the months leading up to the GDPR enforcement
date gave rise to the first research question this thesis investigates:

RQ 1: Has the GDPR provided website visitors with greater transparency and
control regarding the collection of their personal information by third-
party services on websites?

To answer this question, in Chapter 3 we conduct a longitudinal measure-Measurement study of
transparency
mechanisms

ment study on popular websites across all 28 EU member states1 and measure
the prevalence of third-party cookies and consent notices in the months before
and after the GDPR enforcement date. We classify consent notices by the granu-
larity they offer in their interfaces to accept or deny data collection, including
the possibility to do this for distinct categories of third-party functionality or
for each third party individually. Moving beyond the interface, we investigate
popular third-party cookie consent libraries for whether their backend actually
allows for an implementation that honors website visitors’ decisions. Between
January and the end of May 2018, we find a 16% higher prevalence of consent
notices as a transparency mechanism, but only limited increase in control, as
less than 20% of websites offer visitors the opportunity to deny data collection
in consent notice interfaces and popular consent libraries frequently lack a
backend capable of honoring the visitor’s choice.

1.2.2 Website Visitors’ Perception of Consent Notices

This increase in consent notices’ prevalence and complexity, paired with a
lack of underlying functionality to implement user choice, left us with the
impression that the landscape of consent notices shortly after the GDPR en-
forcement date did not provide website visitors with meaningful options to
control data collection on websites. This sentiment was apparently shared by
many other Web users, as evidenced by reports of consent fatigue [25], as well
as the emergence of browser plugins that prevent consent notices from being
displayed [143].

As many websites defaulted to data collection or did not offer any control
mechanisms, this development contradicted the GDPR’s and ePrivacy Directive’s
intentions and regulations. This made us wonder how, in contrast to existing
practice, website visitors perceived and interacted with consent notices that
made better use of the available design space and provided them with actual

1 As of 2018, when the United Kingdom was still a member of the EU.
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choices to control a website’s data processing practices, including data collection
through third parties. Thoroughly exploring alternative options for the design
of consent notices’ user interfaces can inform regulators looking into providing
more concrete guidance on the implementation of consent to help websites
comply with the law. It can also provide actors in the web tracking ecosystem
with insights about the consent rates to expect from users in case regulators
enforce consent requirements at larger scale.

Prior work has partially identified parameters of the design space of consent
notices’ user interfaces, including the amount of information they provide [147],
options for interaction [234], the latter of which we also investigate in Chap-
ter 3, and blocking behavior [234]. Others collected metrics about notices’ size,
location, and word, link, and button counts [284]. While this was mostly done
in the context of measurement studies, the work of Kulyk et al. [147] studied
user perceptions of consent notices. As the focus of this study lay on different
wordings, it did not examine the interaction options available to website visitors
or other parameters of consent notices’ user interfaces.

Thus, our work in Chapter 4 addresses this research gap and investigates the
following question:

RQ2: How do website visitors perceive and interact with different types of
consent notices, if given an actual choice to allow or deny consent?

We had the opportunity to evaluate different consent notice designs on a live Field study of consent
noticeswebsite, while the aforementioned user study was conducted in a lab setting.

Thus, we investigate this research question by conducting the first study of
cookie consent notices in a real-world environment. We use a sample of 1,000
notices from live websites to determine the design space for the user interface
of consent notices, identifying eight parameters. In an iterative study design, we
investigate the effect of the following user interface (UI) parameters on visitors’
interactions: location on the site, available options and use of nudging, presence
of a privacy policy link, and use of technical vs. non-technical language.

We find that website visitors are most likely to interact with consent notices
displayed in the bottom left corner of the viewport and offer a binary choice,
while technical language or a privacy policy link do not have any notable influ-
ence on interaction rates. Nudging towards accepting all cookies significantly
impacts visitor interaction with consent notices, particularly preselections in
notices that offer a fine-grained selection based on categories or third-party
vendors: If options are preselected, about 10% of visitors on desktops and 30%
of mobile users accept data collection through all categories or vendors, while
only around 4% allow data collection through some vendors and less than 0.1%
allow all data collection if checkboxes are not preselected. Incorrect mental
models about the workings of consent notices are widespread, including the
assumption that the website cannot be accessed unless consent is given. This
can be partly due to previous experience with websites that had implemented
consent incorrectly. Despite these misconceptions, our results indicate that
the vast majority of website visitors, when presented with consent notices that
correctly implement freely given, specific, informed, and unambiguous consent
as demanded by European privacy law, are unlikely to consent to data collection
by third-party services.
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1.2.3 Websites’ Considerations in the Use of Third-Party Services

Consent notices that negatively affect user experience would not be necessary
if websites did not collect any visitor data subject to the consent requirement,
which is often triggered through use of third-party services [11, 135]. Thus,
Part iii shifts the perspective towards the people responsible for the use of third-
party services on websites – web developers and people working on websites in
related roles, such as administrators, content creators, or social mediamanagers.
As it is them who add third-party services to websites, thus enabling them to
collect visitors’ personal data, one can argue that it is their responsibility to
ensure that visitors’ privacy is considered in the design and implementation of
a website [243] – and even more so under the GDPR’s “privacy by design and
by default” mandate.

The question whether user privacy is considered in the software development
process has been investigated in different contexts. Research that specifically
investigates developers’ use of third-party resources exists for smartphone
applications [215, 232, 233], and privacy considerations in particular have been
explored for the selection and configuration of mobile ad networks [183, 266].
By contrast, little is known about the decision processes that lead to the use of
third-party services on websites, for which different mental models regarding
their data processing practices might apply. Thus, in Chapter 5 we pose the
following research question:

RQ3: Do people working with websites consider visitors’ privacy in the inte-
gration of website functionality that is often integrated via third-party
services?

To answer it, we conduct the first online study on websites’ privacy practicesOnline study with
website creators in their use of third-party services. We combine survey answers with web mea-

surements to learn about the prevalence of first- vs. third-party integrations
for ten common types of website functionality, the decisions that led to the
adoption of these integrations, and whether visitor privacy was considered in
the process. We also study use of privacy-enhancing configurations in integra-
tion and website creators’ awareness of the data collected through third parties.
We find websites’ use of third-party services to differ across different types of
functionality. Most participants reported not to have looked into alternatives to
the chosen solution, but those who did mostly considered a first-party solution,
rather than another third-party service. The main factors for third-party adop-
tion are ease of integration and familiarity with an existing service. By contrast,
visitors’ privacy only influences the decision process when guidelines by data
protection authorities (DPAs) or court rulings provide concrete guidance, as in
the case of web analytics [145]. A potential reason are widespread misconcep-
tions of the privacy implications of third party use: While participants seem to
be aware of data collection directly associated with the purpose for which the
third-party service is used, this does not extend to less prominent data flows
such as the transfer of IP addresses and device information.
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1.2.4 Email Notifications about Third-Party Web Tracking Without Consent

In the light of this assessment, the natural follow-up question is what could be
done to raise website owners’ awareness of the potential privacy implications
of the use of third-party services and incentivize compliance with privacy legis-
lation. One approach previously used in security and privacy research to alert
website owners about diverse issues with their websites are large-scale notifi-
cation studies. As outlined by Maass et al. [168], this line of research typically
involves identifying a set of hosts that are affected by a specific security vulnera-
bility or compliance issue of interest, establishing a channel of communication,
and notifying them about the issue. Afterwards, the hosts are periodically re-
checked to determine if and when the issue has been fixed. Additional, direct
feedback is frequently collected through channels such as self-service tools,
email correspondence, or surveys.

Starting about a decade ago, such notification studies were first conducted
to alert website operators about abuse of their infrastructure for malicious
purposes, including distribution of drive-by downloads [286] and URLs serving
malicious downloads from botnets [33], which resulted in higher fix rates com-
pared to unnotified affected systems. This approach was subsequently adopted
to notify websites about different web security vulnerabilities as diverse as
Heartbleed [59], HTTPS misconfigurations [299], DDoS amplifiers [146], Cross-
Site Scripting (XSS) [261], or accidental leakage of sensitive information in
repositories of software versioning systems [167, 260]. Most recently, notifica-
tion campaigns have also been conducted to alert website owners of privacy
issues, though limited to specific third-party services: use of Google Analytics
without IP anonymization [169] and incorrect implementations of theOneTrust
Consent Management Platform (CMP) that do not constitute valid consent to
data processing under the GDPR [197]. This focus on specific providers for
privacy notifications reflects one of the core challenges of any notification
study: the requirement to identify the investigated issue(s) remotely, without
the need for manual verification, and with as high as possible accuracy. This is
because the goal of any ethical and responsible notification study is to avoid
false positives to not cause unnecessary anxiety and cost on the recipients’ side.
In the case of privacy issues, this means that the issue at hand must constitute
a clear violation of unambiguous requirements mandated by applicable data
protection law, which can be hard to determine without human verification.
This gave rise to the following research question:

RQ4: Can email notificationsmotivate website operators to fix complex privacy
issues, including use of third-party cookies without visitors’ consent?

In Chapter 6 we tackle this challenge and investigate the feasibility of large- Large-scale email
notification studyscale email notification campaigns for more complex, vendor-independent

privacy issues, including two related to third-party web tracking: use of third-
party cookies (i) without a consent notice and (ii) in presence of a notice but
before the visitor has consented to their use. We compare fix rates and feedback
from survey responses and email communication with the performance of
notifications about a potential security vulnerability. Though we observe only
limited influence of our notifications on remediation rates, we find that email
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notifications about privacy issues are not as well perceived as notifications about
a potential security vulnerability. They result in lower fix rates, less incentive to
take action, and more negative feedback. Investigations for possible reasons
confirm website operators’ lack of awareness of third-party data collection ca-
pabilities identified in Chapter 5 and find additional misconceptions regarding
the presumed inapplicability of privacy legislation.

1.3 outline

The rest of this thesis is organized as follows: In Chapter 2, we introduce the
role of third-party services in web development, the implications of their use
on website visitors’ data privacy, and possible remediations. We also provide
an overview of the GDPR provisions that may impact the use of third parties
on websites and briefly introduce other privacy legislation that plays a role in
subsequent chapters, namely the EU’s ePrivacy Directive and the California
Consumer Privacy Act (CCPA).

Part ii investigates the GDPR’s impact on third-party use from the perspective
of website visitors. For them, the regulation coming into effect has resulted
in a visible increase in websites using (cookie) consent notices. In Chapter 3
we study their prevalence before and after the GDPR enforcement date and
identify to what degree they allow website visitors to control the collection of
their personal data through third-party services. Observing an overall lack of
meaningful choices, in Chapter 4 we study how people interact with different
types of consent notices, including those that comply with privacy law, and
investigate if people actually consent to third-party data collection if given the
choice.

Part iii switches the perspective to the people responsible for the integration
of third-party services into websites – web developers and people in related
roles. In Chapter 5 we investigate their decision processes behind the selection
and configuration of third-party services for different popular types of website
functionality and explore if they are aware of the privacy implications of third-
party use. Observing a lack of awareness of data collection through third parties,
in Chapter 6 we conduct a large-scale email notification study to alert website
owners of a variety of privacy issues including use of third-party cookieswithout
consent and monitor if these notifications can motivate remediation.

From our results, we identify opportunities for future work in Chapter 7 and
conclude with a recapitulation of our findings and contribution in Chapter 8.
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1.4 list of publications

The basis for this thesis are four peer-reviewed papers that have either al- Publications that
serve as the basis of
this thesis

ready been published or are currently under submission. They are listed in the
following, along with individual contributions.

1. Martin Degeling, Christine Utz, Henry Hosseini, Christopher Lentzsch,
Florian Schaub, and Thorsten Holz: “We Value Your Privacy ... Now
Take Some Cookies: Measuring the GDPR’s Impact on Web Privacy.”
In: Proceedings of the 2019 Network and Distributed System Security
Symposium (NDSS ’19). San Diego, CA, USA: Internet Society, 2019. doi:
10.14722/ndss.2019.23378, url: https://www.ndss-symposium
.org/ndss-paper/we-value-your-privacy-now-take-some-c

ookies-measuring-the-gdprs-impact-on-web-privacy/.

For this work, I developed the classification of cookie consent notices and
analyzed the technical features of popular consent libraries. I also performed
manual annotation of websites for privacy policies and consent notices, as
did everyone among the first four on the author list. Martin Degeling had
the idea for this project, created the website crawler and web annotation
tool, and analyzed the prevalence of privacy policies and consent notices.
Henry Hosseini performed text analysis of the collected privacy policies;
the results of the analyses related to privacy policies will be included in
his thesis. Christopher Lentzsch conceptualized and computed the score
measuring the reach of specific consent libraries.

2. ChristineUtz,MartinDegeling, Sascha Fahl, Florian Schaub, andThorsten
Holz. “(Un)informed Consent: Studying GDPR Consent Notices in the
Field.” In: Proceedings of the 2019 ACM SIGSAC Conference on Com-
puter and Communications Security (CCS ’19). London, United King-
dom: ACM, 2019, pp. 973–990. doi: 10.1145/3319535.3354212. url:
https://dl.acm.org/doi/10.1145/3319535.3354212.

For this follow-up work I identified design parameters for the user interface
of consent notices, devised the notice designs, programmed their front end,
implemented the survey, and analyzed the responses. Martin Degeling
arranged the study logistics, implemented the consent notices’ backend,
and analyzed the measured user interactions.

3. Christine Utz, Sabrina Amft, Martin Degeling, Thorsten Holz, Sascha
Fahl, and Florian Schaub: “Privacy Rarely Considered: Exploring Con-
siderations in the Adoption of Third-Party Services by Websites.” In:
Proceedings on Privacy Enhancing Technologies 2023.1 (January 2023),
pp. 5–28. doi: 10.56553/popets-2023-0002. url: https://petsym
posium.org/popets/2023/popets-2023-0002.php.

I came up with the original idea for this work, created the keyword lists
for website-based recruitment, designed, implemented, and distributed the
survey, analyzed the results, and wrote the majority of the paper. Sabrina
Amft collected and processed email addresses for GitHub-based recruit-
ment, helped with coding of the open-ended answers, and compiled related

https://dx.doi.org/10.14722/ndss.2019.23378
https://www.ndss-symposium.org/ndss-paper/we-value-your-privacy-now-take-some-cookies-measuring-the-gdprs-impact-on-web-privacy/
https://www.ndss-symposium.org/ndss-paper/we-value-your-privacy-now-take-some-cookies-measuring-the-gdprs-impact-on-web-privacy/
https://www.ndss-symposium.org/ndss-paper/we-value-your-privacy-now-take-some-cookies-measuring-the-gdprs-impact-on-web-privacy/
https://doi.org/10.1145/3319535.3354212
https://dl.acm.org/doi/10.1145/3319535.3354212
https://doi.org/10.56553/popets-2023-0002
https://petsymposium.org/popets/2023/popets-2023-0002.php
https://petsymposium.org/popets/2023/popets-2023-0002.php
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work. Martin Degeling conducted the OpenWPM crawls for website-based
recruitment and analysis of the websites provided by participants.

4. Christine Utz, Matthias Michels, Martin Degeling, Ninja Marnau, and
Ben Stock: “Comparing Large-Scale Privacy and Security Notifications.”
In: Proceedings on Privacy Enhancing Technologies 2023.3 (May 2023),
pp. 173–193. doi: 10.56553/popets-2023-0076. url: https://pe
tsymposium.org/popets/2023/popets-2023-0076.php.

For this project I implemented the survey, initiated and monitored the
daily privacy checks, analyzed the resulting measurement data and the
closed-ended survey responses, helped with classification of email corre-
spondence, and wrote large parts of the paper. Martin Degeling and Ahmed
Ali implemented the OpenWPM-based privacy checks. Matthias Michels
built the notification infrastructure, implemented and ran the Git checks,
and conducted and classified all communication with notification recipi-
ents. Ninja Marnau provided legal advice and analyzed the open-ended
survey questions. Charlotte Schwedes and Simon Lenau of CISPA Empirical
Research Services computed the logistic regressions.

During the time of this dissertation, there was opportunity to contributeOther publications
to other peer-reviewed publications outlined in the following that are not
considered in this thesis.

1. Theodor Schnitzler, Christine Utz, Florian Farke, Christina Pöpper, and
Markus Dürmuth. “User Perception and Expectations on Deleting In-
stantMessages – or – ’What Happens If I PressThis Button?”’ In: Proceed-
ings of the 3rd European Workshop on Usable Security (EuroUSEC 2018).
London, United Kingdom: Internet Society, 2018. doi: 10.14722/eu-
rousec.2018.23009. url: https://www.ndss-symposium.org/w
p-content/uploads/2018/06/eurousec2018_09_Schnitzler_

paper.pdf.

Here I helped conduct the actual study in Ruhr University Bochum’s dining
hall and was involved in data analysis and paper writing. The project lead
was Theodor Schnitzler, who created the study design together with Florian
Farke.

2. Theodor Schnitzler, Christine Utz, Florian Farke, Christina Pöpper, and
MarkusDürmuth. “Poster: User Perception andExpectations onDeleting
Instant Messages – or – ’What Happens If I Press This Button?”’ In:
Fourteenth Symposium on Usable Privacy and Security (SOUPS 2018).
Baltimore, MD, USA: USENIX Association, 2018.

I provided feedback on this poster created by Theodor Schnitzler about our
EuroUSEC 2018 paper. Together we presented it at the SOUPS 2018 poster
session.

3. Christine Utz, Stephan Koloßa, Thorsten Holz, and Pierre Thielbörger:
“Die DSGVO als internationales Vorbild?” In German; English title: “The
GDPR as an International RoleModel?” In:Datenschutz und Datensicher-
heit 43 (Nov. 2019), pp. 700–705. doi: 10.1007/s11623-019-1192-5.

https://doi.org/10.56553/popets-2023-0076
https://petsymposium.org/popets/2023/popets-2023-0076.php
https://petsymposium.org/popets/2023/popets-2023-0076.php
https://doi.org/10.14722/eurousec.2018.23009
https://doi.org/10.14722/eurousec.2018.23009
https://www.ndss-symposium.org/wp-content/uploads/2018/06/eurousec2018_09_Schnitzler_paper.pdf
https://www.ndss-symposium.org/wp-content/uploads/2018/06/eurousec2018_09_Schnitzler_paper.pdf
https://www.ndss-symposium.org/wp-content/uploads/2018/06/eurousec2018_09_Schnitzler_paper.pdf
https://doi.org/10.1007/s11623-019-1192-5
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url: https://link.springer.com/article/10.1007%2Fs11623
-019-1192-5.

This article was part of a special issue featuring the members of my interdis-
ciplinary graduate program, SecHuman – Security for People in Cyberspace.
I wrote the majority of this article and Stephan Koloßa provided the parts
about his research in international law.

4. Theodor Schnitzler, Christine Utz, Florian Farke, Christina Pöpper, and
Markus Dürmuth. “Exploring User Perceptions of Deletion in Mobile
Instant Messaging Applications.” In: Journal of Cybersecurity 6.1 (2020),
pp. 1–15. doi: 10.1093/cybsec/tyz016. url: https://academic.o
up.com/cybersecurity/article/6/1/tyz016/5718217.

This is an extended version of our EuroUSEC 2018 paper with additional
analyses. I contributed to writing and editing.

5. Christine Utz, Steffen Becker, Theodor Schnitzler, Florian M. Farke,
Franziska Herbert, Leonie Schaewitz, Martin Degeling, and Markus
Dürmuth. “Apps Against the Spread: Privacy Implications and User Ac-
ceptance of COVID-19-Related Smartphone Apps on Three Continents.”
In: Proceedings of the 2021 CHI Conference on Human Factors in Com-
puting Systems (CHI 2021). Yokohama, Japan: ACM, 2021, pp. 1–22. doi:
10.1145/3411764.3445517. url: https://dl.acm.org/doi/10.
1145/3411764.3445517.

The idea for this longitudinal study of people’s perception of smartphone
applications created to help fight the COVID-19 pandemic emerged during
the first COVID-19 wave in spring 2020. I helped analyze real-world apps to
create the vignettes used in the study, implemented a test survey, performed
qualitative data analysis with Leonie Schaewitz, computed inter-coder
reliability, and oversaw the writing process. Everyone on the author list was
involved to some degree in the study design, creation of the survey, data
analysis, and writing. Martin Degeling computed the statistical models.

6. HenryHosseini,MartinDegeling, ChristineUtz, andThomasHupperich.
“Unifying Privacy PolicyDetection.” In:Proceedings on Privacy Enhancing
Technologies 2021.4 (July 2021), pp. 480–499. doi: 10.2478/popets-
2021-0081. url: https://petsymposium.org/popets/2021/pop
ets-2021-0081.php.

For this paper I helped with brainstorming and paper writing. Lead author
on this project was Henry Hosseini, who did the implementation and
evaluation.

7. Martin Degeling, Christine Utz, Florian M. Farke, Franziska Herbert,
Leonie Schaewitz, Marvin Kowalewski, Steffen Becker, Theodor Schnit-
zler, and Markus Dürmuth. “Die Nutzung von Smartphone-Apps zur
Eindämmung von COVID-19 in Deutschland.” In: Technologien der
Krise – Die COVID-19-Pandemie als Katalysator neuer Formen der Ver-
netzung. Ed. by Dennis Krämer, Joschka Haltaufderheide, and Jochen
Vollmann. Transcript Verlag, July 2022. isbn: 978-3-8376-5924-5. url:

https://link.springer.com/article/10.1007%2Fs11623-019-1192-5
https://link.springer.com/article/10.1007%2Fs11623-019-1192-5
https://doi.org/10.1093/cybsec/tyz016
https://academic.oup.com/cybersecurity/article/6/1/tyz016/5718217
https://academic.oup.com/cybersecurity/article/6/1/tyz016/5718217
https://doi.org/10.1145/3411764.3445517
https://dl.acm.org/doi/10.1145/3411764.3445517
https://dl.acm.org/doi/10.1145/3411764.3445517
https://doi.org/10.2478/popets-2021-0081
https://doi.org/10.2478/popets-2021-0081
https://petsymposium.org/popets/2021/popets-2021-0081.php
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https://www.transcript-verlag.de/978-3-8376-5924-5/tec

hnologien-der-krise/.

This article presents selected findings fromour longitudinal study ofCOVID-19
apps. I contributed to writing and editing.

8. Siddhant Arora, Henry Hosseini, Christine Utz, Vinayshekhar Banni-
hatti Kumar, Tristan Dhellemmes, Abhilasha Ravichander, Peter Story,
JasmineMangat, Rex Chen,Martin Degeling, TomNorton,Thomas Hup-
perich, Shomir Wilson, and Norman Sadeh. “A Tale of Two Regulatory
Regimes: Creation and Analysis of a Bilingual Privacy Policy Corpus”.
In: Proceedings of the 13th Conference on Language Resources and Eval-
uation (LREC 2022). Marseille, France: European Language Resources
Association (ELRA), 2022, pp. 5460–5472. url: http://www.lrec-c
onf.org/proceedings/lrec2022/pdf/2022.lrec-1.585.pdf.

This paper is the first in a project with Carnegie Mellon University that
aims to collect, annotate, and analyze a bilingual corpus of privacy policies
in English and German. I was involved in the selection of apps with privacy
policies in both languages, comparison of privacy policy texts across lan-
guages, and classification of differences, as was Henry Hosseini. A changing
group of people at CMU created the machine learning classifiers, the current
lead being Siddhant Arora. Martin Degeling organized and monitored the
hiring of annotators for the German privacy policies.

9. Christine Utz, Steffen Becker, Theodor Schnitzler, Florian M. Farke,
Franziska Herbert, Leonie Schaewitz, Martin Degeling, and Markus Dür-
muth. “Poster: Apps Against the Spread: Privacy Implications and User
Acceptance of COVID-19-Related Smartphone Apps on Three Conti-
nents.” In: Eighteenth Symposium on Usable Privacy and Security (SOUPS
2022). Boston, Massachusetts, USA: USENIX Association, August 2022.
url: https://www.usenix.org/conference/soups2022/presen
tation/utz-poster.

I designed and created this poster about our first COVID-19 app paper
published at CHI 2021.

10. Marvin Kowalewski, Christine Utz,Martin Degeling,Theodor Schnitzler,
Franziska Herbert, Leonie Schaewitz, Florian M. Farke, Steffen Becker,
and Markus Dürmuth. “52 Weeks Later: Attitudes Towards COVID-19
Apps for Different Purposes Over Time.” To be published at the 26th
ACMConference on Computer-Supported CooperativeWork and Social
Computing, October 2023.

This is the second conference paper in our longitudinal project about
COVID-19 apps. As in the first paper published at CHI 2021, I conducted
the qualitative data analysis with Leonie Schaewitz, computed inter-coder
reliability, and contributed to paper writing.
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2BACKGROUND

As a foundation for this thesis, this chapter introduces the concept of third-
party services in web development – their advantages, disadvantages, common
use cases, privacy implications for website visitors, and ways to remediate
them. We also provide an overview of the relevant privacy legislation that
impacts their integration intowebsites, particularly theGeneral Data Protection
Regulation (GDPR) as the focus of this work.

2.1 third-party services in web development

2.1.1 Overview

In the context of websites, third parties are “entit[ies] outside the primary Definition
site–user relationship, i. e., the aspects of the site not directly within the control
of the site owner but present with their approval” [121]. More concretely, if a
website https://institution.org (the first party) is accessed by a visitor
(the second party), its code and content, such as HTML files, JavaScript code,
images, videos, or other media files may be stored on the host system itself
(https://institution.org) or retrieved from an another host operated by
a different entity (the third party), such as https://videohoster.com.

These remote resources can range from simple outsourced file storage to de- Purposes
crease resource use on the first-party host system (e. g., media hosting, content
distribution networks) to the inclusion of complex software into the website for
a myriad of different purposes from design frameworks to web analytics and
advertising. In Section 2.1.5 we investigate common use cases for third-party
functionality from the website perspective in more detail.

Perspective matters, as the involved actors’ interests in third-party services Actors
differ: A third-party service deemed useful by website owners to provide a
specific functionality may offer that functionality but, as we will see shortly
in Section 2.1.3, may also be used by the third-party vendor to collect data
about the website’s visitors for advertising purposes [73, 162]. For instance,
Libert and Nielsen [162] name the illustrative example of a social media “share”
button: It provides website owners with the functionality to help visitors share
the website’s content on social media, while the respective social media service
might be mainly motivated by this inclusion into websites allowing the social
media company to track what websites their users visit, regardless of whether
an individual actually clicks the share button [162].

Over the last two decades, websites have come to rely on an increasing Prevalence
number of third-party services, as shown by longitudinal studies performed on
archival data [155, 288]. For example, Lerner et al. found that the percentage
of websites that issued requests to at least five third-party domains had risen
from about 5% in the early 2000s to about 40% in 2016 [155]. Websites of
public institutions tend to use fewer third parties than those of private compa-

15
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nies, with news websites featuring the highest number of requests to distinct
companies [251].

Similarly, the coverage of third-party services has increased over time: Mea-
surements on archival data provided evidence that in the early 2000s no single
third-party tracking service was present on more than 10% of examined web-
sites [155, 288]. As of the late 2010s, the third-party web tracking landscape is
governed by a “long tail” distribution, with thousands of distinct observed third-
party domains,most of themused for advertising [251], but only a small number
of them present on a significant share of websites [63, 251] and centralization
continuing to increase [103, 282]. For years, the majority of the most prevalent
third-party domains have been domains owned by Google [63, 92, 139, 160,
251], including those used for Google Analytics (google-analytics.com),
which is the most widely used third-party service on the Web with reported
coverages of 70% and higher [63, 92]; Google’s advertising networks including
DoubleClick (doubleclick.com); Google Fonts (fonts.google.com); and
domains used for content delivery including gstatic.com and google.com.

2.1.2 Benefits of Third-Party Use in Web Development

This increase in third-party use and coverage reflects the evolution of the Web
from static pages to complex applications running in visitors’ browsers. In the
light of this, web development increasingly faces the challenge to reconcile
increased user expectations of a web service’s design and functionality with
limited human and monetary resources [73], thus fueling the need to reuse
existing code and design resources. While other mechanisms for code reuse in
web development do exist, as we will see shortly in Section 2.1.4, particularly
widespread is the inclusion of third-party code remotely hosted on another
server. For web developers, probably the most important reported benefit to
use remotely hosted third-party resources is ease of integration – often all that
is required is to copy and paste a short HTML or JavaScript snippet from the
vendor’s website [225]. Outsourcing functionality also moves responsibility for
the maintenance or development of the functionality to the third party. Many
popular third-party services are available free of charge – which might be one
of the main reasons for their widespread use. Further, remote resources are
perceived to speed up website load times if they are served by Content Delivery
Networks (CDNs) or widely used and thus likely to be cached in the visitor’s
browser [216, 225]. Third-party domains have also been used to work around
browser limits for open connections to a single domain [216].

2.1.3 Risks of Third-Party Use on Websites

On the other hand, the inclusion of external JavaScript resources can negativelyNon-privacy risks
affect website load times due to network negotiation overhead [122, 216, 225]
and introduces dependencies on the availability of third-party code [216]. The
potentially far-reaching implications of such dependencies were demonstrated
in 2016, when the delisting of a simple string padding function from npm, a
JavaScript package manager, broke numerous websites across the globe [41].
Third parties can also introduce security risks: A lack of HTTPS support by
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third-party vendors has hindered adoption by the websites that use them [63],
and libraries that are no longer maintained or not updated can leave the website
vulnerable to known attack vectors [151]. Remotely delivered content could be
replaced with malicious payload, for example, by compromising the legitimate
third party or via typosquatting attacks [193]. While countermeasures such
as Subresource Integrity (SRI) do exist, they only apply to static assets [216,
259]. Third-party use can also interfere with other web security mechanisms,
for example, prompting web developers to use more lenient policies in the
deployment of Content Security Policy (CSP), a countermeasure against Cross-
Site Scripting (XSS) [227, 259].

Further, the seemingly harmless retrieval of resources from third-party Generic privacy risks
servers can have implications for the data privacy of the website’s visitors,
which is the focus of this work. Due to the properties of the HTTP protocol,
requests to a third-party resource include the URL of the embedding web page
in the Referer [sic] header, as well as the visitor’s IP address and their User-
Agent string, which can contain information about their browser, operating
system, and device [160]. Under EU law, IP addresses are considered personal
data [67], as they allow for (if only temporary) identification of an individual.

If a third-party vendor is present on a large number of websites, the referrer
and device information retrieved via repeated HTTP requests from different
websites can allow them to track Web users across sites and learn the associated
parts of their browsing history [160]. This is often accompanied by the direct
request allowing the third party to place its own cookies and other long-term
identifiers in visitors’ browsers. Along with stateless tracking techniques such
as browser fingerprinting this makes user reconnaissance across websites and
browsing sessions even easier, though IP addresses alone were shown to still
have significant tracking capabilities [184].

The third party can use the collected information to profile users and infer
their interests, demographics, and lifestyle for a variety of purposes from fraud
detection to targeted advertising. This is especially concerning if the tracked
information reveals visits of websites about sensitive topics that could incur
social stigma or legal repercussions, including information about certain dis-
eases, services offered to undocumented immigrants, or abortion providers [80,
125, 142, 235]. The ability of third parties to collect personal data about website
visitors explains why third-party requests are one metric of interest in web
tracking measurement studies.

The problem is exacerbated by the common practice of third parties loading Data sharing among
third partiesother third parties and sharing gathered user data with them via mechanisms

including cookie syncing [63, 210, 280], which website owners and developers
may not be aware of [235]. This practice is widespread with services that are
available free of charge and include online advertising networks for monetiza-
tion, such as the third-party comment tool Disqus [153]. The GDPR was found
to have limited effect on these practices, most notably leading to a consolida-
tion towards a smaller number of actors engaged in data sharing and, thus,
increased centralization that might be even more harmful to website visitors’
privacy [282].
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More specific privacy risks involved with third-party use, as well as availableSpecific privacy risks
mitigations, differ by the type of functionality integrated via the third-party
service [162]. In Section 2.1.5, we investigate common use cases for third-
party services in web development, along with their specific privacy risks and
mitigations.

2.1.4 Mitigations

Privacy risks associated with the use of third-party services can be generallyGeneral mitigations
mitigated on two levels: the selection of how to integrate the desired functionality
and, when a third-party service is chosen, the configuration of the selected
third-party service. Some mitigations might be available for all types of third-
party content, while others are specific to certain types of functionality. We
first describe general mitigations before delving into specific use cases, their
associated privacy risks, and alternatives in Section 2.1.5.

On the selection level, a privacy-friendly choice might be to self-implementSelection of a less
privacy-invasive

integration
the desired functionality. This may be relatively easy to do in the case of, for
example, a button that leads visitors to the website’s social media presence or
self-hosting JavaScript libraries or design resources, but a daunting task for
more complex functionalities such as web analytics [162]. Middle ground can
be achieved by using third-party software to be installed on the website’s host
system. Another option is to select a third-party service that promises to collect
little data from website visitors; however, these alternatives may still transmit
some data to the software vendor. As shown in Section 2.1.5, there are also
some types of website functionality that require involvement of a third party,
either by definition (e. g., social media integration) or for the sake of practicality
(e. g., online payment).

If a third-party service is selected, developers can potentially reduce thePrivacy-enhancing
configuration amount of personal data sent to the third-party server by selecting privacy-

friendlier configuration options, if the service offers them. Examples include
Google Analytics’ feature for IP address anonymization1 [101] or YouTube’s
“privacy-enhanced mode” [100] that prevents YouTube cookies to be automati-
cally placed in visitors’ browsers when they load the page with the embedded
video, but only when they actually click to play it.

For some functionality, workarounds offered by parties other than the third-
party vendormay be available, as outlined shortly in Section 2.1.5. One example,
shown in Figure 2.1, are two-click mechanisms for embedded content, including
videos or social media content. In these cases, data collection through the
third party, such as the setting of cookies, is often already triggered when the
page with the embedded content is loaded, not only when the visitor starts to
interact with the embedded element. Two-click mechanisms aim to withhold
this data collection: The original third-party content, which usually would have
been automatically retrieved and displayed upon page load, is replaced with a
placeholder that informs visitors about the content and the privacy implications
of its inclusion and asks for their consent to proceed. There are also tools that

1 In the future, this will no longer be neccessary, as Google has announced to discontinue older
versions of Google Analytics and shift users towards its version 4 that does not collect IP
addresses [112].
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Figure 2.1: Examples of two-click mechanisms to integrate third-party services such
that data transmission to the third party is only triggered upon explicit
user action: (a) two-click implementation of the Facebook “Like” button
by Social Share Privacy [209], (b) search engine DuckDuckGo’s preview of
found YouTube videos, and (c) a consent button for an Instagram element
embedded in the context of an article by The Guardian [116].
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allow for the download and local hosting of third-party resources contrary to
the third-party vendor’s intentions, such as Google Fonts downloaders [73].

2.1.5 Common Use Cases for Third-Party Services

Specific privacy risks of third-party use on websites depend on the type of
functionality they provide, so it is first necessary to identify common use
cases for third-party services in web development. We identified these throughComparing existing

categorizations review and comparison of existing categorizations in the literature and by web
tracking projects. We found such classifications in the works of Sørensen and
Kosta [251], Libert and Nielsen [162], by WhoTracks.me [139], Third Party
Web [121, 122], and DuckDuckGo’s Tracker Radar [56].

While these categorizations differ in granularity and focus, we identified
large overlap from the perspective of website owners. Table 2.1 shows the result
of the comparison based on category names and definitions, along with our
proposed consolidated version.

In the following, we describe the categories of third-party functionality from
this consolidated list that will be relevant for this thesis, specifically Chapters 4
and 5. For each category, we provide a brief definition, explain specific privacy
risks, and mention possible alternatives that do not collect as much personal
information from website visitors.

advertising for third-party services or goods to generate revenue for the
website. Online advertising is often implemented in the form of Online
Behavioral Advertising (OBA), in which advertising spots on the pub-
lisher’s website are auctioned off to interested third-party advertisers via
Real-Time Bidding (RTB) based on the website visitor’s presumed demo-
graphics and interests, collected and inferred via analysis of browsing
habits, tracking techniques, and data sharing with other parties in the
advertising ecosystem. Privacy-friendlier alternatives that do not rely
on user data include contextual ads (e. g., EthicalAds [65]), static ads, or
affiliate or sponsored content.

analytics measure visitors’ behavior to evaluate website performance and
marketing success. Collected data may include sites visited, links or areas
clicked, bounce rates, or even screen or session recordings. The market
leader, Google Analytics, is the most widely used third-party service on
the Web [63, 121, 140]. It collects extensive data, might share it with
Google’s advertising network, and can track people’s browsing behavior
across websites. The service can be configured to use less data [98], e. g.,
using IP anonymization as required in some jurisdictions to be compliant
with privacy law [145]. Alternatives include services that can be self-
hosted or collect as little data as possible (e. g., Matomo).

embedded media refers to content such as videos, audio files, interactive
maps, charts, or slideshows, embedded into web pages. Often the content
is hosted by a third party (e. g., YouTube, Google Maps). Respective ser-
vices typically provide code to embed a resource into a website. However,
this code may result in visitor data being collected by the third-party
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Table 2.1: Classifications of third-party services by purpose from related work and web
tracking databases.

Consolidated WhoTracks.me [91,
139]

Sørensen /
Kosta [251]

Hulce [122] Libert / Nielsen
[162]

DuckDuckGo [56]

Advertising Advertising,
Adult Advertising /
“Pornvertising”

Advertising Ad,
Marketing

Advertising and
marketing, Con-
tent recommen-
dation

Advertising, Ad Moti-
vated Tracking

Embedded
Media

Audio / video
player

Content Video,
Content

Content hosting
(video),
Content hosting

Embedded Content

Content
Delivery

CDN Distribution
technology

CDN – CDN

Hosting Hosting – Hosting Content hosting –

Customer
Interaction

Customer Interac-
tion, Comments

– Customer suc-
cess

– Social – Comment

Website
Protection

– Cybersecurity – – Ad Fraud

Tag
Management

Essential – Tag manager – Third-party Analytics
Marketing

Login /
Authentication

– – – – Federated Login, SSO

Payment – – – – Online Payment

Privacy Essential Privacy – – –

Programming /
Design

– Programming – Content hosting,
Design optimiza-
tion

–

Analytics Site analytics Analytics Analytics Audience mea-
surement

Analytics, Audience
Measurement, Third-
Party Analytics Market-
ing, Action Pixels,
Session Replay

Social Media Social media – Social Social media Social Network,
Social – Comment,
Social – Share

Not mappable Extensions Editorial, Pub-
lisher, Retail,
Plug-in

Utility – Badge, Malware

Other Unknown, Misc Unidentifi-
able

Other – Obscure Ownership,
Unknown High-Risk
Behavior, Non-tracking
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service as soon as the visitor accesses a web page with embedded content.
Some services offer privacy-friendly configuration to only transmit data
if the visitor starts interacting with the embedded element [73]. Alterna-
tively, there exist two-click solutions [206] created by entities other than
the third-party vendor that only trigger embedded media to be loaded
after consent. Media content can also be self-hosted or services can be
used that do not store visitor data.

customer interaction functionality enables specific interactions be-
tween the website and its visitors. Examples are contact forms, comment
sections, mailing lists, or chat boxes.These elements can contain a variety
of personal data. Simple forms could be self-implemented or made avail-
able by a Content Management System (CMS), but third-party services
are popular and include Google Forms, Facebook Comments, or Disqus.
The latter has been found to share personal data of non-EU users with ad
networks by default without notice [105]. Leakage of personal data to
third parties has also been reported for contact form solutions [256].

user login / authentication functionality allowswebsites to offer user
accounts for visitors. It may be provided by a CMS, self-implemented, or
made available via use of Single Sign-On (SSO) mechanisms. The latter
allow the use of credentials from identity providers, such as Facebook,
Twitter, Google, Apple, or GitHub, rather than having visitors create new
credentials. The drawback is that these these providers learn on which
websites people use their credentials and when [141].

payment functionality allows website visitors to pay for goods and services
offered on the website. While methods exist that do not involve third par-
ties (e. g., gift cards, cash) they are not particularly practical orwidespread
in an online context. Practical online payment solutions typically require
both parties’ banking institutions or an intermediary to be involved.
While direct bank transfers are possible, third-party payment services
are widely used, such as PayPal, Venmo, or Alipay, with the popularity
of services differing across cultural regions [27]. This involvement of
intermediaries comes with the sharing of customers’ sensitive personal
and financial data [219]. There is also the possibility that third-party
payment services share data with other third parties not involved in the
transaction [212].

privacy notices and forms help fulfill transparency, consent, and opt-
out requirements mandated by privacy legislation (e. g., ePrivacy Direc-
tive and GDPR in Europe; CCPA in the US). While it is possible to self-
implement the necessary mechanisms, many websites use third-party
services which promise compliance but have been found to not always
be correctly implemented, allowing data processing to take place with-
out valid consent [174], and frequently employ dark patterns to nudge
website visitors to give consent [195]. In Chapter 3 we investigate the
technical capabilities of selected third-party plugins for cookie consent.

programming and design resources such as web fonts and front-
end programming frameworks (e.g., jQuery, Bootstrap) are often directly
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loaded from a third-party server. For widely used resources, there is the
generic privacy risk of the provider potentially learning which other web-
sites people visit that also include these resources. Including the resource
from a central repository has the advantage that it may already be cached
in visitors’ browsers but has also been found to negatively impact website
performance [216, 225] and could require users to accept comprehensive
privacy policies, for example, Google’s in the case of Google Fonts [73].
Alternatively, such resources could be self-hosted [73, 150, 216, 225].

social media integration connects a website with social media ser-
vices, for example, via links to a website’s social media profiles, buttons to
share website content on social media, or embedded social media feeds.
Similarly to embedded media, embed code provided by the social media
service triggers data collection as soon as the page with the embed mech-
anism is loaded, but unlike that functionality this by definition requires a
third party to be involved, the social media service. The European Court
of Justice (ECJ) ruled that site owners can be held liable for the processing
of the data social media companies collect through buttons or widgets on
the first-party website [17]. Alternatives include simple (image) links or,
for embedded content, the aforementioned two-click-solutions such as
Social Share Privacy [209] shown in Figure 2.1 (a), Shariff [205], or Em-
betty [206], which only trigger data transmission to the social network if
the visitor has clicked to activate the embedded element.

website protection mechanisms aim to protect against (distributed)
denial-of-service attacks, spam, or data scraping. Common mechanisms
includeCAPTCHAs, bot detectionmechanisms based on text or behavioral
analysis, or services like Cloudflare that act as a security proxy between
the website and the visitor. The most prevalent anti-bot mechanism is
Google’s reCAPTCHA [24], which uses a wide range of behavioral data to
distinguish humans from bots [51, 73, 201], in its Version 3 even without
visual indication [241], and, thus, requires visitors to implicitly accept
Google’s extensive privacy policy [51]. Simpler and less intrusive mecha-
nisms such as honeypots or easy mathematical problems are considered
sufficient to protect against non-targeted spam, the majority of spam on
the Web [51].

2.2 legal background

With third-party services and their privacy implications now established, this
section moves on to provide the background information about applicable
privacy laws necessary for this thesis. It introduces the titular General Data Pro-
tection Regulation (GDPR) and key provisions we expected to have an influence
on how websites use third-party services. Since the GDPR by itself did not yet
achieve its goal of fully harmonizing EU data protection laws, we also introduce
the ePrivacy Directive that governs the setting of cookies in website visitors’
browsers, including those originating from a third party. On the other side of
the Atlantic, a recent new piece of legislation, the California Consumer Privacy
Act (CCPA), introduced a requirement for websites to let visitors opt out of the
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sale of their personal information, which can be implemented through use of
third-party services and also potentially affect third parties’ data collection
through websites.

2.2.1 General Data Protection Regulation (GDPR)

In 2012, the EU started to take regulatory action to harmonize data protec-EU directives and
regulations tion laws across its member states. Existing data protection legislation com-

prised the Data Protection Directive (95/46/EC) [75] and the ePrivacy Directive
(2002/58/EC) [76]. In contrast to EU regulations, whose provisions directly apply
in each member state, EU directives are only binding as to the result, leaving the
member states to decide upon the form and method to achieve this goal. Hence,
the aforementioned directives are not directly applicable in each member state
but require implementation of their requirements into national laws.

These national implementations differed widely, resulting in a complex land-
scape of privacy laws across Europe, as pointed out by Recital 9 of the GDPR.
Some member states embraced stricter privacy laws and enforcement while
others opted for lighter regulation. The General Data Protection Regulation
(EU 2016/679) [78] was intended to overcome this situation and harmonize
privacy laws throughout the EU, setting high and consistent standards for the
processing of the personal data of the people within its jurisdiction. The regula-
tion was proposed in January 2012, adopted on May 24, 2016, and its provisions
became enforceable on May 25, 2018.

The GDPR introduced new legal obligations for entities that process personal
information. As the HTTP protocol involves the transmission of information
including IP addresses that are considered personal data in the EU (see Sections
2.1.3 and 2.2.1.1) the GDPR applies to the operators of web services and, there-
fore, was expected to impact the technical design of websites, what data they
collect, and how they inform users about their practices. In the following we
present selected key provisions of the GDPR that govern the use of third-party
services by websites. A more detailed discussion of the regulation can be found
in the legal literature [229]. Santos et al. conducted an in-depth analysis of legal
sources and identified concrete legal-technical requirements for valid consent
to data processing under European privacy law [236].

2.2.1.1 Applicability

First it is important to clarify to what types of data processing the GDPR applies.Material scope
Its material scope is laid out in Article 2:

“... the processing of personal data wholly or partly by automated
means ...[,]”

with “personal data” meaning (Article 4(1)):

“any information relating to an identified or identifiable natural
person (‘data subject’); an identifiable natural person is one who can
be identified, directly or indirectly, in particular by reference to an
identifier such as a name, an identification number, location data,
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an online identifier or to one or more factors specific to the physical,
physiological, genetic, mental, economic, cultural or social identity
of that natural person[.]”

Regarding online identifiers, EU institutions have clarified that IP addresses
are considered personal data under the GDPR [67] as they allow for the, if only
temporary, unique identification of the individual. Thus, the collection of a
website visitor’s IP address through a third-party plugin (“automated means”)
as described in Section 2.1.3 falls under the material scope of the GDPR.

Article 3 proceeds to define the regulation’s territorial scope. Its first para- Territorial scope
graph lays down that the GDPR applies to data processing activity of entities
with an establishment in the EU, regardless of whether the processing takes
place in the EU or not. The second paragraph extends the GDPR’s territorial
scope to data processors outside the EU if they process

“personal data of data subjects who are in the [European] Union
[...], where the processing activities are related to:
(a) the offering of goods or services, irrespective of whether a payment
of the data subject is required, to such data subjects in the [European]
Union; or
(b) the monitoring of their behaviour as far as their behaviour takes
place within the Union.”

Thus, from a territorial perspective, the GDPR governs any processing of
personal data either by entities with a representation in the EU or for services
offered in the EU, even if the service provider does not have any legal represen-
tation there. For online services this means that any website offering its services
in the EU has to comply with GDPR standards. Due to this broad territorial
scope, the GDPR affects millions of web services from around the world, as long
as they are available in Europe.

2.2.1.2 Transparency

Among the core principles of the GDPR are its transparency requirements.
Article 12(1) GDPR requires that anyone who processes personal data should
inform the data subject, i. e., the personwhose personal data is collected (Article
4(1) GDPR), about the processing and present the information

“in a concise, transparent, intelligible, and easily accessible form,
using clear and plain language[.]”

The typical means for this are privacy policies, which may be provided in a
separate document, as parts of comprehensive terms of service, or even split
into multiple documents, such as a designated cookie policy. Article 13 more
specifically lists what information needs to be provided. This includes contact
data, the purposes and legal basis for the processing, and the data subject’s rights
regarding their personal data, for example, the right to access, rectification, or
deletion. These requirements make it necessary for every web service that offers
its services to people in the EU to have a privacy policy and modify existing
privacy policies to comply with the new transparency requirements.
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2.2.1.3 Legal Bases for the Processing of Personal Data

Another core regulation of the GDPR is Article 6, which introduces a finite set
of six legal bases. This means that the processing of personal data is only lawful

“[...] if and to the extent that at least one of the following applies:

(a) the data subject has given consent to the processing of his or her
personal data for one or more specific purposes;

(b) processing is necessary for the performance of a contract to which
the data subject is party [...];

(c) processing is necessary for compliance with a legal obligation to
which the controller is subject;

[...]

(f) processing is necessary for the purposes of the legitimate interests
pursued by the controller or by a third party, except where such
interests are overridden by the interests or fundamental rights and
freedoms of the data subject which require protection of personal
data [...].”

Stricter conditions for lawful collection apply to sensitive categories of per-
sonal information including data about an individual’s health, ethnic origin, or
sexual preference (Article 9 GDPR).

Most important for this work is consent as the legal basis for data collection,Consent to the
processing of personal

data
which is further defined in Article 4(11) GDPR as

“any freely given, specific, informed and unambiguous indication of
the data subject’s wishes by which he or she, by a statement or by
a clear affirmative action, signifies agreement to the processing of
personal data relating to him or her[.]”

More concrete guidance on the four core requirements – freely given, specific,Conditions for
consent informed, and unambiguous – is provided in “opinions” issued by the European

Data Protection Board (EDPB) [71] and its predecessor, the Article 29 Data
ProtectionWorking Party (A29DPWP) [14]. According to the opinion on consent
under the GDPR [71], freely given means the data subject needs to be offered
“real choice and control”; if they feel compelled to agree to the processing of
their personal data or are threatened with negative consequences, this does
not constitute valid consent. Specific means that consent under Article 6(1)(a)
GDPR be given “for a specific processing purpose,” which requires data subjects
to be “specifically informed about the intended purposes of data use concerning
them.” As a consequence, web operators cannot collect valid consent to data
collection for undisclosed or vague purposes. Though not explicitly mentioned
in any provision, EU privacy law also demands that consent must be given prior
to the data processing [236].

Subsequent GDPR articles contain additional requirements that go beyond
the definition in Article 4(11) but can be understood to be conditions for the
validity of consent [236]. These include the requirement for the processing
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party (the “data controller”) to be able to prove consent (Article 7(1)) and
the data subject’s right to withdraw consent at any time (Article 7(3)). For
children under the age of 16 consent can only be given by the holder of parental
responsibility (Article 8).

In preparing for the GDPR, the online advertising industry, which heavily IAB Europe
Transparency and
Consent Framework

depends on collecting and sharing Web users’ personal data for the purpose
of Online Behavioral Advertising (OBA), proposed its own solution to obtain
consent to data processing from website visitors, the Internet Advertising Bu-
reau (IAB) Europe Transparency and Consent Framework (TCF) [132]. Building
upon the concept of consent notices that emerged in the wake of the ePri-
vacy Directive, as we will see shortly in Section 2.2.2, this framework aims to
standardize how consent information is presented to the user, collected, and
passed down the online advertising supply chain [132]. TCF-supporting Con-
sent Management Platforms (CMPs) may display a list of third-party vendors
participating in the framework, and the user can select which vendor should be
allowed to use their personal data for a variety of different purposes. The user
selection is encoded in a consent string and transmitted to the participating
third-party vendors who committed to comply with the user’s selection. Over
the course of the research projects that serve as the basis for this thesis, the
TCF found widespread use by websites [114], though research soon found its
consent mechanisms often not to be correctly implemented [174]. In early 2022,
the Belgian DPA issued a fine of €250,000 against IAB Europe on the ground that
the TCF violated multiple GDPR provisions, including specificity of the provided
information and accountability for obtained consent [22].

Beyond consent, an important question under the GDPR is to what extent the Legitimate interest to
use third parties?use of third-party services on websites can be based on the website operator’s

legitimate interest (Article 6(1)(f)) or whether visitors’ consent is required
(Article 6(1)(a)). Definite answers are only available if given by binding sources,
such as EU courts; and, to a lesser degree of certainty, if non-binding sources
such as the EDPB or national DPAs have issued assessments, which, in the case
of the latter, may differ between member states. In January 2022 a mid-level
court in Germany ruled that use of Google Fonts, the most popular remote font
hosting service, cannot be based on legitimate interest (Article 6(1)(f) GDPR)
on the grounds that it is possible to self-host the fonts [150]. Other concrete
third-party services have been deemed not compliant with the GDPR due to
transfer of personal data to third countries, as described in the following.

2.2.1.4 Transfer of Personal Data to Third Countries

The use of third-party functionality hosted on servers different from the first-
party website may quickly lead to visitors’ personal data being transferred
across EU borders. Articles 44–49 GDPR define principles for the transfer of
personal data to entities outside EU jurisdiction, including the general principle
in Article 44 that requires that for any such transfer it needs to be ensured that

“the level of protection of natural persons guaranteed by [the GDPR]
is not undermined.”
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This is of particular interest if a website uses third-party services whose
servers are located in the United States, as previous agreements between the
EU and the US regarding adequate protection of EU citizens’ personal data had
been declared void by the ECJ due to insufficient protection against US mass
surveillance programs [68, 70]. This argument served as the basis for two
decisions by the Austrian and French DPAs in early 2022 that declared use of
the most prevalent third-party service on the Web, Google Analytics [198, 217],
not compliant with the GDPR. In late March 2022 a new EU–US data protection
agreement was announced to be in the works [177].

2.2.1.5 Data Protection by Design and by Default

Article 25 GDPR contains important core principles of the regulation. It states
that entities processing personal data should,

“taking into account [...] the state of the art, the cost of implemen-
tation and the nature, scope, context and purposes of processing
[...,] implement appropriate technical and organisational measures,
such as pseudonymisation, which are designed to implement data-
protection principles, such as data minimisation, in an effective
manner [...].”

The “state of the art” by definition is subject to change. European DPAs andThe “state of the art”
in data protection industry associations in information security have issued tech reports that

attempt to describe this “state of the art.” One explicitly named web security
mechanism is transport encryption of HTTP via Transport Layer Security (TLS),
i. e., HTTPS [130, 270]. Over the last couple of years its adoption has increased,
fueled by more readily available certificates and major browsers increasingly
flagging HTTP-only connections as insecure [10], so that the majority of to-
day’s Web traffic is transport encrypted (as of 2017/18, between 59 and 89%
depending on traffic analysis method; see Felt et al. [82] and our own findings
in Chapter 3).

Thus, use of HTTPS can be considered mandatory under the GDPR, partic-
ularly for web pages that directly prompt for personal information, such as
contact forms or payment services. A similar reference to the “state of the art”
can be found in Article 32 GDPR (“Security of processing”).

Further, Article 25(2) GDPR requires data controllers to

“implement appropriate technical and organisational measures for
ensuring that, by default, only personal data which are necessary for
each specific purpose of the processing are processed. That obligation
applies to the amount of personal data collected, the extent of their
processing, the period of their storage and their accessibility.”

In the context of third-party services on websites this can be interpreted
as a legal obligation for websites to integrate a desired functionality in such a
way that only the data necessary for that functionality is collected. This often is
not the case, as shown in Section 2.1.4 through the existence of alternatives to
popular third-party services that collect less user data.
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2.2.1.6 Fines

One factor that contributed to the broad discussion of the GDPR’s impact on the
Web economy is the possibility for supervisory authorities to impose significant
fines, as laid out in Article 83(5):

“Infringements of the following provisions shall ... be subject to ad-
ministrative fines up to 20,000,000 EUR, or in the case of an un-
dertaking, up to 4% of the total worldwide annual turnover of the
preceding financial year, whichever is higher:”

The text then proceeds to list the GDPR principles for whose violations such
fines can be imposed. Of particular interest to this thesis are the following cases:

“(a) the basic principles for processing, including conditions for con-
sent, pursuant to Articles 5, 6, 7 and 9”;
[...]
“(c) the transfers of personal data to a recipient in a third country or
an international organisation pursuant to Articles 44 to 49”; [...]

This refers to the aforementioned requirements regarding a legal basis for
the data processing, including consent, and data transfers across EU borders.
In Chapter 6 we investigate if the prospect of fines can motivate web operators
to fix faulty implementations of consent on their websites.

2.2.2 ePrivacy Directive

In an earlier effort to update EU privacy laws for the digital age, Directive
2009/136/EC [77] applied changes to the ePrivacy Directive (2002/58/EC) [76],
the existing piece of legislation created on the EU level to address data protec-
tion and privacy in electronic communication systems including the Internet.
The changes include the introduction of a consent requirement to store HTTP
cookies in users’ browsers. Due to this prominent change, the updated directive
is often colloquially referred to as the “(EU) Cookie Directive.”

In its 2009 version, Article 5(3) of the ePrivacy Directive states tasksmember Consent to the use of
cookiesstates to

“ensure that the storing of information, or the gaining of access to
information already stored, in the terminal equipment of a [...] user
is only allowed [if] the [...] user [...] has given his or her consent,
having been provided with clear and comprehensive information
[...] about the purposes of the processing.”

This rule is followed by an exception: The consent requirement for the Exception for “strictly
necessary” cookiesstorage or access of cookies in website visitors’ browsers does not apply if the

stored information is used

“for the sole purpose of carrying out the transmission of a commu-
nication over an electronic communications network, or as strictly
necessary in order for the provider of [a] service explicitly requested
by the [...] user to provide the service.”
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Like for consent under the GDPR, the A29DPWP has provided guidance on
consent under Article 5(3) of the ePrivacy Directive [12], as well as exemp-
tions [11]. Consent under the ePrivacy Directive is subject to similar require-
ments as under the GDPR; it requires a freely given, active choice based on
specific information about the purpose of the processing and given before the
processing starts [12]. In the exemption clause, the second case is more relevant
for websites; it is understood to exempt cookies from consent if an explicitly
requested service “with a clearly defined perimeter” would not work without
setting the cookie [11]. Examples include cookies remembering the state of
the shopping cart in an online shop or the fact that the user has logged into
their account. The ePrivacy Directive’s rules for cookie consent can apply to
the use of third-party services on websites, as many of them set cookies to
remember visitors and their preferences across websites. As the purpose of
third-party cookies tends to be distinct from the explicitly requested service
on the first-party website and they are often persistent to facilitate tracking, the
A29DPWP opinion found third-party cookies to be unlikely to fall within the
bounds of the exemption.

Directive 2009/136/EC became effective in 2011 and required each memberImplementation
deficits state to implement its provisions into national law by May 25, 2011. A 2015

study by London-based law firm Bristows found that even four years later, the
status of implementation across EU member states, as well as the interpretation
of Article 5(3), greatly varied [20].

Still, the effects of this legislation soon started to show on European websites(Cookie) consent
notices in the form of (cookie) consent notices, often referred to as cookie banners –

popup boxes or banners shown to new visitors of a website informing them
about the use of cookies and similar tracking technologies by the website and
associated third parties. Consent notices emerged from practice and were later
acknowledged by the A29DPWP as a possible component of a mechanism for
cookie consent [12], though the widespread practice of implying consent from
continued use of the website fell short of the A29DPWP’s requirements for valid
consent under Article 5(3). It has to be noted that Article 5(3) applies to any
kind of information stored on the user’s system, even if it does not contain any
personal information.

2.2.3 Planned ePrivacy Regulation

The GDPR deliberately did not address consent to the use of cookies, leaving theNo updated rules on
cookie consent question for the planned ePrivacy Regulation, another EU regulation designed

to complement the GDPR and complete the harmonization process. It was
originally supposed to become effective at the same time, in May 2018. Due
to ongoing disagreement between EU institutions and member states about
its regulatory depth, the legislative process for the ePrivacy Regulation was
delayed multiple times. As of July 2022, its future is still unclear, but the latest
proposal from January 2017 [66] contains additional exemptions from cookie
consent in its Article 8, including for first-party analytics.
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For the time being, the EDPB has clarified the relationship between the GDPR vs. ePrivacy
DirectiveePrivacy Directive and the GDPR for the use of cookies, as follows: Article 5(3)

of the ePrivacy Directive governs access to non-necessary cookies in the user’s
browser, whether they contain personal data or not, while the GDPR applies to
subsequent processing of personal data retrieved via cookies [72].

2.2.4 California Consumer Privacy Act (CCPA)

Recent years have also seen countries outside the EU update their privacy
laws. One prominent example with ramifications for websites is the California
Consumer Privacy Act (CCPA) [258], incorporated in Section 1798.100 of the
California Civil Code (CCC). The CCPA’s goal is to strengthen the privacy rights
of consumers in the US state of California. It was passed on June 28, 2018 and
became effective on January 1, 2020.

Among the granted rights are certain rights of consumers to limit the sale of Right to opt out of the
sale of personal
information

their personal information through a business to third parties, as constituted
in Section 1798.120 CCC:

“A consumer shall have the right, at any time, to direct a business
that sells personal information about the consumer to third parties
not to sell the consumer’s personal information. This right may be
referred to as the right to opt out.”

Section 1798.135 CCC provides more detail how consumers need to be made
aware of this right:

“(a) A business that is required to comply with Section 1798.120
shall, in a form that is reasonably accessible to consumers:
(1) Provide a clear and conspicuous link on the business’ Internet
homepage, titled “Do Not Sell My Personal Information,” to an In-
ternet Web page that enables a consumer [...] to opt out of the sale
of the consumer’s personal information. A business shall not require
a consumer to create an account in order to direct the business not
to sell the consumer’s personal information.
(2) Include a description of a consumer’s rights pursuant to Section
1798.120, along with a separate link to the “Do Not Sell My Personal
Information” Internet Web page in:
(A) Its online privacy policy or policies if the business has an online
privacy policy or policies.
(B) Any California-specific description of consumers’ privacy rights.”

It has to be noted that “sell” does not necessarily involve the transfer of Definition of “sell”
monetary funds in exchange for the personal information, as defined in Section
1798.140(t)(1):

“‘Sell,’ ‘selling,’ ‘sale,’ or ‘sold,’ means selling, renting, releasing, dis-
closing, disseminating, making available, transferring, or otherwise
communicating orally, in writing, or by electronic or other means, a
consumer’s personal information by the business to another business
or a third party for monetary or other valuable consideration.”
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The definition of “consideration” in California law allows for the interpre-
tation that any benefit a business receives through the disclosure of personal
information constitutes “valuable consideration” and, thus, a sale. Based on
this, it has been argued that the use of cookies for third-party analytics and
advertising provides businesses with sufficient benefits to constitute a “sale”
and trigger the opt-out requirement [16].

In the wake of this legislation, websites targeted at Californians have begun“Do Not Sell” link
to include the required “Do Not Sell My Personal Information” link that usually
leads to a contact form where consumers can provide their details and request
the opt-out. This is a rare example where privacy legislation provides concrete
instructions how to implement one aspect of a certain legal requirement. Still,
first research results show that despite this, the actual wordings websites use
for the link greatly vary [199].

The widespread need for such functionality has prompted some vendorsIAB CCPA Compliance
Framework of third-party privacy plugins, such as consent notices, to also offer services

that implement the “Do Not Sell” requirement. Similar to the IAB Europe TCF,
the IAB’s main (global) branch has created its IAB CCPA Compliance Frame-
work [131] that specifies a “US Privacy String” that stores users’ decisions
regarding their opt-outs to the sale of their personal information and passes it
to other actors in the online advertising ecosystem.
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3PR IVACY-RELATED CHANGES ON WEBS ITE S AROUND
THE GDPR ENFORCEMENT DATE

3.1 introduction

In Section 2.2.1 we established core principles of the GDPR, including its man- GDPR principles and
presumed effect on
websites

date for “data protection by design and by default,” extensive transparency
requirements, and the need for a legal basis for data collection. As a result,
its presumed impact on online businesses and both commercial and personal
websites in the light of possible fines had been widely discussed in the months
leading up to the GDPR enforcement date on May 25, 2018, prompting websites
to notify users of new privacy policies or terms of service, restrict services of-
fered to EU visitors, or (temporarily) cease operations in the EU altogether [113].
This raised the expectation that the regulation – and its associated fines – be-
coming enforceable would prompt websites’ data processing practices to change,
including decreasing use of third-party services that unnecessarily collect vis-
itor data, greater transparency in the disclosure of data processing practices,
and increased prevalence of state-of-the-art data protection technology.

Measuring andmonitoring such changes at scale can inform regulators about Role of web privacy
measurementsthe effects of privacy legislation in practice and assist enforcement through

detection of widespread implementation deficits. While data protection au-
thorities have conducted such assessments in the past, for example, about the
state of the implementation of cookie consent according to Article 5(3) ePri-
vacy Directive [13], they are often limited by available human and financial
resources.

While web privacy research had already studied the evolution of web tracking
over time [155], including use of third-party services [288], the GDPR coming
into effect provided the unique opportunity to study and compare websites’ pri-
vacy practices before and after significant changes to data protection legislation
that were expected to directly affect these practices.

Previous work studying websites’ disclosures about data processing had fo-
cused on privacy policies as the main mechanism through which businesses
inform about their processing of personal information. A rich body of work has
studied privacy policies on websites from a variety of different angles, including
their prevalence (70 to 80% of company websites in the US [194]), readabil-
ity [179, 224], and, more recently, automated content analysis and extraction of
data collection practices [110, 165, 271, 295], including disclosure of third-party
use [161]. By contrast, cookie consent notices and associated cookie policies
are a more recent phenomenon rooted in the ePrivacy Directive’s 2009 revision,
which member states were slow to implement into their respective national
laws (see Section 2.2.2). Consequently, as of early 2018 consent notices had
only seen previous research attention with respect to their usability [147] and
first hints at their prevalence [13], but their use and implementations had not
yet been studied in detail.

35
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In this chapter, we address this research gap and conduct an empirical studyOur contribution:
longitudinal

measurements of
privacy-related

changes

to measure changes that occurred on a representative set of websites around the
time the GDPR came into force. We took the opportunity to study the impact
of this rare event and monitored the 500 most popular websites in each of
the 28 member states of the EU1 over the course of eleven months. In total,
this resulted in a set of 6,759 websites in 24 different languages. We used a
combination of automated and manual methods and tracked these websites’
transparency mechanisms (cookie consent notices and privacy policies), as well
as selected tracking metrics (use of third-party services and cookies) and a data
protection mechanism (use of HTTPS) before and after the GDPR enforcement
date, all with the goal to identify changes that could possibly be attributed to
the new legislation.

Our results show that changes made around the GDPR enforcement date had
an overall positive effect on the transparency of websites’ privacy practices: For
web users in Europe, the most visible change was an increase in the prevalence
of cookie consent notices. On average, 62.1% of the analyzed websites used
such notices after the GDPR enforcement date, while only 46.1% had done so
in January 2018. In order to better understand this phenomenon, we manually
inspected 9,044 domains for their use of cookie consent notices and evaluated
28 common cookie consent libraries for properties useful to implement GDPR-
compliant consent. We found that existing implementations greatly vary in
functionality, especially the granularity of control offered to the user and the
backend required to correctly implement the desired cookie configuration.

This increase in transparency is contrasted by limited change in websites’
actual privacy practices: We could not find a significant reduction in tracking
through third-party cookies, and the majority of sites relied on opt-out consent
mechanisms, making the use of cookies and similar tracking technology the
default for visitors. We found only 37 sites that asked for explicit consent before
setting cookies. As an indicator for the use of state-of-the-art data protection
technology we monitored websites’ use of HTTPS. We found some slightly
increased activity in Hypertext Transfer Protocol Secure (HTTPS) adoption
around the GDPR adoption date, though this followed the general trend towards
increased HTTPS use.

In summary, the work presented in this chapter makes the following contri-
butions:

1. In order to study howwebsites react to theGDPR, we conduct an empirical,
longitudinal study of websites’ transparency mechanisms and selected
data processing practices on a set of 6,759 websites, composed of the 500
most popular websites in each of the 28 EU member states. From January
to October 2018, we performed monthly website crawls to measure
changes in privacy-related metrics, including use of third-party cookies,
cookie consent notices, and HTTPS adoption. Between January and the
end of May, we observed an average increase in the prevalence of cookie
consent notices by 16 percentage points.

1 This research was conducted in 2018, i. e., before the United Kingdom (UK) left the EU in 2020,
thus reducing the number of its member states to 27.
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2. We compare the use of cookies and third-party services in our set of web-
sites between January and June 2018 to determine whether the GDPR’s
transparency and consent requirements affected the prevalence of web
tracking. While both were not significantly impacted, 147 sites stopped
using tracking libraries and 37 chose to ask for explicit consent before ac-
tivating them. For HTTPS adoption, we observed a slight increase around
the GDPR enforcement date that lay within the general trend towards use
of HTTPS over HTTP.

3. We categorize cookie consent notices based on their options for user
interaction and identify six categories. We measure their prevalence by
country and find that only a minority provides website visitors with an
actual choice to allow or deny the use of cookies and similar tracking tech-
nology. We investigate this observation in more detail by taking a closer
look at the many distinct implementations of cookie consent notices we
found in our data set. We analyze these libraries for key features required
to implement the legal requirements for consent under the GDPR and
ePrivacy Directive and identify technical obstacles to achieving this goal.

Beyond consent notices, the work that serves as the basis for this chapter Analysis of privacy
policiesalso prominently investigated privacy policies as websites’ main transparency

mechanism regarding the collection and use of their visitors’ personal informa-
tion. The methods and results of the privacy policy analysis will be included in
Henry Hosseini’s PhD thesis and can also be found in the source paper [52].

3.2 related work

Existing work has taken a first look at cookie consent notices. In addition, there
is research about related mechanisms that offer website visitors the option to
control the personal information websites collect about them.

3.2.1 Cookie consent notices

Prior to the work that serves as the basis for this chapter, research on cookie
consent notices was scarce.

In February 2015, the Article 29 Working Party conducted a “Cookie Sweep”
to determine the effects of Directive 2009/136/EC’s requirements [13]. In eight
EU member states, 437 sites were manually inspected for information they
provided about cookies, including the type and position of the interface used.
At that time, 116 (26%) of the analyzed sites did not provide any information
about cookie use; for another 39% the information was deemed not sufficiently
visible. Of the remaining 404 sites, 50.5% (204) sites were found to “request
[...] consent from the user to store cookies” while 49.5% (200) simply stated that
cookies were being used. 16% (49 sites) offered the user to accept or decline
certain types of cookies. The study did not investigate whether the banners
asking for consent implemented a proper opt-in mechanism.

In November 2017, Kulyk et al. [147] collected cookie consent notices from
the top 50 German websites in the Alexa ranking to investigate how users per-
ceive and react to different types of banners. They identified five distinct groups
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of notices based on the amount of information they provide about cookie use
but did not analyze users’ options for interacting with the banner. Participant
sentiments when encountering a consent notice varied from disturbance, pri-
vacy concerns, and annoyance due to a lack of options to habituation and a lack
of information. The wordings of the notices did not have a significant impact
on visitors’ decision to stay on the page or leave it.

3.2.2 Mechanisms to Control Data Processing on Websites

In the past, different technical solutions have been proposed and studied to
help users cope with the ever-growing number of online tracking and profiling
services.

In 2002, the P3P Project [45] was officially recommended by the W3C. ItP3P

relied on machine-readable privacy policies directly interpreted by the browser,
which was enabled to automatically negotiate, for example, the handling of
certain cookies based on the user’s preferences. However, none of the major
web browsers support P3P anymore due to a lack of adoption by the industry,
and consequently its W3C working group was closed in 2006 [44].

Another approach was the Do Not Track (DNT) Header for the HTTP pro-Do Not Track
tocol, proposed in 2009 [83]. DNT was supported by all major browsers and
allowed the user to signal online content providers their preference towards
tracking and behavioral advertising. However, many websites did not honor
DNT signals, as evidenced by a 2015 study that found no significant difference
between visiting websites with the DNT header and without any tracking pro-
tection [64]. Due to this lack of adoption, the W3C discontinued its Tracking
Protection Working Group in 2019, and Apple removed DNT support from
Safari in 2019, stating the header could be used as a feature for browser finger-
printing [249].

Companies in the Online Behavioral Advertising (OBA) business point WebYourAdChoices
users to self-regulation programs such as YourAdChoices [55] to opt out of
targeted advertising. Website visitors are informed of this option via a small
blue icon in the corner of a displayed ad and shown additional information on
click. For users this remains challenging, as studies have shown that they can
hardly distinguish between different OBA companies [154] and have problems
to even recognize and locate the corresponding icons [90].

We extend this existing work by analyzing the effect of the GDPR on websites’
transparency mechanisms, particularly cookie consent notices, and investigate
to what degree they offer visitors the opportunity to control tracking through
third-party services. We also monitor changes in websites’ actual tracking
practices as indicated by the use of third-party cookies and measure HTTPS
adoption over time as a metric for the use of state-of-the-art data protection
technology.

3.3 method

To analyze the impact of GDPR enforcement on websites in the EU, we usedCombination of
automated and

manual analysis
automated tools combined with manual verification and annotation of websites
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for 28 EU member states

Domain Set

retrieved monthly, visited with automated browser

Automated Website Analysis Manual Inspection & Annotation

Xpath search 

//a[text()[contains($WORD)]]

download 
policy

manual 
inspection

Manual website annotation:

NOPOLICY: website does not have a privacy policy
OFFLINE: website is offline
DOWNLOAD: specify one or more privacy policy links

Search links for "privacy policy" in 24 languages

Downloaded previous versions
for 2016 and 2017 from archive.org

Icons by Noto Emoji

Top 500 ranking

$WORD = terms identifying privacy policies in different languages

make screenshot

detect cookies and trackers

Identify cookie consent notices & types 

Figure 3.1: Overview of the website analysis process consisting of automated analysis,
manual validation, and annotation.

in 24 different languages. We used an automated browser setup to periodically
analyze websites for consent notices, privacy policies, and selected tracking
metrics, plus a web app to allow for manual review and annotation of websites
for consent notices, privacy policies, and thematic categorization. Figure 3.1
provides an overview of the main components of our website analysis system.

3.3.1 Data Set Creation

To create a diverse data set of popular websites in the EU, we leveraged the
rankings of the 500 most popular websites by country as previously provided
by Amazon’s subsidiary Alexa2 [6]. This service was selected because it was
the only domain ranking service we were aware of that provided rankings by
country at that time.

We started with a domain set that contained the top 500 websites for each
of the 28 EU member states as of December 2017. To extend the scope of our
study, we retrieved updated website rankings once per month and included
newly added domains in our data set, thus continuously increasing the size of
the domain set to crawl each month.

3.3.2 Automated Website Checks

Our automated web browser was set up in a German data center with the Base setup and
tracking detectionSelenium WebDriver [250] using the latest available version of Firefox (version

57 onward) on servers running Ubuntu Linux and an XServer, so that all
pages were actually rendered. Once a website’s homepage had been loaded
and completely rendered by the browser, we searched it for domain names of
third-party advertising and tracking libraries based on EasyList [60], which is
often used in popular ad-blocking browser extensions.

To obtain another metric for whether websites over time adopted GDPR Use of HTTPS

principles such as use of state-of-the-art techniques for data protection, we
investigated websites’ adoption of HTTPS by default. For this, our automated

2 Amazon retired Alexa Internet’s services on May 1, 2022, but past URLs providing the domain
rankings by country can be accessed via the Internet Archive’s Wayback Machine [134], e. g.,
https://web.archive.org/web/20220323041252/https://www.alexa.com/topsit

es/countries.

https://web.archive.org/web/20220323041252/https://www.alexa.com/topsites/countries
https://web.archive.org/web/20220323041252/https://www.alexa.com/topsites/countries
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browser would always try to resolve the HTTP address of a host and observe
whether the visited website automatically redirected to HTTPS.

Finally, a screenshot of the rendered homepage wasmade to allow formanual
inspection for cookie consent notices. As shown in Figure 3.1 and not further
elaborated in this thesis, an important component of our automated website
checks was the retrieval of websites’ privacy policies.

After a successful pretest of our crawling setup in December 2017, theStudy timing
websites were visited once per month from January to April 2018, three times
in May (two times before and once after May 25, 2018) and again once per
month until October 2018, resulting in 12 crawls in total. The results were
stored in a MongoDB database.

3.3.3 Manual Review

In order to facilitate inspection for cookie consent notices (and validate the
results of the automated detection of privacy policies), we implemented a web-
based annotation tool to review and further process the collected data.

Manual inspection was performed with off-the-shelf browsers by four of
the authors of the conference paper that serves as the basis for this chapter.
Websites in languages unfamiliar to the annotator were translated with Google
Translate. Automated translations through Google were available in all encoun-
tered languages and were good enough to figure out the general topic of a
website and, paired with common design principles, whether it displayed a
consent notice.

Websites that could not be accessed were labeled Offline. Under this label
we merged all sites that were not reachable, occupied by a domain grabbing
service, produced a screen indicating that the website was not available because
of the detected location of our IP address, or belonged to a discontinued or not
publicly accessible service.

3.3.4 Categorizing Consent Notices

In January, May, and again in early fall 2018, we manually inspected all web-
sites for cookie consent notices. In January, we only noted whether a website
displayed a consent notice or not. As we observed consent notices to become
increasingly sophisticated over time, in the two other annotations we also
categorized consent notices based the options for interaction they provided
to website visitors. We identified the following distinct types, with examples
shown in Figure 3.2:

no option: Cookie consent notices with no option (Figure 3.2 (a)) simply
inform visitors about the site’s use of cookies. Visitors cannot explicitly
consent to or deny cookie use. This category also includes banners that
feature a clickable button whose label cannot be considered to express
agreement (e. g., “Dismiss,” “Close,” or just an “X” to discard the banner).

confirmation: In contrast, confirmation-only banners (Figure 3.2 (b)) fea-
ture a button with an affirmative text such as “OK” or “I agree”/“I accept”
that can be understood to express the visitor’s consent.
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Figure 3.2: Consent notices with different options for visitor interaction. First-party
company names have been redacted.
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binary consent notices (Figure 3.2 (c)) have two buttons that let visitors
either explicitly agree to or decline all the website’s cookies.

slider: More fine-grained control is offered by consent notices that group
the website’s cookies into categories, mostly by purpose. Slider-based
notices (Figure 3.2 (e)) arrange these categories into a hierarchy. The user
can move a slider to select the level of cookie usage they are comfortable
with, which implies consent with all the previously listed categories.

category -based notices (Figure 3.2 (d)) allow users to accept or deny each
category individually. The number of categories varies, ranging from 2
to 10 categories in our data set; we observed that most notices of the
“checkbox” type featured 3–4 different cookie categories. A common set
of categories comprises advertising cookies, website analytics, person-
alization, and what is usually referred to as (strictly) necessary cookies,
such as shopping cart cookies. As described in Section 2.2.2, this type of
cookies does not require explicit user consent under Article 5(3) of the
ePrivacy Directive.

vendor: We assigned this category to banners that allow users to toggle the
use of cookies for each third party individually. Figure 3.2 (f) shows
one such mechanism. We first observed this type of selection on notices
associated with IAB Europe’s Transparency and Consent Framework
(TCF) [132], which refers to third-party partners of the notice-using
website as “vendors.”

other: This category, assigned five times in total, was used for consent notices
that did not match any other category. For example, one site allowed
users to choose between two “cookie profiles.”

3.3.5 Analysis of Cookie Consent Libraries

During manual website annotation, we noticed company logos or “powered
by” statements on consent notices, which hinted at the existence of third-party
implementations to provide cookie consent notices. This raised questions about
how common certain cookie consent solutions were and to what degree they
could help website owners comply with the ePrivacy Directive and the GDPR.

We compiled a list of the cookie consent libraries identified during manualIdentifying consent
libraries annotation. If possible, we downloaded each library or requested access to a

(demo) account from the vendor. We implemented each consent solution –
one at a time – into a live WordPress website. We then visited the site using
Microsoft Edge 41 configured to not block any cookies, interacted with the
cookie banner, and used Edge’s Developer Console to observe the effect of user
selection on the cookies stored to the machine. This analysis was conducted in
August 2018, using each library’s latest version available at that time.

For each library, we tested the user interfaces it offered and whether itsAnalyzing consent
libraries settings and documentation allowed us to block and unblock cookies (i. e., we

did not write any custom code to implement new core functionality). We also
tested if the libraries provided mechanisms to reconsider a previous consent
decision and to log and store visitors’ consent, as required by Article 7 GDPR.
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It is in the interest of web service providers not to display consent notices to
users that are not subject to the GDPR. Thus, many libraries offer the option to
display the notice only to users accessing the site from specific regions of the
world. We tested these location-dependent features using Tor Browser with an
exit node in a country for which the consent notice was configured not to show
up.

Wemeasured the popularity of identified cookie consent libraries in separate Popularity of consent
librarieschecks of domains’ home pages in July and December 2018. To determine if a

website used a cookie library, we reviewed the default locations of JavaScript
and CSS resources and likely variants based on the installation instructions.
Additionally, we checked for requests to third parties used by the libraries.
We manually verified this procedure with a list compiled during the manual
annotation phase. To reflect the exposure a library or service had to end users,
we calculated a score based on the rank of the domain in Alexa’s EU country
rankings. This favors domains which are highly ranked in many country rank-
ings over domains which only occur in a single country ranking. This better
accounts for the exposure a library has to end users. This Score inherits the
general bias of the Alexa rankings (see Section 3.3.6). It is calculated by sub-
tracting theRankcountry,i of a domain from 501 for each country ranking (N )
and summing up these values. Sites no longer present in the country rankings
were assigned rank 501. The Score is then normalized by dividing by N :

Score =

∑N
i=1 501−Rankcountry,i

N

3.3.6 Limitations

Our measurement and analysis methods, as described above, have some limita-
tions.

Scheitle et al. [239] – and, concurrent to this study, also Le Pochat et al. [152] Bias in domain
popularity rankings– showed that many publicly available website rankings, including Alexa, are

biased, fluctuate highly, and that there are substantial differences among lists.
Indeed, we observed high fluctuation, as countries’ Alexa rankings from Jan-
uary and May only had, on average, 387 entries in common. Nevertheless, we
relied on Alexa’s website rankings, as they were the only available source for
country-specific rankings. We accounted for high fluctuation by refraining
from analyzing correlations between the websites’ ranks and other measured
factors, except for the impact of consent notice libraries. We accounted for
bias potentially introduced through the domain lists by conducting the pre-
post analysis only on domains present in the January rankings. To account
for potential manipulation of rankings [152], especially in the light of some
countries’ small population, we excluded domains that were offline during one
of the crawls or had been blocked by browser security mechanisms. Besides,
the obligation to comply with legal regulations is independent of whether a site
is legitimately listed in a top websites ranking or not.

The main data collection process (see Figure 3.1) was conducted with au- Automated browser
setuptomated browsers using a server hosted in a known server farm. It is known

that some websites change their behavior when an automated browser or spe-
cific server IP addresses are detected. We observed that several websites using
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Cloudflare’s services (see “Website protection” in Section 2.1.5) blocked direct
requests and asked to solve a CAPTCHA before redirecting to the actual site.
As described above, we checked for these effects when we manually visited
all websites for annotation. Another drawback of our technical setup was that
some websites might have changed their default language based on the server’s
IP address (Germany) or the default browser language (English). While this
might have influenced the language of the presented consent notice and privacy
policy, it should not have changed the fact that either existed.

3.4 results

In total, the Alexa rankings of the 500 most frequently visited websites for allFinal domain set
28 EU member states in January 2018 contained 6,759 different domains; the
final list in November comprised 13,458 domains. Unless mentioned otherwise,
pre-/post-GDPR comparisons are based on the data points for the domains first
annotated in January, while the analysis of the cookie consent notices is based
on the extended list we had created by the end of May.

We did not find any significant change in websites’ use of third-party servicesOverview of findings
and cookies, as well as HTTPS adoption, before and after the GDPR enforcement
date. The most notable (and visible) effect we observed is an increase in the
use of cookie consent notices, from 46.1% in January to 62.1% in May. We
found that especially popular websites use third-party libraries to implement
cookie consent notices and the underlying backend. Our in-depth analysis of
common libraries found in our dataset revealed shortcomings in how those
consent mechanisms can satisfy the requirements of Article 6 GDPR and Article
5(3) of the ePrivacy Directive, as outlined in Sections 2.2.1.3 and 2.2.2.

3.4.1 Adoption of “Data Protection by Default and by Design” Principles

As a metric for how websites’ actual data processing practices changed around
theGDPR enforcement date, we investigated the presence of third-party tracking
and HTTPS adoption over time.

3.4.1.1 Tracking and Cookies

Our automated website analysis did not reveal significant change in the preva-
lence of third-party tracking services or associated cookies. In January, websites
used on average 3.5 third-party tracking services that would be blocked by an
off-the-shelf ad blocker. In May, right before the GDPR came into effect, and in
June we measured the number of first- and third-party cookies a website sets by
default. Regarding third-party cookies no effect is visible; websites set about 5.4
cookies on average. The number of first-party cookies decreased from 22.2 to
17.9 cookies on average. This effect can be explained by a decrease in first-party
cookie use in Croatia (-11.3) and Romania (-21.1). The medians stayed the
same for both cookie groups.

Still, some websites made notable changes: We manually checked websites
that did not use trackers in June but did so in January and found that 146 had
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Figure 3.3: Changes in the adoption of HTTPS by default over time. The dotted line
marks the GDPR enforcement date.

stopped using ad or tracking services altogether and 37 only tracked visitors
after explicit consent. Notable examples included washingtonpost.com and
forbes.com. Only after consenting to tracking – or subscribing to paid services
– visitors were directed to the regular homepage of these sites.

3.4.1.2 HTTPS Adoption

As another metric for GDPR adoption by websites we measured their use of
HTTPS by default, which can be considered “state of the art” in data protection
mechanisms (see Section 2.2.1.5).

Our measurements confirm a general trend towards HTTPS adoption that Increase within a
larger trendhad been reported before [82]. Figure 3.3 shows an increase in the use of HTTPS

by default from 59.9% in December 2017 to 80.2% in November 2018. At
the end of May, 70.8% of websites redirected to HTTPS, close to the 74.7%
reported by Scheitle et al. [239], who measured the HTTPS capabilities of the
Alexa top 1million websites.The average increase was +1.9 percentage points in
a month-by-month comparison. Statistically significant changes in the variance
(ANOVA) were found from December 2017 to January 2018 (+2.9), early May
to June (+3.9), and October to November 2018 (+2.7). The high increase from
May to June was preceded and followed by months of less increase, which can
be interpreted as a concentration of activities around the GDPR enforcement
date that followed an overall trend. On the top-level domain (TLD) level, the
majority (18 out of 28) had adoption rates higher than 80% by November 2018.
For three countries (.pl, .gr, .es), we found an increase of more than 30
percentage points, but only for .es the adoption rate was above the average in
our last measurement.

Our findings indicate that at the time the GDPR came into force websites’
data processing practices, as indicated by the use of third-party tracking and
HTTPS, appear largely unchanged. Next, we focus on a second development, an
observed increase in the number of websites that present visitors with cookie
consent notices, which, in principle, are supposed to not only inform but also

washingtonpost.com
forbes.com
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Figure 3.4: Types of consent notices by country (October 2018). The dotted line indi-
cates the average prevalence across all countries.

provide visitors with actual choices regarding the processing of their personal
data.

3.4.2 Consent Notices

Our manual website inspections confirmed the perceived increase in the preva-
lence of consent notices in the months leading up to the GDPR enforcement
date. We found that the adoption of cookie consent notices had increased
across Europe, from 46.1% in January 2018 to 62.1% at the end of May 2018
(post-GDPR). Adoption rates differ between individual member states, as does
the distribution of different types of consent notices. The libraries we encoun-
tered on popular websites did not always support important features to fulfill
the requirements of EU privacy law outlined in Sections 2.2.1.3 and 2.2.2, like
purpose-based selection of cookies (“specific” requirement in Article 4(11)
GDPR) and consent withdrawal (Article 7(3) GDPR).

3.4.2.1 Adoption

Table 3.1 compares the prevalence of cookie consent notices in January 2018Consent notice
adoption over time and May 2018. Grouped by Alexa country ranking, the percentage of sites

featuring a consent notice, on average, has increased, ranging from +20.2
percentage points in Slovenia to +45.4 in Italy. Looking at the sites by TLD, the
average adoption rate increased from 50.3% to 69.9% post-GDPR. For the .nl
and .si TLDs, the number of websites with consent notices did not increase
substantially from January to May 2018, as these countries both already had
high adoption rates of 85.2% and 75.8%, respectively. The highest increase in
consent notice prevalence by TLD was observed in Ireland – for the 104 .ie
domains in our data set, the adoption rate increased from 17.3% to 87.5%.

Figure 3.4 shows the distribution of the different types of cookie consentNotice types by
country notices (see Section 3.3.4) by country at the end of May 2018, i. e., shortly

after the GDPR enforcement date. The use of category-based cookie consent
notices stood out in France and Slovenia, while websites in Poland used the
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Table 3.1: Prevalence of consent notices in the top 500 websites by country (Alexa
website ranking) and TLD, pre- (January 2018) and post-GDPR (end of May
2018).

Country ranking TLD

n pre post diff n pre post diff
% % % % % %

AT 455 33.0 55.2 22.2 .at 132 45.5 69.7 24.2
BE 460 40.9 61.1 20.2 .be 141 59.6 78.7 19.1
BG 451 37.9 60.5 22.6 .bg 166 52.4 71.7 19.3
CY 432 26.4 50.2 23.8 .cy 58 13.8 27.6 13.8
CZ 459 34.0 52.7 18.7 .cz 251 44.6 58.2 13.5
DK 447 41.2 68.9 27.7 .dk 174 72.4 87.4 14.9
DE 455 26.2 49.0 22.9 .de 172 42.4 64.5 22.1
EE 441 9.5 35.8 26.3 .ee 132 14.4 35.6 21.2
ES 429 41.5 64.3 22.8 .es 86 72.1 84.9 12.8
FI 462 27.5 53.9 26.4 .fi 145 37.9 55.9 17.9
FR 453 49.2 66.9 17.7 .fr 139 77.0 87.1 10.1
GB 463 37.4 67.0 29.6 .uk 108 58.3 82.4 24.1
GR 443 40.0 59.8 19.9 .gr 233 56.7 69.1 12.4
IE 447 21.3 64.2 43.0 .ie 104 17.3 87.5 70.2
IT 423 21.3 66.7 45.4 .it 174 30.5 90.8 60.3
HU 440 46.4 62.7 16.4 .hu 228 67.1 76.3 9.2
HR 430 28.6 54.7 26.0 .hr 141 48.9 70.9 22.0
LV 434 16.8 41.9 25.1 .lv 126 38.1 61.1 23.0
LT 452 27.0 47.3 20.4 .lt 174 50.0 63.2 13.2
LU 440 24.8 51.8 27.0 .lu 61 36.1 57.4 21.3
MT 446 25.8 58.1 32.3 .mt 46 21.7 43.5 21.7
NL 459 37.3 54.2 17.0 .nl 115 85.2 87.8 2.6
PL 462 53.9 68.6 14.7 .pl 256 75.4 83.2 7.8
PT 430 31.4 53.7 22.3 .pt 116 52.6 65.5 12.9
RO 434 30.2 53.5 23.3 .ro 160 52.5 73.1 20.6
SE 459 33.3 63.6 30.3 .se 166 50.6 78.3 27.7
SK 438 42.2 56.8 14.6 .sk 189 60.3 69.3 9.0
SI 451 43.9 64.1 20.2 .si 132 75.8 77.3 1.5

Total 6,357 46.1 62.1 16.0 4,125 50.3 69.9 19.6

.com 1,915 28.7 50.7 22.0
.net 248 25.4 35.5 10.1
.ru 148 5.4 6.7 1.3

.org 119 13.5 23.5 10.8
.eu 43 23.3 37.2 13.9
.tr 32 6.3 6.3 0.0
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Figure 3.5: Distribution of cookie consent libraries based on the websites’ Alexa rank
(December 2018). The blue-green bars indicate Wordpress-only libraries.

highest number of no-option notices. Across all countries, we found fewer
than 20% of websites to provide visitors with the option to decline the use
of cookies and similar tracking technology, while the vast majority did not
have a consent notice, followed by sites that used a confirmation-only notice
and those who only showed a no-option notice and assumed consent through
visitors’ continued use of the website. Neither of these variants fulfill the consent
requirements of EU privacy law outlined in Sections 2.2.1.3 and 2.2.2 [236].

3.4.2.2 Consent Libraries

Even if the user interface of a consent notice provides options to decline the use
of cookies or collection of other personal data, this does not automaticallymean
that the underlying website adheres to the selection made in the user interface.
In fact, our analysis of consent libraries revealed that many implementations
of consent notices lacked the required backend to adjust the website’s data
processing to the visitor’s selection.

prevalence We identified 31 cookie consent libraries in our data set and
measured their distribution with automated means in July and December 2018.
For the July measurement, we found that 15.4% of the websites displaying
cookie consent notices used one of the identified libraries. Figure 3.5 displays
the scores we computed for the different libraries to get an impression of their
reach (see Section 3.3.5). From our subsequent in-depth analysis we excluded
two libraries not available in English and a WordPress plugin that had been
discontinued in November 2018.

properties Our results of the analysis of 28 cookie consent libraries are
presented in Table 3.2. We analyzed and compared the libraries with respect to
the following properties:
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Source identifies whether the code for the consent notice can be hosted by First- vs. third-party
hostingthe first party (self-hosted) or whether it is retrieved from a third party.

Mechanism refers to the three distinct mechanisms for consent manage- Local, decentralized,
and centralized
consent management

ment. One solution is to have the website asking for consent implement the
(un)blocking of cookies according to the visitor’s wishes (local consent man-
agement). The consent information is stored in a first-party cookie the website
can query to react accordingly. Decentralized consent management leverages
the opt-out APIs provided by third parties, such as online advertisers, to tell
them the visitor’s preferences and they are expected to react accordingly. They
may remember the visitor’s decision by setting a third-party opt-out cookie. A
third option is to use the services of a third party offering centralized consent
management, who is informed of the visitor’s cookie preferences and triggers
the corresponding notifications to participating vendors that would like to set
cookies on the visitor’s system. The libraries in our data set that follow this
approach have implemented IAB Europe’s Transparency and Consent Frame-
work (see Section 2.2.1.3). Finally, libraries that do not provide any type of
consent management are only capable of displaying a cookie notice without an
underlying backend.

Consent notices are presented towebsite visitors in one of twoways:Overlays User interface:
modality & optionsblock usage of the website until the visitor clicks one of the buttons on the notice.

In contrast, standard banners are non-modal and thus do not prevent use of
the underlying website while the notice is displayed. Regarding the options the
interface may offer to website visitors, we use the same definitions as in our
analysis in Section 3.4.2.1.

The backend of any implementation of consent notices is essential to ensure Technical details
that the website adheres to the visitor’s selection. AutoAccept refers to mecha-
nisms that automatically assume the visitor to consent to the use of cookies if
they scroll or click a link on the website and react by removing the banner. This
violates the requirements of EU privacy law that only an explicit, unambiguous
action can constitute consent (see Section 2.2.2).

The following two properties are crucial for a library’s ability to comply with
the visitor’s cookie preferences. The first is the ability to block cookies3, i. e.,
prevent the website from setting cookies if the visitor has not (yet) consented
to their use. If the visitor changes settings for previously set cookies, the library
is expected to delete cookies.

Custom expiration refers to the site administrator being able to manually
set the expiration date of the cookie and thus determine when the consent
notice will be shown again. Geolocation functionality allows to display the
consent notice only to visitors from selected regions, typically those where
EU privacy laws apply. Finally, some consent libraries offer the website owner
to automatically scan their site for cookies to assist with sorting them into
categories or just display them to provide additional information to the visitor.

3 For the rest of this section, when we talk about cookies in the context of consent, we only refer
to cookies that are not considered strictly necessary according to Article 5(3) of the ePrivacy
Directive (see Section 2.2.2) and, thus, can only be set with the website visitor’s consent.
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The Legal section lists two properties Article 7 GDPR considers vital forLegal compliance
valid consent: the necessity for a data processor to prove that consent was
given and the ability for a data subject to withdraw consent. If a library allows
website visitors to reconsider and modify their previous consent by displaying
a small button or ribbon that opens the consent interface again, we captured
this via the consent change property. Consent logging lets the website owner
store information about visitors’ consent decisions for auditing purposes.

Table 3.2: Properties of cookie consent libraries as of August 2018. : supports this
property, : does not support this property, B (for “bug”): functionality
exists but did not work, ?: could not be determined, $: paid version only. *
indicates a library we could not install on our test website. W: also available
as a WordPress plugin.
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General Libraries
Civic Cookie ControlW [35] $
Clickio Consent Tool* [38] ? ? ?
consentmanager.netW [138] ?
cookieBARW [276]
CookiebotW [47] $
Cookie Consent [248]
Cookie Information* [42] ? ? ? ? ?
Cookie Script* [203] $ ? $ $
Crownpeak (Evidon)* [79]
Didomi* [54] ? ?
jquery.cookieBar [296]
OneTrust* [204] ?
Quantcast ChoiceW [220]
TrustArc (TRUSTe)* [277]

WordPress Plugins
Cookie Bar [21]
Cookie Consent [32]
Cookie Law Bar [293]
Cookie Notice for GDPR [53]
Custom Cookie Message [8]
EU Cookie Law [186]
GDPR Cookie Compliance [185] $ $
GDPR Cookie Consent [290] $ ? $ $
GDPR Tools [221] $ ? $ ?
WF Cookie Consent [298]

Drupal Modules
Cookie Control [29] B
EU Cookie Compliance [208] ?
Simple Cookie Compliance [255]
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consent mechanisms Combining the different types of user interfaces
with the ability to block and delete cookies allows for the implementation of
different consent mechanisms. Note that while we use the wording “consent”
here as an umbrella term for different concepts to signal agreement (as in the
“notice and consent” principle [297]), this does not automatically mean that
the mechanisms described below constitute valid consent under the GDPR and
ePrivacy Directive.

• Implied Consent mechanisms assume the visitor agrees to the use of cook-
ies if they continue to use the website. Implementing this just requires
displaying a banner with or without a confirmation button; AutoAccept
may also be used. Again, note that the concept of “implied consent” does
not meet the requirements outlined in Article 7 of the GDPR (see Sec-
tion 2.2.1) and Article 5(3) of the ePrivacy Directive (see Section 2.2.2).

• If a site displays a notice that prevents the visitor from accessing the site
unless the use of cookies is acknowledged, this is referred to as forced
opt-in. This requires support of the overlay banner type to block access
to the website and a confirmation button.

• An opt-in mechanism does not set any non-essential cookies by default,
but visitors have the opportunity to explicitly allow the use of all the
website’s cookies. This requires a banner with one (allow) or two (allow
/ disallow) buttons that blocks cookies by default. GDPR- and ePrivacy-
compliant consent needs to be “freely given” and, thus, requires an option
to deny consent [236].

• In the opt-out case, all cookies are set by default, but the website visi-
tor can opt out. This requires the library to display a banner with one
(disallow) or two (disallow / allow) buttons and delete cookies that have
already been set.

• Mechanisms with more options (slider, checkboxes, individual vendors)
just require the library to implement more fine-grained deletion and
blocking of cookies. Giving the website visitor more control of which
types of cookies to allow and to refuse is in alignment with the GDPR’s
requirement that consent be specific, i. e., given with regard to a specific
purpose [236]. It is questionable whether slider-based mechanisms are
compliant with the GDPR requirement of “freely given” consent because
they force the website visitor to also allow the previous categories in the
hierarchy.

Examining the libraries listed in Table 3.2, we made the following observa-
tions:

The notion of implied consent – widespread at the time of our measure- Implied and forced
“consent”ments yet not valid consent under the GDPR – is widely supported and easy to

implement: A banner that merely informs visitors about the website’s use of
cookies just requires adding a JavaScript library to the website or activating a
WordPress plugin. The same applies to forced consent. In contrast, mechanisms
that offer multiple options require more effort because whether cookies are set
and read or not depends on user selection.
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The opt-in scenario can be implemented (a) by overwriting the JavaScriptOpt-in
object document.cookie and adding a conditional block that only executes
when querying the consent cookie returns that the visitor has consented. We
also found libraries that (b) trigger a JavaScript event when the visitor has
consented, upon which the cookie-setting code is run.

Implementing an opt-out is challenging because it requires the cookie con-Opt-out
sent library to trigger deletion of the cookies that have already been set. A
website can easily delete cookies originating from its own domain – unless
they are HttpOnly or Secure cookies. It cannot delete third-party cookies due
to the Same-Origin Policy (SOP) preventing access to cookies set by another
host. Working opt-out mechanisms we found in the (b) scenario use JavaScript
events to learn when consent has been revoked for all or selected categories of
cookies and then leverage third-party opt-out mechanisms to delete these cook-
ies. Google Analytics, for example, can be triggered to remove its cookies by
setting window['ga-disable-UA-XXXXXX-Y'] = true, where UA-XXXXXX-
Y references the website ID. This mechanism requires third parties to provide
APIs for opt-outs. In case the third party does not, the website visitor is ideally
alerted that their opt-out (partially) failed, as demonstrated by Civic Cookie
Control, which displayed a warning message that the cookies could be deleted
automatically and provided a link to the third party’s opt-out website. This also
poses limitations for cookie settings interfaces: Once a visitor has agreed to the
use of third-party cookies, revoking consent is limited to cookies for which
deletion can be triggered by the website.

If a library supports consent for different cookie categories, it needs to knowCategorizing cookies
which cookies should be considered “strictly necessary” such that Article 5(3)
of the ePrivacy Directive applies and consent is not required. If the mapping of
cookies into categories is done by the website owner, nothing prevents them
from declaring all cookies “strictly necessary.” We found one notable example
on the website of a major US TV network, where cookies for Google Analytics
and Google Ad Serving were categorized as necessary for website operation.
One online marketing website used a complex consent solution but had simply
declared all cookies necessary, causing the library tomerely display a “no option”
solution.

Fine-grained consent for individual vendors is supported by libraries thatLong lists of
third-party vendors implement the IAB Europe Transparency and Consent Framework. The TCF-

based consent notices we encountered both provided too much and too little
information: By default, the TCF’s vendor-based cookie selection mechanism
displays all of the vendors participating in the framework, not just the ones
used by the website.4 This renders the fine-grained control offered by the
framework unusable. We drew from our dataset a sample of 24 websites with
TCF-supporting consent notices (10 Didomi, 7 Clickio, 7 Quantcast) and found
that only two sites using Didomi had customized their list of vendors, reducing
their number to 21 and 8. At the same time, the functionality of TCF-based
consent notices at the time of analysis was limited to TCF vendors, unless the
library also supported other vendors as in Didomi’s consent mechanism, which
had integrated additional vendors including Google and Facebook. As we

4 As of December 13, 2018, the TCF supported 460 vendors [126]; as of June 11, 2022, this number
had increased to 800 [128].
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observed during the manual annotation of consent notices, TCF notices tended
to display a standard text that did not inform visitors that the website may also
use other third parties in addition to the listed TCF vendors and that those other
parties are not bound by the visitor’s consent decision made in the TCF-based
consent plugin.

Our analysis shows that implementing GDPR consent requirements in prac- Technical challenges
to GDPR-compliant
consent

tice is a challenge. Consent under GDPR requires an affirmative action by the
website visitor, upon having been provided with sufficient information about
the purposes of cookie use. This is at odds with usability, as prior work has
shown the ineffectiveness of previous choice mechanisms [154]. The options
to implement meaningful choices for website visitors, including the ability to
withdraw consent, are limited by technical restrictions, such as the SOP, a core
principle of web security, and the business interests of third parties, not all of
which are interested in providing an opt-out API, let alone GDPR-mandated
opt-in mechanisms. Under the GDPR, consent has to be given for specific pur-
poses of data processing, which raises the question who defines the purpose
of the use of a certain cookie. If left to the developers or website owners, it is
prone to abuse of the “strictly necessary” category to circumvent the consent
requirement in the ePrivacy Directive.

3.5 discussion

Our results show that at the time the GDPR went into effect websites made
changes, mostly transparency-related, that can be considered improvements
for visitor privacy, but most still do not meet GDPR standards regarding the
implementation of valid consent and the “data protection by default” principle.
We discuss resulting challenges and opportunities for researchers, policymakers,
and companies. We also discuss some limitations of our study.

3.5.1 Impact of the GDPR

Our analysis focuses on the 28 EU member states as of 2018, but the GDPR also
impacts websites from other countries – first, because some non-EU countries
have decided to adopt similar rules (e. g., Norway, Switzerland, Iceland and
Liechtenstein [74]), and second, because websites that offer services in the EU
have to comply with the GDPR. For example, according to the Alexa ranking,
53% of the top 500 websites in the US and 48% of the most popular sites in
Russia also appear in at least one EU state’s list of the 500 most popular websites.

An encouraging finding of our study is that even though many implemen-
tations of cookie consent notices are insufficient to obtain informed consent
under theGDPR and ePrivacyDirective, the prevalence of such notices increased
by 16% around the GDPR enforcement date. This suggests that websites felt
compelled to at least make some changes with regard to how they inform visi-
tors about the site’s data processing practices. The fact that increased prevalence
of consent notices could be observed across all EU member states suggests that
in principle the harmonization of data protection rules is a suitable tool to
increase privacy protection across Europe. However, despite this trend, actions
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taken to comply with the GDPR vary greatly, partially due to national DPAs
issuing diverging advice on the concrete implementation of requirements from
EU privacy law [236].

3.5.2 Need for More Detailed and Practical GDPR Guidance

Although the GDPR makes it clear that websites need to be transparent about
their data processing practices, details about what is permissible or required
remain unclear. With respect to cookie consent notices, the observed variance
in implementation indicates the need for clearer guidelines for website owners.
Such guidance should, for example, clarify which types of cookies can be set
on what legal grounds. This requires decisions on questions such as whether
website operators can claim a “legitimate interest” in web analytics or if user
tracking requires explicit consent. There is still hope that a future ePrivacy
Regulation may provide some clarity regarding these issues, but when we
conducted this study in 2018, it was unclear when and it what form it may be
adopted, and this still holds four years later at the time of writing this thesis.
Our results also show that some countries lagged behind in the adoption of
cookie consent notices. To improve the situation, data protection authorities
could support website operators by providing effective guidelines and other
tools for cookie handling, consent mechanisms, and privacy statements.

3.5.3 False Sense of Compliance

Some of the uncertainty about how to interpret the GDPR may have resulted in a
false sense of compliance. Although the prevalence of consent notices increased
by 16.0% between our pre- and post-GDPR measurements, 37.9% of websites
still did not have one in late May 2018, and the vast majority of consent notices
did not provide website visitors with options to decline the use of cookies
and similar tracking mechanisms. Since our study was conducted, consent
notices that implement IABEurope’s TCF have gainedwider traction [114].These
notices typically allow for at least a binary selection but, as we will see shortly
in Chapter 4, frequently employ dark patterns, deceptive interface designs that
try to steer people towards a specific action, in this case consenting to all data
collection [195]. This is at odds with the GDPR requirement that it is as easy
to deny consent as it is to give it [236]. Even if notices’ user interfaces provide
sufficient choice, the underlying backend often does not properly implement
user selection, causing cookies to be set and visitor data to be collected before
or without valid consent [174], as we will investigate more closely in Chapter 6.
Thus, website owners need to me made aware of the fact that many widely used
implementations and/or configurations of cookie consent are not sufficient to
obtain visitors’ valid consent under the GDPR and ePrivacy Directive. In the
case of “implied consent,” the A29DPWP explicitly stated that “merely proceeding
with a service cannot be regarded as an active indication of choice” [14], and
in 2019 the ECJ declared the use of pre-ticked checkboxes to not constitute
valid consent [69]. Similar binding clarification could be in order for other
frequently disregarded requirements of consent, including hiding rejection
options under a second layer or highlighting the “Accept all” option with color.
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Websites could be motivated to implement such guidelines by making them
aware of the GDPR’s instrument of fines (see Section 2.2.1.6), which is a question
we will investigate in Chapter 6.

3.5.4 Opportunities for Web Privacy and Security Research

The mere presence of a cookie consent notice does not mean that a website is
compliant with privacy law. In our work we used manual inspection to find
and classify consent notices on websites, which required significant time and
human resources and, thus, is not feasible at scale and over time.The differences
in popular implementations we identified make it difficult to automatically
detect and analyze consent notices at scale. Consequently, subsequent web
privacy measurement studies have focused on notices that implement the IAB
Europe TCF or even specific CMPs within that framework [19, 114, 174, 195,
197]. In Chapter 6 we introduce a vendor-independent approach to detect
consent notices, but it is designed to keep the number of false positives low
without considering false negative rates. Future work could refine existing
approaches and develop more accurate detection mechanisms that aid future
web privacy measurements of consent notices and help inform regulators in
their enforcement of privacy legislation. Going further, web privacy research
could develop mechanisms to automatically assess whether a consent notice
is compliant with EU privacy law. As with automated evaluation of privacy
policies, this is a complex challenge that could require deeper analysis of web
applications to identify click paths and Natural Language Processing (NLP) in
multiple languages to evaluate notice text.

3.6 conclusion

Our analysis of the 500 most popular websites in each of the EU member states
identified first positive effects on web privacy that occurred around the GDPR
enforcement date. Most notable is the increased prevalence of cookie consent
notices, which now greet European Web users on more than half of all websites.
While seemingly positive, the increase in transparency may lead to a false sense
of privacy and security for website visitors. Few websites offered their visitors
actual choice regarding the use of cookies and tracking through third parties.
Moreover, most of the analyzed cookie consent libraries did not meet GDPR
requirements, an observation confirmed by subsequent measurement studies.

Browser manufacturers and the online advertising industry so far have not
been able to agree on technical privacy standards, while previous standards such
as DNT failed due to their non-binding nature. This puts an additional burden
on website visitors, who are presented with an increasing number of privacy
notifications that, even if they fulfill the law’s transparency requirements, are
unlikely to actually help Web users make more informed decisions regarding
their privacy. In the absence of self-regulation in the industry, public regulators
need to provide clear guidelines in what cookies a service can claim “legitimate
interest” and which require actual consent.





4WEBS ITE V I S I TORS ’ INTERACT ION WITH CONSENT
NOT ICE S

4.1 introduction

On a high level, our assessment of changes on European websites around the Lack of real change,
but increased
transparency

GDPR enforcement date presented in Chapter 3 led to two observations: While
the number of third-party services and cookies on European websites barely
changed – an observation shared by concurrent related work [251] –, websites
have evolved to prompt visitors for consent to the use of cookies and similar
tracking technology. At the end of May 2018, we found about 62% of popular
websites in the EU to display a consent notice, an increase of 16% compared to
our measurement in January, with some countries having an observed increase
of up to 45 percentage points.

During manual annotation of the data set we noticed that the design and Increase in complexity
but no real controlcomplexity of such consent notices greatly varied: The majority of notices

merely stated that the website used cookies, providing only a confirmation
button or assuming consent through continued use of the website. On the
other end of the complexity spectrum, we found notices implementing the IAB
Europe TCF that askedwebsite visitors for consent to data collection for different
purposes by up too 400 listed third-party vendors. Beyond overwhelming
people with this high number of options, related work conducted after the study
presented in this chapter found that the notices supporting this framework are
often not properly implemented [174] and use dark patterns to nudge visitors
into giving consent [195].

Paired with the fact that consent notices often cover parts of the website’s Consent fatigue and
workaroundsmain content or even block access until a decision is made, this development

has led website visitors to become fatigued with consent mechanisms [25].
Consequently, tools have emerged that provide pragmatic workarounds – one
example is the “I don’t care about cookies” browser extension [143] that tries
to automatically hide consent notices. But oftentimes this only leads to data
collection taking place without consent, since the default on many websites is
to employ user tracking unless the visitor has opted out [89], and in our work
in the previous chapter we found about 80% of popular EU websites not to offer
any option for refusal at all.

Our verdict from these developments was that consent notices had become Design space only
partially exploredubiquitous but most provided too few or too many options, leaving people with

the impression that their choices are not meaningful and fueling the habit to
click any interaction element that causes the notice to go away – instead of
actively engaging with it and making an informed choice, as intended by the
GDPR and ePrivacy Directive. Still, we have also seen some notices that made
better use of the available design space and, for example, did not force visitors
to accept cookies, asked for consent without hidden pre-selections, or provided
visitors with granular yet easy-to-grasp mechanisms to control the website’s
data processing practices. Thus, we hypothesized that how a consent notice
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asks for consent has significant impact on website visitors’ interaction with it,
and that there are design decisions that better motivate people to interact with
consent notices in a meaningful way instead of annoying them.

In this chapter, we investigate this hypothesis and conduct the first fieldOur contribution:
Design space and field

study of consent
notices

study of consent notices on a live website to systematically evaluate design
properties of consent notices and their effects on consent behavior. For this,
we first systematize consent notices using a sample of 1,000 notices collected
from live websites and identify common variables of their user interfaces. Our
research goal is to explore the design space for the user interface of consent
notices to learn how to encourage website visitors to interact with a notice
and make an active, meaningful choice. Over the course of four months, we
conduct a between-subjects study with 82,890 real website visitors of a German
e-commerce website and investigate their (non-)interaction with different
variants of consent notices. We collect passive clickstream data to determine
howwebsite visitors interact with consent notices and invite them to participate
in a voluntary follow-up online survey to obtain qualitative feedback. The study
comprises three distinct field experiments to answer the following research
questions:

• Does the position of a cookie consent notice on a website influence
website visitors’ consent decisions? (Experiment 1, n = 14,135)

• Do the number of choices and nudging via button formatting and pre-
selections influence website visitors’ decisions when facing cookie con-
sent notices? (Experiment 2, n = 36,530)

• Do the presence of a privacy policy link or the use of technical / non-
technical language (“this website uses cookies” vs. “this website collects
your data”) influence website visitors’ consent decisions? (Experiment 3,
n = 32,225)

In a short follow-up survey answered by more than 100 participants, we ask
website visitors to voluntarily report the motivation for their selection, how
they perceive the notice they have seen, and how they expect consent notices
to function in general.

In Experiment 1 we find that visitors are most likely to interact with consentInfluence of websites’
layout notices placed at the bottom (left) position in the browser window, while bars

at the top of the screen yielded the lowest interaction rates. This is mainly due
to the (un)importance of the website content obstructed by the notices and
suggests taking into account characteristics of the individual website to identify
the notice position most likely to encourage user interaction.

Experiment 2 finds higher interaction rates with notices that provided atLimited number of
options most two options, compared to those that let visitors (de)activate data collection

for different purposes or third-party services individually, even though those
notices do not allow visitors to express consent freely. We also show that the
more choices are offered in a notice, the more likely visitors were to decline
the use of cookies. This underlines the importance of finding the right balance
between providing enough detail to make people aware of a website’s data
collection practices and not overwhelming them with too many options. At
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the same time, nudging visitors to accept privacy-invasive defaults leads more
visitors to accept cookies, whereas in a privacy-by-default (opt-in) setting, less
than 0.1% of visitors allowed cookies to be set for all purposes. This suggests
that the current data-driven business models of many webservices, who often
employ dark patterns to make people consent to data collection, may no longer
be sustainable if the GDPR’s “data protection by design and by default” principle
is enforced.

Experiment 3 shows that technical language (“This site uses cookies” instead Limited influence of
language and privacy
policy link

of “This site collects your data”) appears to yield higher interaction rates with
the consent notice but decreases the chance that website visitors allow cookie
use. We find that the presence of a link to the site’s privacy policy does not
increase visitor interaction, underlining the importance of making information
immediately actionable rather than pointing to further resources.

Survey feedback indicates that website visitors favor category-based choices Visitors’ preferences
over a vendor-based approach, and they expressed a desire for a transparent
mechanism. A common motivation to give consent is the assumption that the
website cannot be accessed otherwise.

Based on the results of our field study, we conclude that opt-out consent Recommendations
notices are unlikely to produce intentional or meaningful consent expression.
Therefore, we recommend that websites offer opt-in notices based on categories
of purposes. Above all, we observed that the majority of website visitors do not
accept cookies for all purposes, and feedback from our survey suggests that a
unified solution that does not interfere with every single website yet provides
more control than a simple yes–no decision would best fit users’ needs.

4.2 related work

In Sections 2.2.1.3 and 2.2.2 we already established the GDPR and the ePrivacy
Directive as the legal frameworks that prompted websites to adopt consent
notices. In this sectionwe provide an overview of relatedwork in the area, before
we proceed to identify the design space for consent notices in Section 4.3.

4.2.1 Consent Notices

Multiple measurement studies of varying scope have provided insights into
the prevalence of consent notices [13, 284], including our work presented
in Chapter 3. Even though we have seen that many consent notice libraries
can be configured to only display a notice to EU visitors, a website’s top-level
domain (TLD) was found to be the primary factor in whether a consent notice
is displayed, rather than a visitor’s location [284].

Sanchez-Rola et al. [234] evaluated the functionality of consent notices and Backend
opt-out mechanisms under the GDPR. They manually visited 2,000 popular
websites, tried to opt out of data collection whenever possible, and studied
the effects on the website’s cookies. They found that 92% of websites set at
least one high-entropy cookie before showing any kind of notice. Only 4%
of notices provided an opt-out choice, and 2.5% of websites removed some
cookies upon opt-out. Our work presented in Chapter 3 further found that
many third-party consent libraries either lack the functionality to block or
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delete cookies, or require significant modification of a website to properly react
to visitors’ consent choices.

Prior to the work presented in this chapter, the user interface of consentUser interface
notices had been classified by the provided information [147], offered choices
(Sanchez-Rola et al. [234] and our work in Chapter 3), and if the notice blocks
access to the website [234]. Van Eijk et al. [284] reported some statistics on the
height and width of consent notices, their location offset, and notices’ word
and link/button counts. In Section 4.3, we systematically approach this topic
and present a detailed analysis of variants in consent notices’ user interfaces.

Kulyk et al. [147] investigated website visitors’ perceptions of and reactions
to differently worded cookie consent notices. They identified five categories of
disclaimers based on the amount of information provided about the purposes of
cookie use and the parties involved. In a qualitative user study, they found that
the text of a cookie notice does not significantly influence Web users’ decisions
to continue using a website; their decision was rather based on the website’s
perceived trustworthiness and relevance. The participants perceived cookie
consent notices as a nuisance or threat to their privacy, and they reported to lack
information about the implications of cookies and possible countermeasures.

Schaub et al. explored the design space for privacy notices and controls,
including consent notices and permission prompts on mobile devices [238].

4.2.2 Perception of Cookie Control Mechanisms

Prior work has also studied how website visitors perceive cookies and mech-
anisms to control their use by websites. Using Dutch panel data, Boerman et
al. [18] explored how users protect their online privacy. Given the opportunity
to decline cookies, many participants self-reported that they decline cookies
“often” (16%) or “very often” (17%). Facing the decision to either accept cook-
ies or leave the website, 12% and 13% reported to refrain from using the site
“often” and “very often,” respectively. Ha et al. [106] studied the usability of two
cookie management tools in focus groups and identified misconceptions about
cookies and associated risks. Kulyk et al. [148] developed and tested a privacy-
friendly cookie settings interface for the Chrome browser and found that users
appreciate tools that help them better understand the standard browser cookie
settings, such as an assistant that transforms users’ privacy preferences into
cookie settings or additional explanations about the purpose and security and
privacy implications of different types of cookies. Previous work has also evalu-
ated the usability of different tools to opt out of targeted advertising [90, 107,
154] and found that users find it difficult to locate, configure, and understand
these mechanisms.

4.2.3 UX Design for Web Notices and Warnings

From a more general perspective, warning research and ad placement stud-
ies provide insights into the effects of user interface design choices on user
attention and behavior; examples include color [247] and position [28]. Studies
investigating different notice designs were conducted, for example, for SSL [81],
browser security [223], and phishing warnings [62].
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Mathur et al. [173] classified common dark patterns in web services. In
their classification scheme the observed actions are described as “sneaking”
(attempting to misrepresent user actions, or delay information that, if made
available to users, they would likely object to), “misdirection” (using visuals,
language, or emotion to steer users toward or away from making a particular
choice), and “forced action” (forcing the user to do something additional in
order to complete their task). As we will see shortly, these also are broadly used
in cookie consent notices.

4.3 the design space for consent notices

In Chapter 3 we have seen that consent notices currently found on websites
vary both in terms of their user interface and their underlying functionality.
Regarding the latter, some are only capable of displaying a notification that the
website uses cookies or collects visitor data, without providing any functionality
tomake the website comply with the visitor’s choice. Other consent notices offer
complex opt-in choices and block cookies until the user consents explicitly.

In this chapter we focus on the user interface of consent notices, a topic
which, as we have just seen in Section 4.2, has not been systematically studied
before. To this end, we now determine the design space for the user interface of
consent notices. We identify variables of the user interfaces of consent notices
and their possible values as commonly used in different types of consent notices
found on live websites in summer 2018, shortly after the GDPR became effective.

In order to identify common properties of notices’ user interfaces, we an- Sample of consent
noticesalyzed a sample from the set of notices we had collected in August 2018 and

manually classified for the study presented in Chapter 3. Back then, we had
already identified six distinct types of choices consent notices offer to website
visitors, as described as a reminder below. In the following, we extend our
prior analysis to other variables of the user interface of consent notices. For
this, we took the 5,087 consent notices collected in the second round of full
manual annotation in August 2018, drew a random sample of 1,000 notices,
and manually inspected how they differed in their user interface. We identified
the following eight variables, whose possible values, along with their frequency
in our random sample, are listed in Table 4.1:

size. The size of the consent notice as displayed in the browser. We found the Variables of consent
notices’ user interfacesvalue of this variable to vary widely depending on the implementation

of the notice, from small boxes that only cover a fraction of the viewport
to notices taking up the whole screen. Responsive web design may result
in the same notice using up different shares of the viewport, depending
on the screen size and orientation of the device used to view the website.
Typically notices take up a larger percentage of the viewport on smart-
phones than on desktop computers and tablets. The size of a consent
notice may also be fixed by design, i. e., to cover the whole viewport of
any device.

position. We observed the consent notices in our dataset to be displayed
in seven distinct positions: in one of the four corners of the viewport
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(dialog style; 6.9%), at the top (27.0%) or bottom (57.9%) like a website
header or footer (bar style), and vertically and horizontally centered in
the middle of the viewport (7.8%). On smartphones in portrait mode,
the limited space reduces the number of options to the top, bottom, and
middle of the screen.

blocking. Some consent notices (7.0%) prevent visitors from interacting
with the underlying website before a decision is made [238]. The site’s
content may also be blurred out or dimmed [89]. All consent notices
shown in the center position were blocking. We also observed some
blocking consent notices at the top or bottom position.

choices. Consent notices offer website visitors different choice options. In
Chapter 3 we already identified the following mechanisms for user inter-
action:

• No option notices simply inform the visitor that the website uses
cookies without any option for interaction. The visitor continuing
to use the website is interpreted as agreement to the notice.

• Confirmation-only banners feature a button with an affirmative text
such as “OK” or “I agree”, clicking on which is interpreted as an
expression of consent. Like No option notices, this does not provide
website visitors with sufficient choice to constitute valid consent
under the GDPR and ePrivacy directive [236].

• Binary notices provide two buttons to either accept or decline the
use of all cookies on the website.

• Category-based notices group the website’s cookies into a varying
number of categories. Visitors can allow or disallow cookies for
each category individually, typically by (un)checking a checkbox
or toggling a switch. For transparency reasons, the category of
“strictly necessary” cookies (whose use does not require consent
according to Article 5(3) of the ePrivacy Directive as described in
Section 2.2.2) is often also listed but the switch to deactivate it is
rendered inactive. Some notices use a slider: Instead of (de)selecting
categories individually, the user can move a slider to select one of
the predefined levels, which implies consent to all of the previously
listed categories.

• Vendor-based notices offer even more fine-grained control by al-
lowing visitors to accept or decline cookies for each third-party
service used by the website. When we devised this classification in
Chapter 3, we found this type of notice in banners implementing
IAB Europe’s Transparency and Consent Framework [132], which
refers to its advertising partners as “vendors.”

text. The text displayed by consent notices also varies widely. It should inform
the website visitor of the fact that the website uses cookies or similar
tracking technology and may list additional information such as the
purpose of the data collection. Depending on the choices offered, the
notice may provide instructions for consenting to (or denying) the use
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of cookies. In Table 4.1 we provide an overview of common text contents
of consent notices for the following typical pieces of information:

• Collection. What the visitor consents to, which can be the use of
cookies, the collection of website visitors’ personal data, both, nei-
ther, or something else (such as the website’s privacy policy).

• Processor. Who collects this information, which can be specifically
limited to the first party or third-party services, both, or refer to
an unspecified party (usually denoted by the pronoun “we” or the
domain or website name).

• Purposes. The stated purposes of data collection may be specific
(e. g., “audience measurement” or “ad delivery”), generic (e. g., “to
improve user experience”), or not specified at all in the notice itself.

nudging & dark patterns. More than half (57.4%) of the consent no-
tices in our sample use interface design to steer website visitors towards
accepting privacy-unfriendly options. Typical techniques include color
highlighting of the button to accept privacy-unfriendly defaults, hiding
advanced settings behind hard-to-see links, and pre-selecting checkboxes
that activate data collection [43]. We observed all of these techniques
in our sample. Subsequent work conducted by Nouwens et al. [195]
in September 2019 confirmed this. After the study presented in this
chapter had been conducted, in October 2019, the European Court of
Justice (ECJ) declared the use of preselected checkboxes to violate the
ePrivacy Directive’s requirements for valid consent, as the preselection
does not constitute a clear, affirmative action by the visitor [69]. In the
aftermath of this ruling, our own continuous observations as Web users
hinted at preselected checkboxes becomming less common.

formatting. We found that, unless predetermined by the consent library
used, the choice of fonts and colors typically matched that of the under-
lying website. The formatting of consent notices may also be influenced
by the website’s business requirements [89], for example, sites relying
on monetization via OBA are unlikely to steer their visitors towards an
opt-out mechanism by making this option highly visible.

link to additional information. Consent noticesmay include a link
to the website’s privacy policy, a designated cookie policy, or a website
providing additional information about cookies. 92.3% of the notices in
our sample contained such a link to additional information. In Table 4.1,
we marked as “other” the rare case of consent notices where the full
privacy policy was already included in the notice itself.

Table 4.1 shows that the majority of consent notices in our sample were
placed at the bottom of the screen (58%), not blocking the interaction with
the website (93%). They offered no options besides a confirmation button that
did not do anything (86%), and most tried to nudge users towards consenting
(57%). While nearly all notices (92%) contained a link to a privacy policy, only
a third (39%) mentioned the specific purpose of the data collection or who
could access the data (21%).
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Table 4.1: Variables of the user interface of consent notices and their values across
a sample of 1,000 drawn from 5,087 consent notices collected from the
most popular websites in the EU in August 2018. We did not analyze the
value space for size and formatting due to the high number of possibilities.
Nudging is not available (N/A) for “no option” notices.

Position Choices (visible) Choices (hidden)
top 27.0% no option 27.8% no option 26.3%
bottom 57.9% confirmation 68.0% confirmation 59.9%
top right 0.2% binary 3.2% binary 4.0%
bottom right 3.0% categories 1.0% slider 0.2%
top left 0% vendors 0% categories 8.1%
bottom left 3.7% vendors 1.1%
center 7.8% other 0.4%
other 0.4%

Blocking Nudging Link to privacy policy
yes 7.0% yes 57.4% yes 92.3%
no 93.0% no 14.8% no 6.6%

N/A 27.8% other 1.1%

Text: Collection Text: Processor Text: Purposes
“cookies” 94.8% unspecified 75.5% generic 45.5%
“data” 1.4% first party 0.7% specific 38.6%
both 1.6% third party 2.6% none 16.9%
neither 0.9% both 21.1%
other 1.3% other 0.1%

4.4 method

Given the requirements for explicit, freely given, informed consent, as outlined
in Sections 2.2.1.3 and 2.2.2, the vast majority of cookie consent notices we
analyzed are likely not compliant with European privacy law. To further in-
vestigate the effects of different combinations of the identified UI properties
on consent behavior, including those that actually implement real informed
consent under European privacy law, we conducted a field study with consent
notices on a German e-commerce website.

We investigated the effect of the following parameters on visitors’ interactionsInvestigated UI
parameters with consent notices:

• The position of the notice, as notices displayed in some parts of the screen
are more likely to be ignored.

• The number of choices offered by the notice, which is influenced by
legal requirements and the need to give visitors actual control over the
website’s data processing without overwhelming them with too many
options.
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• Nudging visitors towards giving consent through highlighting and pre-
selection, since this may cause people to consent who would not have
made the same decision otherwise.

• The presence of a privacy policy link and use of (non-)technical language,
which we dubbed Text: Collection in Table 4.1, i. e., whether the notice
refers to “cookie use” (technical language) or “data collection” (non-
technical language). These differences in wording may influence people’s
expectations of the website’s data processing practices and, thus, their
consent decision.

We did not evaluate the effects of the following parameters: blocking (be- Uninvestigated UI
parameterscause the owner of our partner website had asked us not to block access to

the site), formatting (because of the multitude of options – we chose the same
color scheme as in the notice previously used on the website), and size (which
is difficult to adjust consistently across devices).

From the end of November 2018 to mid-March 2019, we conducted three Study overview
between-subjects experiments to determine if, and how, different parameters
of consent notices influence interaction rates. In each experiment, we tested
variants for one or two of the parameters described in Table 4.1: position
in Experiment 1, choices and nudging in Experiment 2, and wording and
the presence of a privacy policy link in Experiment 3. The respective other
parameters were kept constant in an experiment.

4.4.1 Study Setup

We partnered with a German-language e-commerce website based on Word- Partner website
Press. At the time of the study, the website had 15,000–20,000 unique visitors
per month, most of which were single-page visitors that reached the site from
a search engine looking for product information and reviews. The third-party
services used by the website were Google Fonts and the CSS framework Ionic
for design, Google Analytics embedded via Google Tag Manager for audience
measurement, Facebook social media buttons, embedded YouTube videos, and
targeted advertisements delivered by Google Ads. All of these services store
cookies in the visitor’s browser.

We modified a WordPress plugin, Ginger – EU Cookie Law1 [170], to test Modified consent
plugindifferent notice variants. Ginger was selected because it could block cookies

before opt-in, log users’ consent, and because it had been released under a
GPLv2 license. We added support for checkbox-based and “no option” notices.
We did not implement “slider” notices because they are essentially a category-
based banner with an added restriction of which combinations of categories
may be selected.

The plugin was further modified to function as follows in our study: When Study workflow
a user first visited our partner website, they were shown one consent no-
tice. Which notice of the n test conditions in the current experiment was

1 By the time of writing this thesis, the original version of the plugin had been discontinued, but
its code and description can still be accessed via the Internet Archive: https://web.archive.
org/web/20190118012018/https://wordpress.org/plugins/ginger/.

https://web.archive.org/web/20190118012018/https://wordpress.org/plugins/ginger/
https://web.archive.org/web/20190118012018/https://wordpress.org/plugins/ginger/
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displayed was determined in round-robin fashion. The ID of the displayed
notice was stored in a cookie in the participant’s browser to ensure visitors
who did not click the notice would continue to see the same notice across
subpages and recurring visits. Each participant was assigned a unique iden-
tifier: pid=SHA-256(ip_address||user_agent). The participant’s IP address
was discarded after computation of pid. The participant ID was stored in an-
other cookie, together with the participant’s consent as required by Article 7
GDPR2.

If the visitor clicked any interaction element that would usually cause a
consent notice to disappear, i. e., the ‘X’ discard button, “Accept,” “Decline,” or
“Submit,”3 the notice did not disappear instantly. Instead, the notice content
was replaced with an invitation to take an online survey about the visitor’s
experiences with the displayed notice and other previously encountered consent
notices (see Appendix A.2). The invitation disclosed that this was a university
study and that survey participants could win one of fifteen 25-euro shopping
vouchers. Website visitors could either click “Discard” to dismiss the notice or
select “Participate” to open the survey in a new browser tab. The survey was
implemented in a LimeSurvey instance running on a web server hosted by our
institution.

If the website visitor did not interact with the consent notice, the content
of the notice was automatically replaced with the survey invitation 30 seconds
after the page had fully loaded.This is because we also wanted to explore website
visitors’ reasons for not interacting with consent notices. According to web
analytics data for our partner website, 95% of all visitors who had interacted
with the website’s original consent notice had done so within 30 seconds of
accessing the site. Thus, we assumed that website visitors who did not interact
with the consent notice within 30 seconds would not have clicked it at a later
point in time.

Wemodified theGinger plugin’s logger add-on to create log entries wheneverLogging user
interactions a website visitor clicked an interaction element on the notice. Log events were

also triggered upon page load, when links to the privacy policy or survey
were clicked, when the consent notice content was auto-replaced with the
survey invitation, and when the visitor dismissed this invitation. Each log entry
consisted of a timestamp, the participant’s ID (pid), the ID of the consent notice
they had seen, the event they had triggered, their screen resolution, operating
system, browser, and whether an ad blocker had been detected4.

4.4.2 Experiment 1: Position

Experiment 1 ran for 19 days, from November 30 to December 18, 2018. We
had observed consent notices being shown at various screen positions and

2 The legal bases for storing the cookie that remembers the banner ID are Article 6(1)(e) GDPR
(public interest in conducting this study) and Article 6(1)(c) GDPR (compliance with a legal
obligation) for storing the consent cookie.

3 In all experiments, all texts in the consent notice and survey were in German to match the
website’s language. Survey responses were also in German. We translated all texts and responses
into English for publication. Both the original and the translated consent notices and the survey
questionnaire are available in our GitHub repository at https://github.com/RUB-SysSec/
uninformed-consent.

4 We used BlockAdBlock 3.2.1 [7] to detect ad blocking functionality in the visitor’s browser.

https://github.com/RUB-SysSec/uninformed-consent
https://github.com/RUB-SysSec/uninformed-consent
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Figure 4.1: Cookie consent notices with different choice mechanisms and nudging
used in our experiments: (a) a binary notice in two variants, one that color-
nudges visitors to click “Accept” (aa) and one that presents both choices in
the same format (bb); (b) a no-option notice (nudging not applicable); (c)
a confirmation-only notice (shown without nudging); (d) a category-based
notice with pre-selected checkboxes (nudging); and (e) a vendor-based
notice with unchecked checkboxes (non-nudging).

wanted to determine the effect of placement on interaction with the cookie
consent notice to inform our subsequent experiments. The research question
for Experiment 1 was: Does the cookie consent notice’s position on a website
influence a visitor’s consent decision? In order to encourage user interaction,
we displayed a “binary” notice without nudging (see Figure 4.1 (a) (bb)), the
simplest type that offers an actual choice. We tested the notice in six different
positions (see Figure 4.2). We could not test the center position as our partner
had asked us not to block access to their website.

4.4.3 Experiment 2: Number of Choices and Nudging

From December 19, 2018 to January 28, 2019, we conducted Experiment 2,
which focused on the effects of given choices and pre-selections on consent.
In our analysis of consent notices, we had identified various complexity levels
of choices offered and methods to emphasize certain options. Prior work has
shown that the design and architecture of choices heavily influence people’s
decisions [272, 291]. While this effect has also been shown successful in im-
proving user privacy [3, 5], in practice it is most often used to make users share
more information [43].

Website owners often have an interest in getting visitors to agree to the
use of cookies and hence highlight certain choices in the consent notice to
nudge visitors towards accepting. We observed this for 57.4% of the notices
in our sample. Therefore, our research question for Experiment 2 was: Do the
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Figure 4.2: Positions tested in Experiment 1.

number of choices and nudging through emphasis or pre-selection in consent
notices influence website visitors’ consent decisions?

As a basis for the notices in this experiment we used the different choice
mechanisms identified in Chapter 3 and listed in Section 4.3 (with exception of
the slider, as mentioned earlier). For nudging, we used pre-ticked checkboxes
and buttons highlighted in contrasting colors, techniques often used to nudge
users towards accepting default settings [43]. While we observed that most
category- and vendor-type notices in practice display such fine-grained con-
trols only after the visitor clicked “Settings,” we chose to immediately show all
available options to ensure that our conditions only varied in the number and
framing of choices. In Experiment 2, we displayed the following consent notices
at the position determined in Experiment 1 to yield the highest interaction
rates:

• No option (Figure 4.1 (b)): In line with many notices we observed, we
added an ‘X’ in the top-right corner to allow website visitors to dismiss
the banner. There is no nudging variant because the notice does not offer
any choice.

• Confirmation–Non-nudging (Figure 4.1 (c)): This notice has an “Accept”
button which is not highlighted.

• Confirmation–Nudging : Same as the Confirmation–Non-nudging no-
tice, but the “Accept” button is highlighted (like the “Accept” button in
Figure 4.1 (a) (aa)).

• Binary–Non-nudging (Figure 4.1 (a) (bb)): The “Accept” and “Decline”
buttons have identical formatting, neither is emphasized.

• Binary–Nudging (Figure 4.1 (a) (aa)): Same as Binary–Non-nudging, but
only the “Accept” button is highlighted in a contrasting color.
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• Categories–Non-nudging : Same as notice (d) in Figure 4.1, but with
unticked checkboxes. The “Necessary” category cannot be unchecked, as
is common practice.

• Categories–Nudging (Figure 4.1 (d)): Same as Categories–Non-nudging,
but with pre-checked checkboxes for all categories.

• Vendors–Non-nudging (Figure 4.1 (e)): Similar to the categories variant,
but the checkboxes correspond to the third-party services used by our
partner website.

• Vendors–Nudging : Same as Vendors–Non-nudging, but with pre-selected
checkboxes.

For the category-based notices, we had to map the third-party services used Mapping of third
parties to categoriesby the website to different categories. We manually inspected the 434 category-

based notices in our initial set of 5,087 consent notices for common category
wordings. For example, we found advertising cookies to be categorized as
“marketing” or “advertising”; web analytics was also referred to as “performance
cookies,” “statistics,” or “audience measurement.” This yielded the following
category–third party mappings:

• Necessary: Cookies to remember the displayed notice and the website
visitor’s consent decision.

• Personalization & Design: Ionic, Google Fonts

• Analytics: Google Analytics

• Social Media: Facebook, YouTube

• Marketing: Google Ads

For all category- and vendor-based notices in Experiments 2 and 3, the
available options were displayed in random order, except for the “Necessary”
category, which was always displayed first, as in the majority of category-based
notices we had observed on websites.

In Experiments 2 and 3, we increased the font size of the banner message,
resulting in larger notices. We did this to fix an implementation bug of the
Ginger plugin that had caused the text to be displayed in a very small font on
some smartphones in portrait mode.

4.4.4 Experiment 3: (Non-)Technical Language and Privacy Policy Link

Experiment 3 was conducted from January 29 to March 15, 2019. In this ex-
periment, we tested the influence of the presence of a link to the website’s
privacy policy. Previous research suggests that (American) Internet users have
consistent misconceptions about privacy policies, indicated by the fact that a
majority believes the existence of a privacy policy means that a website cannot
share personal data with third parties [278]. At the same time, Martin [172]
showed that the existence of a reference to a privacy policy in the context of
data sharing explanations increases mistrust in a website. There are further
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known misconceptions about what cookies actually are and what they are used
for [106, 180]. To learn more about the influence of these factors in the context
of consent notices, our research question in Experiment 3 was: Do the presence
of a privacy policy link or the mentioning of cookies influence website visitors’
consent decisions?

The base notice for this experiment was the Category–Non-nudging noticeNotices in
Experiment 3 fromExperiment 2 because of theGDPR’s “data protection by default” imperative

and the ability to obtain consent for specific purposes via checkboxes. We
chose a category-based notice over a vendor-based one due to the results of
Experiment 2 (see Section 4.5.3). The notice text for this experiment was: “This
website [uses cookies | collects your data] to analyze your usage of this site,
to embed videos and social media, and to personalize the ads you see. Please
select for which purposes we are allowed to use your data. [You can find more
information in our privacy policy].” We tested the following conditions:

• Technical–PP Link: The original Categories–Non-nudging notice from
Experiment 2. It uses both technical language (“uses cookies”) and a
sentence with a link to the website’s privacy policy.

• Technical–No PP Link: Same as Technical–PP Link, but the privacy policy
sentence was replaced with whitespace to keep the size of the notices
consistent.

• Non-Technical–PP Link: Same as Technical–PP Link, but using non-techni-
cal language (“your data” instead of “cookies”).

• Non-Technical–No PP Link: Same as Non-Technical–PP Link, but with
the privacy policy sentence replaced with whitespace.

For participants who saw a notice with non-technical language, we replaced
other occurrences of the term “cookie” in our setup: In the study invitation,
“cookie notice” was replaced with “privacy notice,” and we adjusted the wording
of some survey questions and response options accordingly, as described in
Appendix A.1.

4.4.5 Research Ethics

Our study was conducted on a website with real visitors, which raises ethical
concerns aswe did not ask for consent prior tomeasuring their interactionswith
consent notices. We did so to ensure ecological validity and be able to capture
non-biased results as we expected the majority of visitors to not pay attention
to a study consent notice asking them to opt in, which was supported by our
findings. Once the data collection for our study was completed, we reactivated
our partner website’s original consent notice, which did not consider consent
decisions made during the time of the study. Hence, recurring visitors who had
first accessed the website during one of the experiments would be prompted
for consent again.

While our institution did not require IRB review for this study, we ensured
that we did not deceive or harm website visitors and their privacy. All displayed
consent notices functioned as described and respected the visitor’s choice. To
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test the effect of no-option consent notices, we had to offer fewer choices than
we believe is required by the GDPR. We added a paragraph describing our study
to the website’s privacy policy. The data we collected was pseudonymized. Logs
were stored on the website’s server and access was limited to two researchers
conducting the analysis and the website’s owner. After the study, the data was
removed from the server and copied to the researchers’ data center.

All visitors were informed about the study after 30 seconds when we showed
a notice asking them for participation in the survey. Survey participants were
asked for explicit consent and to confirm they were over 18 and wanted to
participate. Email addresses of participants who opted to participate in the
prize draw were stored separately from the dataset, without the participant ID.

4.4.6 Data Analysis

The data we collected comprised website visitors’ interaction with our consent
notices and survey responses.

event logs Whenwe startedwith data analysis, we noticed inconsistencies
in some entries. The event logs created by our plugin indicated that some
website visitors had seen multiple notice versions. This could have happened
because users had deactivated cookies completely, visited thewebsite inmultiple
sessions using private browsing mode, or opened the website in multiple tabs
simultaneously. For another set of users, we detectedmultiple screen resolutions,
mostly because the screen orientation had changed. Rotating the screen could
lead to the notice covering different parts of the website, so we removed these
participants to preserve consistency. In total, we removed 2,1% of participants
across all experiments.

survey We considered a survey response complete if the participant had at
least answeredQ1–Q6 but did not provide a free-text answer toQ7 andQ8. Due
to a low survey response rate we received few responses for some conditions.
Therefore, we refrained from a quantitative analysis of survey responses but
report their counts in Appendix A.1.

In Section 4.5.5, we evaluate responses to the open-ended questions (parts
of Q1; Q6–Q8). We coded these responses using emergent thematic coding.
Two of the authors independently devised a set of codes for each question and
coded the responses. The results were discussed and yielded a final codebook,
which was used to re-code all responses. Any remaining disagreements were
reconciled by the two coders through discussion. We report the codes and
their distribution in Appendix A.1, along with the answers to all closed-ended
survey questions.

4.5 results

Our experiments show that notice position and interaction options, especially
paired with nudging, have significant effect on visitors’ interaction with the no-
tice, while the effects of (non-)technical language and the presence of a privacy
policy link are less prominent. Qualitative survey data reveals some under-
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standing of cookies and consent notices, but also widespread misconceptions
and the assumption that websites protect visitor privacy by default.

We first describe our participant sample, followed by the results of website
visitors’ measured interactions with our consent notices, and conclude this
section with the results of the survey.

4.5.1 Data Set and Website Visitors

Our cleaned data set contained event logs of 82,890 unique website visitors:Measured interactions
14,135 in Experiment 1, 36,530 in Experiment 2, and 32,225 in Experiment 3.
21.72% of all visitors accessed the website on a desktop or laptop computer and
78.28% with a mobile device (of which 5.1% were tablets)5. Overall, 6.95% of
participants used an ad blocker. The rate was much higher on desktop (29.1%)
than on mobile devices (0.8%). These numbers are consistent with a 2017
report for Germany, which has the highest rate of ad block users in Western
Europe (20% on average), and North America (18% on average) [207]. For
16.45% of visitors, we could not detect whether they used an ad blocker. These
visitors did not stay long enough on the website for ad blocker detection to
complete.

On average, users spent a short time on the website. Pre-study Google An-
alytics data provided by the partner website showed that 84.81% of visitors
spend less than 10 seconds on the site, 5.21% 11 to 60 seconds, and 5.83% up
to 3 minutes. Our data set includes all users for whom the event logs indicated
a fully loaded site, regardless of how long they stayed on the page, resulting
in a high number of “no action” visitors. As described below in Section 4.5.3,
the median time until an interaction with any version of the notice was 4 to 8
seconds. About 11,800 users stayed on the page for 10 seconds or more.

The link to our survey was clicked 804 times (168 in Experiment 1, 445 inSurvey participants
Experiment 2, and 191 in Experiment 3). We received a total of 110 responses
(16 in Experiment 1, 60 in Experiment 2, and 34 in Experiment 3), whichmeans
that 0.37% of the 29,712 visitors who interacted with the notice or stayed on the
site for longer than 30 seconds participated in the survey. To get an impression
of visitors’ expectations about the website’s data collection practices, we asked
Q2: What do you think – what data does [the website] collect about you when
you access the website? This question was answered by all participants. Across
all three studies, the data most commonly expected to be collected were links
clicked on the site (78%), IP address (65%), posts read on the site (61%), and
the device used (59%). Less often mentioned were other visited sites (29%)
and the visitor’s place of residence (25%). 13% thought the website collected
their name, even though the site never asked for it. Only 5% thought the site
did not collect any data about them. These answers indicate that the survey
participants had a good understanding of what data websites can collect even
without user accounts.

5 We count as “desktop computer” actual desktop machines as well as laptops. “Mobile” devices
include smartphones and tablets; the latter were used by 5.1% of visitors.
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Figure 4.3: Interaction rates in Experiment 1 (notice position), arranged pairwise for
mobile and desktop users.

4.5.2 Experiment 1: Position

In Experiment 1, we studied the influence of a notice’s position within the
browser’s viewport (see Figure 4.2). We measured the interactions of 14,135
website visitors, resulting in an average of 2,356 people per condition.

4.5.2.1 Interaction rates

Figure 4.3 shows how visitors interacted with the consent notices displayed Highest interaction:
bottom leftat different positions. Overall, the notices shown at the bottom-left position

yielded the highest interaction rates – 37.1% of visitors interacted with them
regardless of device type or choice made. The notice positions most commonly
observed in practice, small bars at the top or bottom, resulted in low interaction
(2.9% and 9.6%, respectively).

While we were mainly interested in position in Experiment 1, we also ana- Influence of technical
parameterslyzed the influence of other variables, such as ad blocker use, screen resolution,

browser, operating system, and device type (desktop/mobile). We estimated the
effect size of different properties by calculating Cramérs V (CV), and over all vis-
itors the banner position showed the largest effect size (CV = .31). Unless noted
otherwise, χ2-tests for effects in this experiment are statistically significant
(p < .001).
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Ad blocker use also had a small impact on whether someone interacted with
the notice. While on average 15.8% of visitors without an ad blocker interacted
with any notice, only 12.6% of ad blocker users did so, but the effect size was
rather small (CV = .11). The impact of screen resolution was much higher on
desktop (CV = 0.33) than on mobile devices (CV = 0.16): Only 5.5% of visitors
with screen resolutions of 1,920 by 1,080 pixels or higher interacted with the
notice, while the average was 25.6% for smaller screens. Although the accept–
decline ratio varied between conditions, we could not identify a single factor to
explain the differences. Across all conditions the number of users who accepted
cookies was higher than the number of those who declined.

4.5.2.2 Discussion

A possible explanation for higher interaction rates with notices displayed at
the bottom is that these notices are more likely to cover the main content of
the website, while notices shown at the top mostly hide design elements like
the website header or logo. If one uses their thumb to navigate websites on a
smartphone, it is also easier to tap elements on the bottom part of the screen
than those at the top. An explanation for higher interaction rates with notices
displayed on the left of the viewport might be the left-to-right directionality of
Latin script: Line breaks cause the information density of a text to be skewed
to the left, so consent notices positioned on the left are more likely to obstruct
visitors’ reading and trigger an interaction with the notice.

We looked for qualitative feedback in the survey responses. In Experiment 1,
we received 16 responses, with eight participants having interacted with the
notice and another eight that did not. All six participants who answered they
had clicked the notice “because it prevented them from reading the website
content” had seen a notice shown at the bottom or left side.

Both on desktop and mobile, the notice positioned in the bottom-left cor-
ner received the most attention. Thus, we decided to display the notices in
Experiments 2 and 3 in the bottom-left corner.

4.5.3 Experiment 2: Number of Choices and Nudging

In Experiment 2 we evaluated different options for user interaction and the
influence of nudging. There were 36,530 participants in total, and each of the
nine conditions was shown to 4,059 website visitors on average.

4.5.3.1 Interaction rates

Figure 4.4 provides an overview of the recorded visitor interactions. Compared
to Experiment 1, the overall percentage of visitors who interacted with the
notice increased (13,8%–55,3%), especially on mobile devices, likely because
we had increased the font size, resulting in larger notices.Thehighest interaction
rate (55%) was measured for binary notices on mobile devices.

The experiment revealed a strong impact of nudges and pre-selections. Over-
all the effect size between nudging (as a binary factor) and choice was CV = .50.
For example, even for confirmation-only notices, more users clicked “Accept”
in the nudge condition, where this button was highlighted (50.8% mobile,
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Figure 4.4: Visitors’ consent decisions in Experiment 2. “Accept” / “Decline” indicate
that (all) options were accepted or declined. “Other” includes those who
accepted / declined only some options. Bold figures indicate default options.
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Figure 4.5: Active decisions to allow or decline specific categories in the Categories–
Non-nudging (left) and Categories–Nudging (right) conditions of Experi-
ment 2.

26.9% desktop), than in the non-nudging condition, in which “Accept” was
displayed as a text link (39.2% mobile, 21.1% desktop). The effect was most
pronounced for category- and vendor-based notices, in which all checkboxes
were pre-selected in the nudging conditions, but not in the privacy-by-default
conditions. The pre-selected versions led around 30% of mobile users and 10%
of desktop users to accept all third parties. In contrast, only a small fraction
(< 0.1%) allowed all third parties when given the opt-in choice and 1 to 4%
allowed one or more third parties (“Other” in Figure 4.4), indicating that some
users still engaged with the offered choices. No desktop visitors allowed all
categories. Interestingly, the number of non-interacting users was highest on
average for the vendor-based conditions, although they took up the largest
amount of screen space due to six options being offered. We discuss qualitative
survey feedback on the category- and vendor-based notices in Section 4.5.5.

4.5.3.2 Choices

Results varied in terms of the consent choices visitors made when presentedEngagement by choice
mechanism with options (which was the case for all but the no-option and confirmation

conditions). Surprisingly, more participants accepted cookies in both binary
conditions, where they had the option to decline cookies, than in the non-
nudging confirmation condition, where they could only accept cookies or not
interact with the notice.

Figures 4.5 and 4.6 show the specific active choices participants made onCategory or vendor
selection category- and vendor-based notices, respectively. In the non-nudging con-

ditions, few visitors agreed to data collection through specific categories or
vendors if they were not pre-selected. Interestingly, more visitors actively se-
lected specific vendors than categories. Vendors YouTube and Ionic were most
frequently selected, even though survey responses (Q6) indicated that Ionic
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Figure 4.6: Active decisions to allow or decline specific third-party vendors in the
Vendors–Non-Nudging (left) and Vendors–Nudging (right) conditions of
Experiment 2.

was not as well known as the other listed third-party vendors. We observe a
similar pattern for the de-selection of specific categories and vendors: More
visitors unchecked one or more vendors (10.0%) than categories (6.9%).

6% of visitors who saw a category- or vendor-based notice clicked at least Changes in selection
one of the checkboxes more than once. 48 visitors (0,08%) toggled an even
number of times, reversing previous decisions. Interestingly, 47 of those users
saw a “nudging” notice, which means that they actively reactivated one of the
categories.

We also recorded how long it took visitors to submit their choice. Table 4.2 Timing data
shows timing statistics by choice type. The median time to submit for no-
option, confirmation and binary-choice notices was 4–5 seconds; 7–8 seconds
for category- or vendor-based notices.6

4.5.3.3 External Validation

To verify the generalizability of our results, which are only based on visitors
to our partner website, we compared our results to internal data supplied by
Cookiebot [47], a vendor of a third-party cookie consent solution similar to our
category-based notices and also featured in our analysis of consent libraries in
Chapter 3. Their data set from February 2019 contained 3 million user logs for
2,000 different websites. The Cookiebot notices also showed purpose categories,
so we compared their data to our results for the category-type notices. In their
case, some of the checkbox selections cannot be changed by users, as website
owners can argue that the use of certain cookie categories is based on different

6 We report the median as the data showed a high standard deviation since we had no way to
check when the interaction with a notice started, and sometimes the selection was submitted
minutes after the page had been loaded.
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Table 4.2: Average time in seconds until users submitted their decision in Experiment 2,
if the decision was made within the first three minutes.

Banner Type # Users Mean Median SD

No option n/a 4,174 6.51 4 15.55
Confirmation non-nudging 2,984 10.65 5 51.25

nudging 3,634 9.11 4 37.78
Binary non-nudging 4,134 15.36 4 72.47

nudging 4,097 13.51 4 75.59
Category non-nudging 2,523 17.93 8 87.16

nudging 2,798 13.98 7 64.01
Vendor non-nudging 2,346 13.76 8 42.38

nudging 2,741 21.18 7 115.26

Table 4.3: External validation of users’ selections in category-based notices (Experi-
ment 2) with data from Cookiebot [47].

Data set Decision None pre-selected All pre-selected

Cookiebot (n = 1,135,090) (n = 1,988,681)
Accept 5.59% 98.84%
Decline 94.41% 1.16%

Our Data (n = 1,239) (n = 1,380)
Accept 0.16% 83.55%
Decline 99.84% 16.45%

legal grounds (e. g., “legitmate interest”, Article 6(1)(f) GDPR).Therefore, (de)se-
lecting all consent-based cookie categories in Cookiebot notices sometimes
required fewer clicks, and we were not able to compare decisions we labeled
as “other.” As shown in Table 4.3, Cookiebot had a slightly higher acceptance
rate (5.59% compared to 0.16% in our data set) and a lower decline rate when
all boxes were pre-selected (1.16% compared to 16.45% in our data set). This
means that our findings are generally comparable, but specific results may differ
based on website and category, which is what we would expect given that pri-
vacy preferences are highly contextual [4]. A related 2017 study (n = 300) found
that about 3% of users are willing to accept marketing cookies [230], which
falls between the acceptance rates for marketing cookies in our non-nudging
(0.6%) and nudging (7.3%) conditions.

4.5.3.4 Discussion

The results of Experiment 2 show that nudges and pre-selection had a high
impact on users’ consent decisions. It also underlines that the GDPR’s “data
protection by default” principle, if properly enforced, could ensure that consent
notices collect explicit consent. We further find that even when more choices
are offered, most visitors make binary decisions by either agreeing to all or no
options. Only very few visitors selected specific categories or vendors, while
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Figure 4.7: Visitors’ interactions with the consent notices in Experiment 3. Notices
contained technical language (“cookies”) or non-technical language (“data”)
and a link to the privacy policy (or not).

even in the Binary–Non-nudging condition a considerable number accepted
the use of cookies. An explanation for this behavior might be that people who
are somewhat OK with cookie use are not willing to expend effort on enabling
them. Another explanation, suggested by previous work [172], is that showing
the actual practices decreases the trust in a website and, therefore, leads to more
users making an informed decision to decline cookies.

4.5.4 Experiment 3: (Non-)Technical Language and Privacy Policy Link

In Experiment 3, we tested four conditions with combinations of (a) the notice
including a link to the privacy policy (or not) and (b) the text either referring
to “cookies” or “your data” more generally. All conditions were variants of the
category-based, non-nudging notice fromExperiment 2. Figure 4.7 summarizes
the results. The total number of unique visitors in Experiment 3 was 32,225,
and each condition was shown to 8,056 visitors on average.

4.5.4.1 Interaction Rates

Again, interaction rates were higher formobile visitors. As in Experiment 2, very
few visitors accepted all categories (0–0.1%), but some (0.3–1.4%) explicitly
allowed one or more category. More people made a choice when technical
language was used, i. e., “cookie” was mentioned in the notice. While this
difference is significant (χ2 test, (p < .01), the effect size is low (CV = .08), as
are the differences between conditions. Presence of the privacy policy link had
no significant effect (p < .08).
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4.5.4.2 Discussion

Experiment 3 showed that the mentioning of cookies has a minor influence
on users’ consent behavior. However, differences between conditions are small.
This is not surprising given thatmost users either submit the default choice or do
not interact with the notice at all. We could not confirm previous studies [172]
that showed a negative effect on trust in a website when a privacy policy was
mentioned, but we found that more visitors decline the use of cookies if a
privacy policy is linked. Our findings indicate that position and choice have a
more pronounced effect on consent behavior than notice language or pointers
to more privacy information.

4.5.5 Survey Results

In this section we report the results of the survey (see Appendix A.1) we had in-
vited website visitors to take. Across all experiments, we obtained 110 complete
survey responses.

4.5.5.1 Reasons for (Non-)Interaction with Notices

In the survey, we asked participants why they had clicked the consent notice or
not (Q1). Participants could select multiple reasons.

44 of 61 survey participants who had clicked the notice reported they hadReasons for
interaction done so because they were annoyed by it. 16 thought the website would not

work otherwise, and 13 stated they had clicked the notice out of habit. 11
participants interacted with the notice to protect their privacy, 6 for security
reasons, and 5 to see fewer ads.

49 participants had not interacted with the consent notice, 20 of whichReasons for
non-interaction reported they had not seen it. Nine thought clicking the notice would not

have any effect, six did not care what cookies the website used or what data
it collected, and three thought it did not offer enough choices. Two reported
not to know what cookies were or what data the question was referring to.
13 participants selected “other” and provided a free-text response. Recurring
themes in these responses included that the notices were “annoying [...], so I
just ignore them out of frustration” (Participant 2-947) and that participants
thought no cookies would be set if they did not interact with the notice. One
participant mentioned that they “[found] all of the partners suspicious” (2-255).
One had opened the website in a background browser tab, so they had only
seen the invitation to take the survey, and two participants reported that the
notice had been auto-replaced before they could click it.

4.5.5.2 Perception of Complex Consent Notices

We asked survey participants who had seen a category- or vendor-based notice
to elaborate on how easy or hard they had found it to make a selection (Q6),
in order to learn how they perceived purpose-specific consent mechanisms as
required by the GDPR. We received 38 responses across Experiments 2 and 3.

7 The first digit in our participant identifiers denotes the experiment and the second the response
ID assigned by LimeSurvey.
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Appendix A.1 lists the codes and their distribution for this and the following
open-response questions.

A recurring theme in the responses was transparency, as mentioned by
5 participants who had seen a category-based notice: “[I liked] that I could
directly select the options without going to the settings. It would be great if this
was the default” (3-171), “What I like [here] is that only [the ...] necessary option
is selected and all of the others are deactivated” (3-88). One participant with a
vendor-based notice stated: “Having options makes me feel secure” (2-619).

However, participants had diverging opinions regarding the notices’ clarity.
Some found the categories “self-explanatory” (3-118). Others pointed out that
“Necessary [from a technical perspective] does not say much. Cookies aren’t
necessary to view a website” (3-215) and that “something could be hidden”
(2-557) behind the Necessary category. 6 (of 7) participants who saw a vendor-
based notice in Experiment 2 reported it had “too much text, too many options.
I’m interested in the website’s content, not in the consent notice” (2-116), and
one suggested “it would be perfect to have a button to (de)activate all cookies”
(2-199). Seven participants based their choices on privacy considerations: “I
don’t tick anything. I only need advice [from] the website” (3-108), “I don’t
want personalized web pages, ads, [... and] pointers to social media” (3-165).

These responses indicate that more complex notices are not necessarily
problematic, as long as options are not pre-selected. While some participants
expressed concerns, did not trust the categorizations, or found the choices too
complex, others appreciated the privacy-by-default approach.

4.5.5.3 Understanding of Consent Notice Behavior

The survey further investigated participants’ general understanding of how
consent notices work and what it meant to accept or decline cookies. This
section was identical in all three experiments. The participant was shown the
binary notice depicted in Figure 4.1 (a) (bb). Then we asked the following two
open-ended questions:Q7: What do you think happens when you click “Decline”?
Q8: What do you think happens when you click “Accept”?

declining cookies ForQ7 (Decline), we received 94 responses across the
three experiments. We identified ten themes. The most prominent expectation
was that declining cookies would prevent access to the website (28 responses):
“I don’t get access to the desired information” (1-282), “The site closes itself and
you are redirected to the search engine” (2-685). 17 other participants expected
parts of the website not to work: “I won’t be able to use some functionality
because [...] cookies fund the website” (2-255). Only 4 participants explicitly
mentioned that they would be able to access the site, stating, for example,
“Normally I can continue to navigate the site. It has only happened twice that
[a] site has kicked me out. But online shopping [is] difficult if you don’t agree”
(2-94). 3 participants expected no collection or processing of personal data
to take place when cookies are declined but still had doubts: “I hope that no
data is collected” (1-177, 1-121, 3-216). 12 expected the site to behave as if
“Accept” had been clicked: “I guess my data is still collected” (1-170), “Nothing,
of course. Me not accepting cookies does not mean that the site uses fewer or
no cookies or does not collect any data about me” (2-630). Other recurring
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themes in the responses include the expectation to see fewer ads, a focus on the
technical aspects (“no cookies are evaluated” [3-217]), and if the notice would
dis- or reappear. Appendix A.1 contains details about the distribution of codes
across experiments.

accepting cookies For Q8 (Accept), which was also answered by 94
participants (not all the same respondents as for Q7), we also identified 10
themes. 29 participants expected that their personal data would be collected
and/or processed: “my behavior on the website is stored and analyzed” (2-216),
“my data is shared with who knows what third parties [...] Facebook, Google,
marketing / market research / ad analytics [...]” (2-557). 19 responses focused
on technical aspects: “a cookie is set which recognizes me when I revisit the
website” (1-250). 21 participants stated the website would only work if they
allowed cookies: “I can read the article” (2-53), “I can continue to use the
website” (2-405). Other themes included effects on the consent notice only
(“the banner disappears” [2-675]), personal data being collected for advertising,
user profiling, and other purposes, for example, “sale to third parties” (3-171),
“influencing Internet algorithms” (1-269), and “any purpose” (1-207, 3-64). 7
participants believed it made no difference what was clicked but did not specify
what that “default” behavior of the website would be.

These answers indicate that our participants had some understanding ofMisconception
how cookies are used – for example, to recognize recurring visitors and for ad
tracking and targeting. Concerningly, almost a quarter of participants thought
they had to accept cookies before they could access a website, which may be
due to negative experiences on some sites influencing general expectations and
behavior across websites. A transparent and GDPR-compliant consent notice
should inform users which website functionality may not work as intended if
cookies are declined.

4.6 discussion and limitations

We conducted three experiments evaluating the effects of cookie consent no-
tices’ position, choices, and content on people’s consent behavior. In the follow-
ingwe describe recommendations based on our findings and discuss limitations
of our approach.

4.6.1 Recommendations

Our experiments investigated different notice positions, offered choices, andDesign of consent
notices aspects of the wording of cookie consent notices. Future guidelines for consent

notices should consider the following recommendations:

position Experiment 1 showed that the position of a notice has a substan-
tial impact on whether a website visitor engages with the notice. A dialog box
in the lower left corner (on desktop) or the lower part of the screen (on mobile)
significantly increases the chance that a user makes a consent decision. While
we had expected higher interaction rates on mobile devices for this position
since it is easy to reach with the thumb, we were surprised by the impact on
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desktop users, given the general wisdom that content in the top left receives the
most attention in cultures with left-to-right writing. This result could be related
to our partner website, like many websites, displaying a header, which shifted
content to lower parts of the screen. This experiment further shows that the
second most common notice position observed in practice, the top position
(see Table 4.1), results in notices being ignored by users.

choices Our results from Experiment 2 showed that nudging (highlighting
“Accept” buttons or pre-selecting checkboxes) substantially affects people’s
acceptance of cookies, providing clear evidence for the interference of such
dark patterns with people’s consent decisions. Given a binary choice, more
visitors accepted cookies than declined them, which could be evidence for the
adverse effects of consent bundling on consent decisions, which is not allowed
under the GDPR. Surprisingly, rejection rates in the vendor- and cookie-based
conditions were close to those in the binary condition, although visitors had
to make five to six additional clicks to reach the same goal. This suggests that
people who want to decline cookies are willing to expend extra effort.

Moreover, the survey answers show that participants think that no data is
collected unless they make a decision, showing that privacy by default is the
expected functionality, although this is not the current practice.

text While we did not see an effect in Experiment 3 from including a
privacy policy link in the notice, we found that mentioning “cookies” made
more users reject the data collection. The negative effect of mentioning cookies
can very well be related to the fact that Internet users have in general a negative
feeling about them [106, 147].

It is clear that the current ecosystem of mechanisms for websites to prompt Unsatisfactory state of
consent in the wildfor user consent – with a plethora of combinations regarding the provided

information, the granularity of options, and how and if visitors’ choice is en-
forced – provides no real improvement for visitors’ data privacy compared to
pre-GDPR times. At the same time many aspects of how to obtain consent under
the GDPR and ePrivacy Directive are still unclear, with regulators publishing
differing guidelines on how to obtain consent, the online advertising industry
developing and updating proposals for consent frameworks, and legal and
technical scholars evaluating them. While some claim [231] that many core
mechanisms of the online advertising industry are not compatible with the
GDPR at all, the regulation so far has only partially affected how companies
process personal data [279]. We hope that our results can inform future discus-
sions, not only with recommendations for the design of consent notices. Given
that at the moment few website visitors are willing to give consent to any form
of processing of their personal data, we think that the business model of online
behavioral advertising, which targets ads based on large amounts of personal
data, should be challenged and alternative models like privacy-friendly contex-
tual advertising [65] or other ways of monetization for web services need to be
promoted and developed.
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4.6.2 Limitations

Our study has some potential limitations. First, our sample is biased, as weBias in sample
conducted all experiments on a German-language e-commerce website whose
visitors may not be representative of the general public. However, our part-
nership with this website gave us control over the notice implementation and
access to a high number of unique visitors. We validated some of our results
with data from Cookiebot which showed similar results (see Section 4.5.3.3).
Overall, it seems that the participants in our sample are more inclined towards
rejecting cookies. We have to assume that in general a higher percentage of
website visitors may allow cookies. Our field study did not allow us to collect
more detailed information about visitors, such as their specific device, the size
of the notice on the screen, or how long they stayed on the website, which could
potentially have an effect on consent behavior.

Furthermore, many visitors did not interact with the notice at all and spentWebsite dwell time
and lack of user

accounts
only a short period of time on the site. While this could be related to the notice,
it is not unusual that most visitors leave a site after a few seconds. Liu et al. [164]
showed that website dwell time has a negative aging effect. Users first skim a
site to decide whether they will stay on it. Since we were not able to measure
the exact time visitors stayed on the site, we included all users for whom the
logged data indicated a fully loaded page, which results in a high number of
“no action” visitors. From a legal perspective the time spent on the site does
not affect the need to request consent. Our partner website also does not have
user accounts. Past research has shown that visitors tend to underestimate the
amount of personal data collected by websites on which they do not create an
account and enter personal data [222]. This may cause them to underestimate
the privacy implications of allowing cookie use, but we did not see evidence
for this in the survey responses.

Responses to our voluntary survey are likely biased due to participants’Self-selection bias
self-selection. Responses to the question about possible data collection suggest
that participants had a good understanding of the technical background or an
interest in privacy. Of the survey participants, 61 had previously interacted with
our consent notices and 49 had not, showing that the results are only partially
biased towards those who care about notices. We considered this bias when
interpreting results.

4.7 conclusion

We conducted the first large-scale field study on the effect of cookie consent
notices on people’s consent behavior. Cookie notices have seen widespread
adoption since the EU’s General Data Protection Regulation went into effect in
May 2018. Our findings show that a substantial amount of website visitors are
willing to engage with consent notices, especially those who want to opt out or
do not want to opt in to cookie use. At the same time, position, offered choices,
and nudging substantially affect people’s consent behavior. Unfortunately, as
shown in Chapter 3, many current cookie notice implementations do not make
use of the available design space, offering no meaningful choice to consumers.
Our results further indicate that the GDPR’s principles of data protection by
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default and specific, purpose-based consent would require websites to use
consent notices that would actually lead to less than 0.1% of visitors actively
consenting to the use of third-party cookies.
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5CONS IDERAT IONS IN TH IRD - PART Y ADOPT ION BY
WEBS I TE S

5.1 introduction

With website visitors becoming increasingly annoyed by ubiquitous, com- Privacy-by-design to
overcome the need for
consent notices

plex, and intransparent consent notices, websites could choose another path
to reconcile user experience with legal compliance: follow the GDPR’s “data
protection by design and by default” principle (Section 2.2.1.5) and adopt solu-
tions for more privacy-friendly integration of the desired website functionality
(see Section 2.1.4) that do not collect as much information from visitors and,
thus, may not require user consent. The observed lack of change in third-party
use on websites under the GDPR raises the question to what degree websites
already make use of such technology or at least consider it when deciding how
to integrate a desired website functionality, and what could be done to foster
use of privacy-friendly alternatives to popular third-party services.

Web developers – and people in similar roles related to a website’s creation Role of the human
factor in third-party
adoption

and administration – are a crucial part of the third-party tracking ecosystem,
as it is them who integrate third parties into websites, thus enabling them to
track visitors’ behavior across the Web. Hence, to foster the adoption of privacy-
by-design in the context of third-party services on websites, it is important to
understand to what extent people tasked with the creation and maintenance of
websites are aware of the privacy risks of third-party use and if they consider
visitors’ privacy both in the decision that leads to the selection of third-party
services and in integration itself.

Though prior work has studied the history [155, 288] and prevalence [63] of Existing focus on the
mobile domainthird-party web tracking, little is known about the decision processes behind

the use of third-party services on websites and if website visitors’ privacy is
considered in the process. Previous work that has studied developer behavior
in adopting [215] and updating [232, 233] third-party libraries has focused on
smartphone apps, for example, investigating developers’ privacy considerations
in their use of mobile advertising networks [183, 266], their awareness of
data collection through third-party tools for unspecified types of functionality
including ads and analytics [15], and their adoption of alternative APIs that
preserve location privacy [136]. Third-party services and libraries for websites
differ from those for the mobile ecosystem in their availability for a greater
variety of purposes, the potential for higher technical complexity, and higher
sophistication of advertising ecosystems [129, 156, 280]. Websites also lack
apps’ distribution through a centralized platform, whose requirements may
shape developers’ understanding of privacy aspects, including what data is
considered sensitive [269]. On the Web, the omnipresence of consent notices
that implement IAB Europe’s Transparency andConsent Framework (TCF) [114]
and often list a site’s third-party vendors could have led to higher awareness
of data collection through third parties on websites compared to the mobile
space, where consent prompts are much less prevalent [144].

89
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In this chapter, we address this research gap with findings from a mixed-Our contribution:
Online study of

privacy considerations
in the use of

third-party services

methods online study with 395 participants who were involved in the design,
development, deployment, maintenance, or management of websites. We com-
bine survey answers with web privacy measurements and investigate how ten
website functionalities associated with frequent use of third-party services have
been integrated into websites and how visitors’ privacy was considered in the
process. We go beyond prior work by exploring privacy considerations between
different types of functionality that may not be equally prone to third-party
use [162], as well as factors that influence the adoption of first- vs. third-party
solutions to integrate a functionality.

More specifically, we make the following contributions:

• We extend web privacy research on the prevalence of third-party ser-
vices by contrasting their use with first-party integrations for different
purposes, regarding their prevalence, factors that drive use of first vs.
third-party solutions, and consideration of alternatives. We find that the
decision in favor of third-party services, as in the mobile domain [233],
is driven by ease of integration, features, cost, and familiarity with a
service, while privacy rarely is a decisive factor. However, we find use
of privacy-friendly integration for web analytics and programming /
design resources, and self-hosting tends to be the primarily considered
alternative to third-party solutions, rather than another third party.

• Like prior work on cryptographic APIs [1] and mobile ad networks [183],
we find that adjustments to a service’s default configuration are rarely
reported. However, participants who did change defaults often did so in
response to privacy-related court rulings or guidelines by data protection
authorities.

• We find higher awareness of data collection pertaining to a third-party
service’s core functionality, such as financial information for payment
or behavioral data for analytics, whereas awareness is lacking for data
collected in less prominent contexts, particularly the transmission of IP
addresses and device information.

• From a methodological perspective we contribute to the ongoing dis-
cussion about ethics in security and privacy research by discussing im-
plications and lessons learned from using public GitHub data to recruit
people involved with web development, a method previously used by
developer-centered research [1, 2, 102, 187, 233, 244, 245, 265, 268, 294].

Our findings demonstrate the need for researchers and the web development
community to raise awareness of the privacy risks associated with the use
of third-party services on websites, as well as the need for clearer regulatory
guidance and requirements for privacy-friendly defaults.

5.2 related work

Previous work has studied the prevalence and evolution of third-party web
tracking and developers’ privacy behaviors in third-party use in the mobile app
ecosystem.
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5.2.1 Evolution of Third-Party Web Tracking

Web tracking has been studied extensively, including the prevalence of third-
party tracking services on websites. Tracking has been identified since 1996,
and since then increased in prevalence and complexity [155], with the most
popular services covering up to 75% of websites in 2015 [288] and hundreds
of different known tracking services [226] whose use increases with website
popularity, and visible differences between regions and website types [120].
Large-scale investigations confirmed that more than half of websites leak user
data or load third-party scripts [160]. As shown earlier in Chapter 3, the GDPR
going into effect in May 2018 primarily was accompanied by an increase in
the prevalence of cookie consent notices, while actual tracking practices did
not change much. Other changes identified by concurrent work could not
be directly attributed to the GDPR [251]. While there were clear differences
between website visits from US or European users, implying that companies
collect less data from the latter [48], previous research, overall, did not find
significant positive developments in third-party web tracking due to the GDPR.

5.2.2 Developers’ Privacy Considerations

Developers’ considerations of users’ privacy have been studied in different
contexts, but there are few insights into why specific third-party services are
used in web development. Previous work found that developers of mobile apps
are often unaware of third-party data collection [15] and, therefore, tend to
collect more data than necessary. Developers also showed a limited perception
of privacy threats, often based on their organization’s guidelines [108]. Mhaidli
et al. investigated how and why mobile app developers use and choose ad
networks andwhether they consider associated risks for users [183].They found
that developers see advertisements as the only viable way tomonetize their apps
and consider ad networks to be responsible for protecting app users’ privacy, not
themselves. Tahaei et al. confirmed this and showed that app developers find
existing privacy information and controls confusing and hard to use [266]. Roth
et al. [228] investigated developers’ struggles with the use of Content Security
Policy (CSP) and found that third parties interfering with the deployment of
the mechanism (see Section 2.1.3) has prompted a third of the interviewed
developers to consider alternatives to the problematic third party, such as
self-hosting or upgrading to the latest version of a design framework that no
longer requires jQuery. Other studies investigated public forums to learn how
developers deal with privacy regulations and changes to them, finding that they
mostly try to uphold standards defined by large companies [269] or are focused
on recent changes or events [159] when discussing privacy.When asked to solve
privacy-focused tasks, developers tend to use better-documented alternatives
and copy examples, which could be adopted by privacy-friendly services [136].
They often struggle with embedding privacy into their application due to a lack
of knowledge, privacy contradicting app requirements, or task complexity [213,
245]. Another problem are third-party vendors’ competing business interests,
leading them to employ dark patterns that steer developers towards privacy-
unfriendly defaults [267].
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We add to this body of knowledge by investigating if and how people in-
volved in the creation or administration of websites consider privacy when
selecting and integrating third-party services.

5.3 method

To investigate the privacy practices and decision processes behind third-party
use on websites, we conducted a mixed-methods study consisting of an online
survey with 395 people involved in the creation and administration of websites,
paired with an analysis of participants’ websites, if provided in the survey. At
the heart of our survey, we asked participants about their selection and imple-
mentation considerations for up to three out of ten website functionalities often
integrated using third-party services. Next, we describe the set of investigated
functionalities, our survey design, recruitment process, research ethics, and
data cleaning and analysis.

5.3.1 Website Functionalities of Interest

In Section 2.1.5 we already described how we identified common use cases
for third-party services from existing categorizations in related work and web
tracking projects. To further reduce the number of categories for the purpose
of this study, we took the consolidated list (Table 2.1) and removed categories
that apply only to a first-party context (e. g., hosting, distribution) or only make
sense combined with other categories (e. g., tag management). Our final list
comprised ten common website functionalities, for many of which privacy-
friendly implementation options exist, as outlined in Section 2.1.5: Advertising,
analytics, customer interaction, embedded media, user login / authentication,
payment, privacy plugins / forms, programming and design resources, social
media integration, and website protection.

5.3.2 Survey Design

Our survey was inspired by the work of Mhaidli et al. [183] and consisted
of five parts. It was conducted in English and implemented on a self-hosted
LimeSurvey instance. To prevent early priming about privacy, we framed the
survey as exploring practices in the selection and use of web technologies
on websites and only introduced questions about privacy and data collection
practices in Part 4. The full survey questionnaire can be found in Appendix
A.2.

Figure 5.1 shows the high-level structure and logic of our survey. Part 1Survey structure
assessed participants’ background regarding their work on websites, including
their experience with the ten functionalities of interest (Q1-3).

To provide context for the rest of the survey, Part 2 asked participants to
think of one specific website they had recently worked on and remembered well
and to only keep this website in mind for subsequent questions. Participants
could optionally provide the website’s URL (Q2-0). The survey consent form
explained that this information would be used to check which web technologies
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Figure 5.1: Structure of our survey. Any functionality for which the participant had
indicated some type of involvement in Q2-7 was placed into a random
draw, and for up to three randomly selected functionalities, survey parts 3
and 4 were shown.

were present on the website. At this point we investigated the methodological
question if requiring participants to provide a website had an effect on dropout
rates: We made Q2-0 mandatory for half of GitHub-recruited participants (see
Section 5.3.3) but could not find evidence that this had an impact on dropout
rates or the willingness to provide a website.

Part 2 proceeded to ask about website metadata, including the country it
was based in, the participant’s role with regard to the website, and which of
the ten functionalities of interest (see Section 5.3.1) were present on the site
(Q2-6). To balance level of detail and survey length, we chose to display more
detailed questions only for up to three functionalities. For this, Q2-7 asked,
for each functionality indicated to be present in Q2-6, to what degree the
participant had been involved in the decision of how this functionality should
be integrated (selection), in the integration process itself, and in maintenance
or management of the integrated solution. From the functionalities for which
any kind of involvement had been indicated, three were randomly selected, for
which Parts 3 and 4 of the questionnaire would be shown.

Part 3 investigated how a functionality was integrated in terms of first- vs.
third-party solutions and, if applicable, embedding mechanism. It also asked
about the underlying decision process including reasons for selection and
considered alternatives, information sources, and the people involved.

Part 4 explored participants’ understanding of the data collected through
third-party services and efforts made to protect visitors’ privacy in the integra-
tion process.

Finally, Part 5 asked demographic questions and if participants had received
training or educated themselves on data protection or privacy. At the end of the
survey, participants were debriefed about the study’s privacy focus and given
the option to either withdraw from the study or to submit their answers. Six
participants withdrew at this point.

To assure survey quality, we first conducted “think-aloud” cognitive in- Survey testing
terviews with seven web developers and two content creators, recruited via
convenience sampling. After each interview, we addressed identified issues and
repeated this process until no further issues emerged. A pilot launch of the
survey with 101 participants recruited from GitHub (see Section 5.3.3) did not
yield evidence of any remaining issues, so we proceeded with data collection.
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5.3.3 Recruitment

Our recruitment approach was guided by the goal to obtain different per-
spectives on website functionality integration. We leveraged two recruitment
channels to obtain a diverse sample: websites’ contact information to reach indi-
viduals in a range of website-related roles, and GitHub to reach web developers.
People were eligible to participate if they were at least 18 years old, worked
on websites in some capacity (e. g., website design, development, deployment,
maintenance, management), and were comfortable taking the survey in English.
Participation was voluntary and uncompensated.

To cover a diverse range of websites in recruitment, we searched the topWebsite-based
recruitment 100,000 domains on the Tranco list of popular websites1 [152] for email ad-

dresses related to a website’s technical administration.
Conducting a meaningful, context-based search for email addresses first

required us to identify the languages of the websites in our set. For this, we
used the Python library langdetect on the homepages of the domains on
the Tranco top 100,000 list. For each of the 20 most common languages on
this list2 we drew a random sample of 10 websites with country code TLDs
from countries where this language is widely spoken (e. g., .pt and .co.br for
Portuguese), and, using DeepL and Google Translate, identified and collected
the names of the links that led to the sites’ subpages containing privacy-related
policies, terms of service, and contact information. The final, consolidated list
comprised 103 terms for privacy-related pages and 72 terms for pages with
contact information.

Using this list, we visited each domain on the Tranco top 100,000 list in Oc-
tober 2020 with Open Web Privacy Measurement (OpenWPM) version 0.13 [63],
downloaded the corresponding subpages and the homepage, and searched
them for email addresses with a regular expression. Since websites often list
contacts responsible for the content (e. g., editors on news pages, politicians on
government sites) rather than administration, we excluded subpages with more
than four email addresses. After removing duplicates, invalid email addresses,
and subpages with more than four addresses, we were left with 109,862 unique
email addresses for 53,496 websites.

Previous work studying web developers’ security and privacy practices hasGitHub-based
recruitment used public GitHub repositories to recruit developers on a large scale [1, 2, 102,

187, 233, 244, 245, 265, 268, 294].We also used this approach because it allowed
us to recruit people likely involvedwithweb development without hand-picking
them, as would have been the case for one-by-one contact on platforms such as
LinkedIn. Though prior work is not always clear on where exactly on GitHub
users’ email addresses were collected (options include commit email addresses
and users’ profile pages), from discussions with authors of some previous
studies we know that the use of commit email addresses is common. Following

1 List from September 1, 2020 (https://tranco-list.eu/list/64WX).
2 By frequency: English, Chinese, German, Russian, Spanish, Korean, Japanese, French, Viet-

namese, Persian, Portuguese, Arabic, Italian, Turkish, Indonesian, Polish, Dutch, Danish, Greek,
and Catalan. These cover 97.3% of the websites we could download and whose language could
be identified.

https://tranco-list.eu/list/64WX
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this previously used method, we analyzed commits made into public GitHub
repositories in August 2020 to identify e-mail addresses of people working
on websites, as indicated by the respective commit including file extensions
related to web development: .js, .php, .css, .html, and .htm. Anticipating
a low response rate, we sent invitations to 37,000 email addresses, in addition
to 12,000 contacted during pilot testing.

5.3.4 Research Ethics

Prior to conducting the study we looked into opportunities for ethical and Prior data protection
reviewdata protection review at our institutions. At the time this study was designed,

conducted, and evaluated, the involved researchers were affiliated with Leibniz
University Hannover (LUH) and Ruhr University Bochum (RUB), both located
in Germany, and the University of Michigan (U-M) in the US. RUB only had
an Institutional Review Board (IRB) for research in psychology, which was
not meant to be mandatorily consulted by security and privacy researchers.
LUH’s IRB only targeted project proposals, not individual research papers. The
researcher from U-M did not directly work with raw response data or inter-
act with participants and confirmed with U-M’s IRB that their oversight and
approval was therefore not required. Nevertheless, we followed best practices
for research conduct and transparency. To ensure GDPR compliance of our
study, we consulted RUB’s and LUH’s data protection officers (DPOs). They both
independently considered our study design and specifically the approach for
GitHub recruitment to be covered by the GDPR’s research privilege.

In Q2-2 we required some participants to provide the URL of a website they Naming a website
had worked on, following Mhaidli et al.’s study design [183]. We explained in
the initial consent form that this data would only be used to check the provided
website for the presence of third-party services. Participants required to fill this
field were able to drop out or proceed without penalty by entering arbitrary
input.

Regarding recruitment, we carefully considered the implications of sending Recruitment
email invitations to website contacts and GitHub developers at a large scale. As
mentioned above, the two consultedDPOs considered this recruitment approach
to be GDPR-compliant. We contacted each email address only once (i. e., we
did not send any confirmations or reminders) and gave email recipients a one-
click option to opt out of further contact. Still, we received a small number of
emails with negative sentiments from people who were not aware that their
public GitHub commits contained their email address. Upon this feedback we
put up a page on our institution’s website that explained our study, why the
GitHub-recruited recipient’s email address was visible in commits into public
repositories, and what steps could be taken to hide it.

Despite these efforts, one recipient filed a complaint with our state’s data
protection authority (DPA), upon which we immediately stopped recruitment
via GitHub, rather than waiting for the outcome. Three months later the DPA
informed us that they did not consider the GDPR’s research privilege to apply,
because GitHub users, who are often unaware of their commit email addresses
being publicly available, do not expect to be contacted via these addresses



96 considerations in third-party adoption by websites

for the purpose of scientific research. We discuss the concrete problem with
GitHub’s mechanics for email addresses in more detail in Section 5.5.4. The
DPA advised us to refrain from future recruitment via public GitHub commits
but did not take formal action.

When we designed and launched the study, ethical concerns with recruit-Ethical “lesson
learned” ment via public GitHub commits were not obvious:Themethod was established

in the community [1, 2, 102, 187, 244, 245, 294], even post-GDPR [233, 265,
268], and had passed ethical or IRB review at different universities in the US, Eu-
rope, Australia, and at the NIST Human Subjects Protection Office. As such we
followed established research practice at the time, as well as sought consultation
and approval regarding the GDPR from two DPOs from different institutions,
who independently concluded the recruitment method to be covered by the
GDPR’s research privilege. In hindsight, we agree with participants’ and the
DPA’s concerns regarding GitHub recruitment, which is why we decided to fully
discuss our experience here. We consider this aspect of our work a valuable
lesson learned for the community in how legal or ethical assessment of estab-
lished study methods can – and should – evolve. We discuss the implications
for future work in more detail in Section 5.5.4.

We want to stress that all participants whose data is reported in this chapter
provided their information with informed consent, obtained both at the be-
ginning of the survey and at the end after debriefing about the study’s privacy
focus. The issue pointed out by the DPA lies with the recruitment method, not
with the data we received from the willing and consenting survey participants.

5.3.5 Data Analysis

Across all recruitment phases, 2,177 people opened the survey link, 667 pro-
ceeded past the welcome page, and 452 completed the survey.

Out of these, we removed 41 that had not seen Parts 3 and 4 due to a lack ofData cleaning
reported involvement, nine who selected contradictory levels of involvement,
and seven who provided multiple websites. To increase data quality, we exam-
ined participants’ response times. The average survey completion time was
20:42 minutes. We did not observe any suspicious patterns and thus did not
remove any answers. This left us with a total of 395 valid responses.

Two authors inspected all open-response “Other” answers and re-coded
answers thatmatched existing closed-ended options after discussion andmutual
agreement. For website analysis, one author inspected all provided URLs (Q2-0)
and removed all answers that were not URLs (e. g., “client confidential”) or could
not be resolved to a website.

Two of the authors applied thematic analysis [36] to the answers to open-Survey responses
ended questions. First they independently reviewed the data to identify recur-
ring themes and created individual codebook drafts for each question. Next,
they discussed these drafts and merged them into a first joint codebook. All
data was then jointly coded by both researchers, who discussed problematic
cases until an agreement was reached, which at times required refining codes’
definitions and scopes and, thus, revisiting previously coded answers.

We did not compute inter-rater reliability, as the number of responses was
small enough to not require splitting up between multiple coders [181]. Each
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open-ended response could be assigned one or more codes, as participants
often mentioned more than one relevant talking point.

To assess to which extent participants’ responses about websites’ integrated Website analysis
functionalities matched actual practice, we analyzed the provided websites with
OpenWPM [63]. As the amount of web tracking [48] and consent banners [114,
284] might be dependent on the visitor’s location, we performed OpenWPM
crawls simultaneously from vantage points subject to the GDPR (Frankfurt,
Germany), the CCPA (San Francisco, California, USA), and not subject to either
(Bangalore, India).

Previous work has found that only visiting the homepage of a domain does
not provide an accurate picture of a site’s tracking practices [280]. While there
are functionalities that result in the third-party service being accessed from all
subpages, such as web analytics or social media buttons in a sidebar, others are
only present on specific subpages. Examples include embedded maps on a com-
pany’s “About” page showing the company’s physical locations or contact forms
with a CAPTCHA on a “Contact” page. For this reason, we accessed the front
page for each provided URL, searched it for links to subpages, and visited up to
100 randomly selected unique pages, as recommended by Urban et al. [280].
For each page, we collected all HTTP(S) requests to determine the third-party
services used on the website and used the WhoTracks.me database [139] to cat-
egorize and map them to our functionality categories to allow for comparisons
between survey responses and website measurements.

Finally, we compiled metadata on the provided websites: top-level domains Website metadata
(TLDs), topic classification, and popularity. For classification we used McAfee’s
Real-Time Database [176] due to its extensive coverage [283]. Popularity was
assessed with the same Tranco ranking we used for website-based recruit-
ment. For websites hosted on platform subdomains (e. g., xxx.github.io,
yyy.herokuapp.com) we considered these as distinct TLDs and counted each
platform only once in our popularity statistics.

For data analysis wemainly rely on descriptive statistics because the variance Statistical methods
in response counts per website functionality would cause statistical tests to often
be underpowered. Where statistical tests are appropriate and possible we used
Fisher’s exact tests to check if differences between categories were significant
and corrected for multiple tests with the Benjamini-Hochberg procedure.

5.4 results

Our results show that, as in other domains, user privacy is rarely considered in
web development. Yet, we do find influence of regulators’ guidelines for some
types of functionality, and self-hosting is a prominently considered alternative
to third-party use. We also find a widespread lack of awareness that third-party
use implies transmission of IP addresses and device information to the third
party.

5.4.1 Sample

We first describe the sample of 395 participants and 361 websites they provided
to support the main part of the survey.
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5.4.1.1 Participant Demographics and Background

Table 5.1 summarizes participants’ demographics (Part 5 of the survey) andDemographic data
background in their work with websites (Part 1 of the survey, Q2-1, and Q2-
2). Participants predominantly identified as men (85.1%; Q5-2), are most
frequently in the 18–24 (33.4%) or 25–34 (30.6%) age ranges (Q5-1), and
the majority holds a bachelor’s degree (35.2%; Q5-3). Most reported degrees
(Q5-4) were in technical fields, with the most common non-technical degree
being in business/economics (10.4%). This is consistent with demographic
surveys of people working with web technologies, whose large majority are
men, typically in the 24–34 age range, holding a bachelor’s degree in technical
fields [50, 104, 254, 300].

Participants’ work with websites (Q1-2) was most frequently conducted inParticipants’
background a full-time position (41.8%), though freelancing and part-time employment

were also common, as was non-paid work (hobbyist 31.4%). In the last three
years, participants had mostly worked on 2–5 websites (43.8%; Q1-1). As
for previous experience with the ten website functionalities (Q1-3), all but
one participant reported at least one functionality, with a mean of 5.28 (SD
2.37, median 5). Experience with front-end programming or design libraries
(83.0%) and user login or authentication (80.5%) was most common, while the
fewest participants had worked with privacy plugins (29.9%) and advertising
(23.0%). Participants held on average 3.4 different website-specific roles (SD
2.58,min 1,max 13,median 3; Q2-1) andmost oftenworked as (web) developer,
programmer, or software engineer (85.3%). Other frequently reported roles
include administrator / web operator, user experience (UX) design, content
creator or contributor, and product or project manager. Most participants
worked alone (35.7%) or in teams of sizes 2–5 (35.7%) (Q2-2). Prior privacy
training (Q5-5) had been received by 42.0% of participants. The most common
resources of such training were self-study (38.6% of participants with training),
employer training, courses at a university or school, and other non-online
courses, including certifications such as Certified Information Systems Security
Professional (CISSP).
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Table 5.1: Participants’ demographics (Part 5 of the survey) and background (Part 1 of the survey, Q2-1,
and Q2-2). C indicates coded open-ended answers, M indicates multiple-choice questions
or multiply assigned codes for which (response) counts can sum up to more than 100%.
Percentage values are relative to the total number of survey responses (n = 395). For the coded
open-ended answers to the type of privacy training received (Q5-5; bottom left, indented list),
percentage values are relative to to the number of participants who indicated to have received
prior privacy training (n = 166).

Demographics n %

A
ge

18–24 132 33.4
25–34 121 30.6
35–44 76 19.2
45–54 30 7.6
55–64 20 5.1
65–74 5 1.3
75+ 1 0.3

G
en

de
rM Woman 40 10.1

Man 336 85.1
Nonbinary 4 1.0
Self-described 3 0.8

Ed
uc

at
io

n

No schooling completed 5 1.3
Some high school, no dipl. 14 3.5
High school graduate 57 14.4
Some college, no degree 39 9.9
Techn. / vocational training 13 3.3
Associate degree 5 1.3
Bachelor’s degree 139 35.2
Master’s degree 77 19.5
Professional degree 9 2.3
Doctoral degree 21 5.3
Other 4 1.0

Fi
el
d
of

D
eg

re
eM

Computer / information sc. 222 56.2
Mathematics 53 13.4
Engineering 89 22.5
Life sciences 19 4.8
Physical sciences 26 6.6
Social sciences 23 5.8
Education 19 4.8
Law 2 0.5
Psychology 5 1.3
Business / economics 41 10.4
Liberal arts / humanities 23 5.8
Art / music 10 2.5
Journalism 7 1.8
Vocational 3 0.8
Not applicable 24 6.1
Other 9 2.3

Pr
iv
ac

y
Tr

ai
ni

ng
C
,M

Yes 166 42.0

Self-taught 64 38.6
Employer training 39 23.5
‘Learning by doing’ 10 6.0
University / school 18 10.8
Online courses 11 6.6
Other courses 25 15.1
Professional network 7 4.2
Other 5 3.0

No 189 47.8

Background n %

#
W

eb
sit

es

1 18 4.6
2–5 173 43.8
6–10 107 27.1
11–25 47 11.9
26–50 29 7.3
51–100 10 2.5
> 100 10 2.5

Em
pl

oy
m

.T
yp

eM

Full-time employment 165 41.8
Part-time employment 49 12.4
Self-employed / freelancer 130 32.9
Intern 30 7.6
Student 15 3.8
Hobbyist 124 31.4
Unemployed 39 9.9
Retired 3 0.8
Other 6 1.5

Ex
p.

w.
Fu

nc
tio

na
lit

yM

Advertising 91 23.0
Analytics 215 54.4
Customer interaction 293 74.2
Embedded media 258 65.3
User login / authentication 318 80.5
Payment 129 32.7
Programming / design 328 83.0
Privacy popups / forms 118 29.9
Social media integration 204 51.6
Website protection 130 32.9

Ro
le
(s
)w

ith
W

eb
sit

eM

Product / project manager 136 34.4
Content creator / contrib. 142 35.9
Social media manager 51 12.9
Marketing 63 15.9
Sales 19 4.8
Quality assurance 93 23.5
User experience 162 41.0
(Web) developer etc. 337 85.3
Admin / (web) operator 194 49.1
Legal counsel 13 3.3
Data protection officer 43 10.9
Customer support/relations 71 18.0
Other 19 4.8
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5.4.1.2 Websites Provided by Participants

In Q2-0, we asked participants to provide a website they had recently worked on
that would serve as a reference for Parts 3 and 4 of the survey. Data cleaning left
us with 361 unique valid websites, for which we compiled descriptive statistics
shown in Table 5.2.

The most frequently occurring TLDs were .com, .org, and .de, followed
by domains associated with web development, such as .github.io or .dev.
Thematic classifications by McAfee were available for 264 (83.8%) domains,
the most common being Business, Internet Services, and Education / Reference.
141 registered domains (44.8%) appeared on the Tranco top 1-million list, with
a mean ranking of 104,767 (min 5, max 958,899, SD 168,620.3, median 46,695).
Overall we find that participants mainly reported international sites aimed
at providing services or information, but also a significant amount of smaller
and/or personal sites hosted on popular platforms and a multitude of other
thematic categories, creating a diverse sample of websites.

Participants named 72 different countries as the seat of the company behind
thewebsite (Q2-3). Coding of the open-ended answers toQ2-4 revealed that the
websites were mostly targeted at a global or multi-regional audience; Table 5.2
also lists the most popular individual target regions. Almost half of the websites
(44.8%) were reported not to have a website-specific revenue model (Q2-5).
On average they relied on 0.91 sources of revenue (SD 1.03, min 0, max 5,
median 1). Most common were products / services sold on websites (20.5%),
subscriptions / membership (17.5%), and revenue streams not explicitly listed
in Q2-5 (14.4%).
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Table 5.2: Statistics about the self-selected websites participants considered while answering the survey.
C indicates coded open-ended answers, M indicates multiple-choice questions or multiply
assigned codes or tags for which (response) counts can sum up to more than 100%. Statistics
in the left column are from Part 2 of the survey and percentage values are relative to the total
number of survey responses (n = 395). Statistics in the right column result from the analysis
of the website URLs provided by participants in Q2-0 and percentage values are relative to the
number of unique entered domains (n = 361).

Survey Responses n %

Te
am

Si
ze

I am the only team member 145 36.7
2–5 141 35.7
6–10 50 12.7
11–25 36 9.1
26–50 5 1.3
51–100 5 1.3
> 100 10 2.5
Don’t know 3 0.8

C
ou

nt
ry

of
W

eb
sit

e
H
Q

United States of America 70 17.7
Germany 46 11.6
United Kingdom 21 5.3
Russia 20 5.1
Brazil 18 4.6
India 15 3.8
China 13 3.3
Switzerland 12 3.0
Canada 11 2.8
The Netherlands 11 2.8
Other 154 39.0
N/A 4 1.0

Ta
rg

et
Re

gi
on

/A
ud

ie
nc

eC

Global 128 32.4
Europe 56 14.2
Multiple regions 30 7.6
United States of America 26 6.6
East Asia 17 4.3
Brazil 15 3.8
Southeast Asia 15 3.8
Africa 12 3.0
Russia / CIS 12 3.0
North America 11 2.8
Other 20 5.1
N/A 53 13.4

Re
ve

nu
e
m

od
el

M

Targeted advertising 32 8.1
Non-targeted advertising 22 5.6
Affiliate marketing / links 21 5.3
Donations 37 9.4
Subscriptions / membership 69 17.5
Sponsored posts / articles 22 5.6
Products / services on website 81 20.5
Other revenue streams 57 14.4
None / not applicable 177 44.8
Don’t know 5 1.3
Other 17 4.3
N/A 2 0.5

Website Analysis n %

To
p-

Le
ve

lD
om

ai
ns

.com 107 29.6

.org 30 8.3

.de 24 6.6

.github.io 19 5.3

.herokuapp.com 17 4.7

.dev 12 3.3

.net 11 3.0

.com.br 10 2.7

.ru 10 2.7

.io 7 1.9
Other 115 31.9

W
eb

sit
e
C
at
eg

or
ie
sM

Business 65 18.0
Internet Services 54 15.0
Education / Reference 38 10.5
Personal Pages 21 5.8
Software / Hardware 19 5.3
Interactive Web Apps 18 5.0
Blogs / Wiki 15 4.2
Marketing / Merch. 11 3.0
Finance / Banking 10 2.8
Online Shopping 10 2.8
Other 129 35.7
Uncategorized 48 13.3
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Table 5.3: Reported functionalities on websites (Q2-6; n = 395), participants’ involve-
ment with them (Q2-7; relative to “present”), and, based on that, how often
they were randomly assigned survey parts 3 and 4.

present Participants’ involvement assigned
selection integration maintenance none

n % % % % n

Advertising 67 44.8 46.3 32.8 26.9 25
Analytics 251 47.4 40.6 46.2 17.1 126
Customer Interaction 268 53.0 46.6 45.1 10.8 138
Embedded Media 248 55.6 48.0 45.2 9.7 141
Login / Authentication 265 48.7 41.5 40.8 17.4 137
Payment 101 43.6 40.6 29.7 26.7 37
Programming / Design 355 61.7 57.7 46.2 8.7 235
Privacy Forms / Popups 136 40.4 36.0 33.8 30.9 57
Social Media 186 53.8 44.1 40.3 16.7 101
Website Protection 187 51.3 39.0 39.0 24.6 70

5.4.2 Privacy Considerations in Selection

To find out if privacy played a role in the decision how to integrate a desired
functionality, we investigated what functionalities were present on participants’
websites, whether they were integrated via first- or third-party solutions, and
the underlying decision process, including considered alternatives, consulted
information sources, and the people involved.

5.4.2.1 Integrated Functionalities

In Q2-6 we asked participants which of the ten functionalities identified inSurvey responses
Section 5.3.1 were present on their website. Participants’ websites used on aver-
age 5.2 of them (SD 2.3, min. 1, max. 10, median 5). In its “present” column,
Table 5.3 lists how often each functionality was mentioned. The numbers show
that the reported prevalence of the functionalities differs greatly. Most com-
monly used were programming or design resources (355 / 89.9% of websites),
customer interaction tools (268 / 67.8%), and web analytics (251 / 63.5%).

To assess the number of third parties the websites actually use, we combinedWebsite analysis
the data collected from the three server locations (see Section 5.3.5) to ensure
that no configurations dependent on visitors’ IP address or region biased our
results. Out of 361 unique websites provided we were not able to access 10. On
average, each website contacted 6.2 third-party domains (min 0, max 144, SD
6.95, median 3) and 80 sites made no requests to third parties at all.

On 76 sites we observed third-party requests associated with functionality
whose presence had not been reported in the corresponding response to Q2-6.
The most common observation was a request to Google’s advertising domain
doubleclick.com (42 cases), followed by site analytics (14), CDNs (12), cus-
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Table 5.4: Measured prevalence of common third-party services used on 351 websites
compared to privacy-friendly alternatives.

Integration Solution n %

Analytics
Google Analytics 158 45.0
Google Analytics w/ IP anonymization 24 6.8
Privacy-friendly (Matomo/Piwik) 15 4.3
Only privacy-friendly 11 3.1

Video
YouTube 74 21.1
Vimeo 12 3.4
Privacy-friendly (YouTube-nocookie) 16 4.5
Only privacy-friendly 6 1.7

Maps
Google Maps 38 10.8
Privacy-friendly (OpenStreetMap) 3 0.9
Only privacy-friendly 2 0.6

Design
Google Fonts / Font Awesome 244 69.5
Privacy-friendly (3P-hosted) 6 1.7
Privacy-friendly (self-hosted) 86 24.5
Only self-hosted fonts 22 6.3

Programming
jQuery from CDN 72 20.5
Privacy-friendly (self-hosted) 138 39.3
Only privacy-friendly 101 28.8

tomer interaction (6), and embedded media (5). The rest belonged to other
functionalities not covered by the survey. The high prevalence of requests to
advertising domains despite the fact that developers had not reported the use
of advertising – confirmed by manual inspection – can be explained by third
parties loading additional services [280]. The majority of these requests went to
doubleclick.com, contacted by locally hostedGoogleAnalytics scripts. Other
cases involved social media bookmarking services like AddThis or ShareThis
that contact various advertising domains.

In the other direction, 136 responses reported functionalities for which
website analysis did not find obvious requests to matching third parties. The
majority of these cases concern scripts for customer interaction (64), embedded
media (70), or socialmedia integration (46). Besidesmethodological limitations
outlined in Section 5.5.5, the explanation was often that the functionality was
hosted locally, for example, via CMS plugins, as reported in Section 5.4.2.2.
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Last, we compared websites’ hosting strategies against privacy-friendlyPrevalence of
privacy-friendly

alternatives
recommendations [73]. Table 5.4 lists results for selected services. We found
that for many common third-party services like analytics, videos, and maps
the main strategy was to embed the well-known services. For example, 158
websites made use of Google Analytics, while only 15 used the privacy-friendly
alternative Matomo. Out of those 15 another 4 were found to be using both, for
example, on subsites. For more technical functionality like programming and
design resources we observed more variation in first- vs. third-party hosting.
While we found only six websites that used privacy-friendly font hosting sites
(such as Fork Awesome or Fontello [73]), 86 hosted additional fonts on their
own server. For the widely used web programming library jQuery the results
were reversed: The majority (138) self-hosted the script, while 72 used CDNs
to serve the files. Again there were sites that used both strategies, for example,
when a library was used multiple times by different components or plugins.

5.4.2.2 Prevalence of First-Party vs. Third-Party Solutions

Q3-2 investigated how the different functionalities were integrated intowebsites.
We focused on the hosting location (first-party solution, third-party software
installed locally on the first-party system, or third-party service remotely in-
cluded from vendor’s server). For embedded media and social media, we also
investigated (Q3-2c/2d) how remote resources were embedded into the website:
via self-written code, code provided by the third party, or an embeddingmethod
provided by another third party (such as social media plugins that support
multiple social media sites). Figure 5.2 shows the prevalence of each hostingLocal vs. remote

hosting and embedding type. For hosting (Figure 5.2 (a)) we observe that websites
predominantly self-host solutions for customer interaction (user comments,
contact forms, chat, etc.), privacy popups and forms, and embedded audio. Re-
motely hosted third-party solutions are dominant for analytics, payment, and
hosting of embedded video and map content, while prevalence of the different
hosting types was more varied in the other categories.

As shown in Figure 5.2 (b), remotely hosted media are typically embeddedEmbedding
mechanisms using the embedding code provided by the hosting service. Social media share

buttons and embedded feeds, whose functionality implies the requirement to
access an API provided by the social network, more or equally often use one of
the two third-party embedding variants. By contrast, buttons or links to the
website’s social media profiles, which do not trigger an action specific to the
social network, are more frequently integrated via first-party solutions.

Q3-2 also asked participants to specify which concrete service the websiteUsed third-party
services used. Coding revealed the following categories of functionalities to have a

clear market leader: advertising (Google Ads / AdSense / DoubleClick for
Publishers [63.6% of participants who used a third party and provided an
answer]), analytics (Google Analytics, 65.7%, followed by Matomo, 10.3%),
embedded videos (YouTube, 90%), embedded maps (Google Maps, 62.5%).
We observed a more varied use of third-party services for programming and
design resources (top 3: Bootstrap (18.2%), React (17.5%), jQuery (14.7%)).
For website protection, participants equally often mentioned web security
libraries, which they considered self-hosted third-party services, and Google’s
reCAPTCHA as the most popular remote third-party service (12.1% for both).
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Figure 5.3: Responsibility for selection: for participants involved in the selection of a
given functionality (Q2-7), their roles in relation to the website (Q2-1).

Overall, our findings match expectations: Third-party usage appears to be
more prevalent for website functionalities that (mostly) require third parties
to be involved, such as payment services or social media integration, or that
previous work has assessed to be complex to self-host or implement, such as
analytics or video and map resources [162]. As for the concrete third-party
services used, web tracking research has repeatedly identified Google’s services
to be the most prevalent third-party services on the Web [63, 139, 282]. Still,
we measured some efforts at privacy-friendly configuration of Google services.

5.4.2.3 Decision Process

Next, we investigated how people had arrived at these solutions to integrate
different website functionalities.

people involved in the selection process We learned about who
was involved in the selection process in two ways. For participants involved in
the selection of how to integrate a functionality (Q2-7), we evaluated their roles
with regard to the website (Q2-1). Figure 5.3 shows that across all categories,
people involved in selection predominantly had technical roles. For given roles
we also observed higher involvement in the selection of functionalities that
closely relate to that role, such as customer support for customer interaction or
sales for advertising. Q3-8 asked participants not involved in selection who had
made that decision, with results shown in Figure 5.4. Here participants most
frequently referred to developers, with the notable exception of privacy popups
or forms, for which the decision often lay with the legal team, data protec-
tion officers, or management. This is also the functionality where participants
reported the lowest involvement rates (see Table 5.3).
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resources used for selection Across all categories, participants
mainly relied on official websites and documentation to select how to integrate
a given functionality (Q3-6); also frequently named were the website’s team,
online articles, and forums. The same information sources were reported as
most commonly consulted in the selection of ad networks formobile apps [183].
Also confirming the findings of previous work [15, 183], terms of service or
privacy policies were rarely consulted, except for payment, privacy plugins, and
advertising (16.7% for each). Figure 5.5 has detailed numbers. This suggests
that not even functionality where people directly enter sensitive information,
such as customer interaction, prompts developers to look up a third-party
service’s data processing practices. This could be due to the complexity and
length of these documents, which reinforces the need that third-party services
present their key privacy practices in a condensed, easy to understand, and
accessible form [15].

reasons for the selection of existing solutions Coding of the
open-ended answers to Q3-3 identified reasons why the respective integration
solutions had been selected for each functionality. Figure 5.6 investigates the
reported reasons for twomutually exclusive groups: purely self-hosted solutions,
whether first-party or via a locally hosted third party, where collected data is
expected to stay on the website’s host system, vs. solutions that only rely on
remote third-party hosting and thus can involve information being sent to a
third-party server. Figure 5.6 (a) shows the prevalence of each code for each of
these integration types, aggregated across all functionalities. We find that the
most prevalent decision factors for either integration type are ease of integration
and features, though these play a bigger role in the adoption of pure third-party
solutions. The “Other” category mainly comprises generic answers such as “I
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Figure 5.5: Resources used to select how to integrate a website functionality (Q3-6).
Numbers are relative to the people involved in selection of the respective
functionality, shown in the x-axis labels.

just like it” (P323-Social) or “it’s the best” (P188-Login), which explains its
relatively high prevalence.

Beyond these general factors for adoption, we observed that some mainly
occurred for certain functionalities, such as revenue for advertising, legal con-
siderations for privacy popups or forms, security for login / authentication,
familiarity for programming / design and analytics, and popularity for payment.
Privacy considerations were rarely mentioned, except for analytics (“I wanted
something very minimalistic, non-intrusive” [P353-Analytics], “I care about
users [sic] privacy” [P83-Analytics]). These observations confirm findings in
the mobile space that third-party adoption is driven by the goal to save time
and effort through code reuse [233] and additionally finds that these factors can
fuel the reasoning both for or against third-party use and there are differences
between functionalities.

consideration of alternatives Participants involved in the selec-
tion of a functionality were asked in Q3-4 whether they had considered alter-
natives to their chosen integration solution. Figure 5.7 shows that across all
categories, this was answered negatively by a large share of participants, from
16.7% (advertising) to 50.7% (analytics). A similarly low rate was reported
in the work of Mhaidli et al. [183], who found only two out of nine interview
participants to have made some effort in considering and comparing different
mobile ad networks before settling on one. Rather, participants were found
to select a network based on some “vague awareness” of what was popular
and commonly used with good experience. We found similar sentiments inAlternatives for

hosting our data for functionality with a clear market leader, notably the prevalent
use of analytics, for which the outstanding popularity of Google Analytics
was confirmed by our measurements (see Table 5.4). The answers to Q3-2
suggest that people consider it the “default” solution and do not even think
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Figure 5.6: Reasons why a given website functionality was integrated in a certain way
(a) and why alternatives were considered (b) or not (c), aggregated across
functionalities.

about possible alternatives. Except for payment, which is only practical with
the involvement of third parties, most considered alternatives were first-party
solutions, even for functionalities considered difficult to self-host such as video
content or (targeted) advertising [162]. This could again hint at people rarely
choosing between different third-party services but rather deciding between
either self-implementing a functionality or using a specific third-party service.

For embedded and social media, participants also had the option to indicate Alternatives for
embeddingwhether they had considered embedding mechanisms from other sources. Of

the 62 people who had been asked this question for social media integration,
12 (19.4%) had considered using code provided by the social networks and
4 (6.5%) had considered code by another third party. The embedded media
category was shown to 86 participants, 9 of whom (10.5%) had considered
self-written embedding code, 3 (3.5%) code provided by the resource-hosting
third party, and 4 (4.7%) code by another third party.

As for the reasons why alternatives were considered or not (Q3-5), Figure 5.6 Reasons (not) to
consider alternativesin (b) and (c) investigates this for self-hosting vs. pure remote third-party use.

We observe that, like for the selection of the current solution (a), ease of inte-
gration is a prominent factor to both consider and not to consider alternatives.
Somewhat unexpectedly, for pure use of third parties this reason and resources
appear to be factors to research rather than to not consider possible alternatives.
This could hint towards users of third-party services not always being content
with what those offer and decision processes to be complex. However, the most
important factor not to consider alternatives appears to be familiarity with
the selected solution, for self-hosted solutions even more so than for use of
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Figure 5.7: Alternatives considered (Q3-4) for the hosting of different types of website
functionality. Numbers are relative to how often the question was displayed
(see survey logic in Appendix A.2). All n values are shown in the x-axis
labels.

remote third-party services. The “Other” responses to this question mainly
comprised satisfaction with the current solution, low priority of the respective
functionality, or mere statements that it was unnecessary to look for alternatives
(“It wasn’t required” [P316-Privacy]; “The first way worked” [P241-Analytics]).

5.4.3 Privacy Considerations in Integration

Beyond the selection phase, we investigated participants’ privacy practices in
the stage when the selected solution was actually integrated into the website.
We asked participants for the resources they had used for integration and if they
had made any specific efforts to protect visitors’ privacy in the configuration of
the integrated solution.

resources used for integration Figure 5.8 shows that the answers
to Q3-7 paint a similar picture as the resources for selection (Q3-6). Again, the
main sources of information were official websites / documentation and the
website’s team. Online articles and forums were less frequently used for actual
integration compared to the selection phase. Terms of service and privacy
policies again were rarely consulted. Though not directly comparable in answer
space, the 20% of privacy plugin users who consulted terms of service or a
privacy policy are in the same dimension as the legal information sources used
to integrate consent forms for advertising in mobile apps [265] (14.1% for
“Legal policies (e. g., GDPR)” and 9.9% for “legal teams”).

privacy protection efforts Q4-2 asked participants if they had em-
ployed specific measures to protect website visitors’ privacy when configuring
their solution to implement a functionality. Answers did not vary significantly
across functionalities (p > 0.05, Fisher’s exact test). For all of them, about a
quarter of participants reported to have employed privacy protection mecha-
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Figure 5.8: Resources used in the integration of a website functionality (Q3-7). Num-
bers are relative to the number of people involved in integration or mainte-
nance of the respective functionality, shown in the x-axis labels.

nisms, another quarter stated to not have used them, about one third did not
know, and the rest did not provide an answer.

Table 5.5 shows what privacy protection efforts participants reported to have Types of privacy
protection effortsmade in the configuration of their solution. Participants frequently referred to

data minimization (“I don’t really collect user information, and when I do, I
keep it to a minimum to get the job done” [P361-Programming]) and secure
transfer (“encryption and [TLS]” [P84-Interaction]). Another prominent theme
in the answers was first- vs. third-party selection, including self-hosting as a
means to protect visitors’ privacy (“Remove tracking from social media buttons
by replacing them with a similar button” [P385-Social]), careful selection of the
third party with privacy in mind (“I chose a font service that I believed would
respect user privacy” [P136-Programming]), and using settings offered by the
third-party service to collect less data. Prominent themes in individual cate-
gories are security for login / authentication (32.5%) and customer interaction
(28.1%); anonymization, data minimization (22.2% for both), and third-party
settings (30.6%) for analytics. The explanation for the repeated occurrence of
security mechanisms, including access control, is that developers often conflate
privacy with security [108, 269].

Across all categories, only 24 answers to Q4-3a also explained the moti- Reasons to protect
visitor privacyvation behind the measures to protect visitors’ privacy. 20 named regulatory

requirements mostly from privacy law but, in the case of payment providers,
also due to industry regulations. Two participants mentioned an unspecified
“requirement” for analytics and another two a self-commitment to privacy (for
analytics and social media).

Table 5.6 shows the reported reasons not to make privacy-protecting config- Reasons not to protect
visitor privacyurations. Most frequently, the solution was perceived not to collect any personal

data, which was especially prevalent for programming / design (39.1%; “be-
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Table 5.5: Privacy protection efforts (Q4-2) reported by participants involved in inte-
gration or maintenance of a functionality, across all integrations (n = 224).

Code Definition Examples n %

No personal
data

No personal data is collected. “No user data is logged” (P337-
Analytics), “No personal data is stored”
(P46-Interaction)

9 4.0

Data
minimization

Only the necessary personal data is col-
lected; data collection is as minimal as
possible.

“limited data retention” (P130-
Protection), “only what we need”
(P1178-Analytics)

38 17.0

Self-hosting Services are self-hosted; all data stays
within the respective organization.

“No external service used” (P190-
Privacy), “Coded [it] myself safely”
(P221-Social)

19 8.5

3P selection Third-party services are carefully se-
lected; there was a conscious decision
for/against certain third parties.

“Remove GA :)” (P30-Analytics), “non-
Google CDNs” (P855-Programming)

17 7.6

3P setting Third-party services are configured in
ways that increase privacy, e. g., by lim-
iting the amount of collected data, en-
crypting data etc.

“use the no-cookie option” (P212-
Embedded), “anonymize IP on [GA]”
(P1256-Analytics)

26 11.6

User consent Users were informed that their data
would be available to third parties and
gave their consented to this data pro-
cessing before the functionality was
loaded.

“I put them in containers [...] only exe-
cuted after consent” (P214-Ads)

14 6.3

Transparency Privacy policies or similar information
on data practices are available to users.

“privacy policy” (P535-Ads), “we
follow our privacy policy” (P66-
Interaction)

4 1.8

Data access The access to the data/server is limited;
access is controlled.

“access to specific users” (P955-
Programming), “don’t pass any user
data” (P191-Embedded)

18 8.0

Anonym-
ization

Data is anonymized and cannot be
used to identify certain individuals.

“anonymus [sic] identifiers” (P288-
Analytics), “obfuscate user ids” (P917-
Interaction)

12 5.4

Security Security practices to avoid known at-
tacks or vulnerabilities (e. g., to avoid
XSS) are in place, that increase privacy
by decreasing the probability of data
leaks.

“HTTPS” (P855-Login), “password
hash” (P619-Login), “encryption”
(P1091-Interaction)

34 15.2

Other Other concrete reasons not covered by
the codes above.

“too many to list” (P163-Login), “look
through the [...] source code” (P695-
Embedded)

46 20.5

No answer The participant did not provide an an-
swer to the question, either by filling
in nothing, something incomprehensi-
ble, or not providing an answer to the
question.

Nothing entered, “1.?????????” (P352-
Login), “Don’t know specifics” (P53-
Social)

29 12.9
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Table 5.6: Reasons not to make any specific effort to protect visitors’ privacy when
integrating or maintaining a functionality, across all integrations (n = 263).

Code Definition Examples n %

No data
collected

The solution does not collect any per-
sonal data, so there is no need for pri-
vacy protection.

“no tracking involved” (P213-
Protection), “nothing is saved”
(P247-Programming)

58 22.1

Data
minimization

Only strictly necessary data is col-
lected, so there was / is no need for
privacy protection.

“We don’t ask for anything beyond
email address and name” (P44-
Interaction)

8 3.0

Self-hosting The service is self-hosted, and there is
no need for additional measures as ac-
cess is limited and no external services
are involved.

“system is on-premise” (P201-
Interaction), “own code without
tracking” (P264-Social)

15 5.7

Trust in 3P Trust in the third party to employ ade-
quate measures to protect visitors’ pri-
vacy.

“The service I used [...] handles secu-
rity” (P380-Payment)

30 11.4

Impossible Data collection cannot be controlled
or limited, it is impossible to increase
privacy.

“no configuration options” (P11-Ads),
“we are not developing it” (P32-
Protection)

23 8.7

Website
purpose

The website’s purpose makes privacy
protection unnecessary, e. g., because
its main content is only accessible in a
logged-in state.

“Internal use only” (P95-Login), “page
is not ready yet” (P361-Programming)

26 9.9

Priorities Functionality (by adding third party
services) has a higher priority than in-
creasing privacy by avoiding these ser-
vices.

“We [use] analytics to track users.
That’s the opposite of privacy” (P290-
Analytics)

6 2.3

Payoff Privacy measures include too much ef-
fort in terms of, e. g., workload, cost,
time.

“It’s more work” (P132-Analytics),
“won’t pay back” (P324-Privacy)

5 1.9

Unnecessary It is not necessary to increase privacy.
Answers with this code include no ex-
planation, but often indicate a lack of
awareness, care, or external require-
ments.

“Why should I” (P439-Social), “no
need” (P63-Interaction), “Didn’t have
to” (P353-Programming)

38 14.4

Lack of
knowledge

Participants are not able to adjust set-
tings due to, e. g., a lack of knowledge
or skill with the service.

“I can’t understand whole of what [GA]
collect[s]” (P382-Analytics)

2 0.8

Other Other concrete reasons not covered by
the codes above.

“Its just a frontend library” (P338-
Programming), “Existing solutions sat-
isfies” (P282-Programming)

16 6.1

No answer The participant did not provide an an-
swer to the question, either by filling
in nothing, something incomprehensi-
ble, or not providing an answer to the
question.

Nothing entered, “prefer not to say”
(P91-Ads)

48 18.3



114 considerations in third-party adoption by websites

Adver
tisi

ng (
10

)

Cust. 
Inter

act
ion (4

6)

Embedded M
edia (

72
)

Progra
mming (

12
8)

Priv
acy

 (1
2)

Protec
tio

n (3
3)

Analy
tic

s (9
6)

So
cia

l M
edia (

33
)

Paym
en

t (2
6)

Login
 / A

uth (6
0)

functionalities

Financial

Health

Contact info

Location

Demographic

Personal IDs

Online activity

User profile

Social media data

IP addr./device ID

Cookies/tracking

Device info

da
ta

 ty
pe

s

0.00 0.04 0.03 0.03 0.00 0.03 0.02 0.06 0.62 0.00

0.10 0.02 0.00 0.01 0.00 0.03 0.00 0.00 0.00 0.00

0.10 0.46 0.19 0.20 0.17 0.12 0.16 0.21 0.62 0.58

0.50 0.22 0.38 0.11 0.17 0.15 0.59 0.24 0.42 0.08

0.70 0.15 0.15 0.11 0.08 0.09 0.25 0.18 0.08 0.15

0.10 0.04 0.04 0.05 0.08 0.03 0.04 0.03 0.12 0.03

0.80 0.30 0.35 0.17 0.33 0.33 0.82 0.24 0.08 0.13

0.10 0.11 0.18 0.12 0.17 0.09 0.15 0.18 0.23 0.40

0.30 0.13 0.18 0.06 0.00 0.09 0.16 0.27 0.04 0.10

0.70 0.33 0.46 0.16 0.25 0.42 0.54 0.30 0.42 0.28

0.70 0.33 0.36 0.17 0.83 0.39 0.55 0.36 0.42 0.38

0.80 0.35 0.47 0.26 0.42 0.39 0.81 0.45 0.27 0.32
0.00

0.15

0.30

0.45

0.60

0.75

Figure 5.9: Percentage of third-party-using participants (n values next to functionality
labels) who thought what types of personal data the service collected (Q4-
1). Values are relative to the number of third-party users for the respective
functionality, provided next to the x-axis labels.

cause the third party does not collect anything” [P109-Programming]), embed-
ded media (18.6%), and social media (34.8%); in the latter case, the responses
often referred to first-party integrations of profile buttons or links (“they’re just
links” [P98-Social], “simply images, wrapped in anchor tags” [P289-Social]).
Other prominent themes were trust in the third party to adequately protect
users’ privacy (“I thought the default setup already protects the visitors’ pri-
vacy enough” [P243-Analytics], “I trusted [Cloudflare] to not collect excessive
information” [P321-Protection]) and the perception that it was impossible to
do anything about collected data (“there is nothing I can do in GA to change
the data Google collects” [P396-Analytics]), particularly for analytics (27.6%).
Trust in third-party vendors and the perceived inability to do something about
the data collection were also recurring sentiments in why developers of mo-
bile apps stick to a service’s default configuration [183]. Finally, some answers
simply deemed privacy protection unnecessary (“I don’t care about privacy
because ‘data is king”’ [P295-Payment]), prominently for programming / design
(39.1%) and embedded media (18.6%).

5.4.4 Awareness of Third-Party Data Collection

Q4-1 more closely investigated the assumed lack of awareness of third-party
data collection. For the third-party users of each functionality (as by Q3-2),
Figure 5.9 shows the percentages who thought that the service collected specific
types of data.

We observe that participants had a solid understanding of data collectionTypes of data
presumed to be

collected
implied by a service’s core functionality. For example, a majority of participants
reported that third-party privacy popups or forms collect cookies, that payment
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services require contact and financial information, or that advertising and
analytics collect device information and user online activities.

However, beyond this, participants’ understanding of data collection was
limited. This is especially evident in the case of IP addresses and device informa-
tion: As HTTP(S) requests to a remote resource involve transmission of a user’s
IP address and user agent, this information is always available to the third party.
More indirect is the opportunity for the third party to derive additional infor-
mation via the collected technical parameters, such as tracking users across
sites that use that service and learning about their browsing behavior. It appears
that many participants embed third-party software and either do not know or
are uncertain of the true extent of data collection by the third party.

This is supported by the responses to Q3-9 that let participants rate the Satisfaction with
solution’s privacyintegrated solution with regard to different metrics. Between 48% (advertising)

and 75.71% (website protection) of participants reported to be Satisfied or Very
Satisfied with the privacy offered by their integrated solution, while only up to
8.73% (analytics) expressed some degree of dissatisfaction. This suggests that
data collection by third parties is often either accepted or unknown.

5.5 discussion and limitations

Our findings provide insights into how web developers and people in similar
roles select how to integrate a desired functionality, configure the selected so-
lution, and if they are aware of the privacy risks associated with third-party
services. For selection, we find the prevalence of third-party use to vary by
functionality. In configuration, specific efforts to protect website visitors’ pri-
vacy mostly appear to be made if mandated by technical guidelines on privacy
law. Based on these findings, we discuss the need to raise awareness of the
privacy risks of third-party use on websites and to promote adoption of privacy-
friendlier alternatives. On the methodological level, our work is a case study
for how the perception of research methods previously deemed acceptable can
change over time. We conclude this section by discussing limitations of our
findings.

5.5.1 Lack of Awareness of Third-Party Data Collection

Our research confirms the previously suggested lack of awareness [73] to what
extent the use of third-party functionality on websites can pose risks to visitors’
privacy. While developers appear to be aware of data collection closely tied
to the main purpose of a third-party service, they often seem to not know or
ignore the possibility that their visitors’ personal data could be collected for
other purposes or simply trust the third-party service not to collect data or to
employ adequate privacy protection.

For analytics, our results hint at a somewhat higher privacy awareness than Legal requirements
and guidelines as
drivers of privacy
protection

for other functionalities. This could be due to data collection simply being the
main objective of web analytics or due to prominent and recent guidelines
on GDPR-compliant use of web analytics [145, 263]. Similarly, concrete legal
requirements in Article 5(3) of the ePrivacy Directive have led to the adoption
of privacy notices and forms, while developers appear to find it difficult to
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implement the more generic “data protection by design” approach promoted
by the the GDPR or the NIST Privacy Framework [191]. Public discussion and
additional guidelines could help raise awareness for the privacy risks of other
types of third-party services on websites and provide guidance how to opera-
tionalize “privacy by design” for website development and integration, ideally
addressing a wide range of website-related roles.

Measures to raise awareness would also need to communicate risks beyond
the immediate control of developers, as third-party services often connect
and share data with each other without users’ knowledge, which leads to vast
networks of third parties [118, 282]. Similarly in need of communication are
different understandings of the sensitivity of the data collected in other contexts,
such as IP addresses.

Referring developers to a service’s privacy policy is insufficient to com-Aid through
development tools municate its privacy risks. While privacy policies can be expected to contain

information about the data collected by a third-party service, our results con-
firm previous work [15, 183] in that they are rarely used when selecting or
configuring services. This is unsurprising given that privacy policies are notori-
ously hard to understand, and the GDPR, a law pursuing greater transparency,
has even led to an increase in the length of online privacy policies [52]. In the
mobile ecosystem, Apple’s and Google’s app stores have recently introduced
additional aids in the form of privacy labels for mobile apps [9, 88]. With web
development not taking place inside such a closed ecosystem, there are no
centralized platforms developers could turn to for advice and comparison of
different services that integrate a given functionality. For those who use com-
mon CMSes, their plugin repositories could introduce similar labels, placing
privacy information more prominently than in a legal document. Alternatively,
IDEs [158] and CMS editors could help assess the number of third-party requests
in website code or problematic configurations for popular services and display
advice.

5.5.2 Promoting Privacy Engineering

Our work confirms earlier findings from the mobile ad ecosystem that devel-Developers’ decisions
matter opers often feel resigned and unable to effect change in a third-party ecosystem

governed by the exchange of revenue or functionality for access to website
visitor’s personal information: Previous work found sentiments that users’ per-
sonal data would be collected by platforms and vendors, irrespective of the
developer’s decisions [183], and both developers [183] and third-party ven-
dors [267] deem the respective other party responsible for the protection of
users’ data. One option to break this cycle of blame and instigate change would
be to encourage developers that they can indeed make a difference through
privacy-conscious integration of functionality [183]; after all, it is developers
and end users that made these vendors that prevalent and powerful through use
and promotion of their services. While in the past it was often browser vendors
and developers of privacy-enhancing extensions who fueled advancements in
website visitors’ privacy, such as the option to block third-party cookies, rele-
gating privacy protection to the browser comes at the risk of breaking websites
and could overwhelm users with configuration options and prompts. Thus,
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promoting privacy-by-design with website creators would be a more holistic
approach that can ensure that privacy is considered from the beginning of the
web development process, desired website functionality works as expected, and
the burden is not placed on website visitors. A website that practices data mini-
mization and privacy by design could even render annoying consent notices
unnecessary for the benefit of both websites and visitors.

We found notable involvement of data protection officers or legal experts Considering privacy
throughout the
development process

only for privacy popups or forms, i. e., functionality added for the administra-
tion of a website’s existing data processing practices. This could be an indicator
that privacy is still regarded as something to be “added later” instead of being
considered throughout the development process. Moreover, web development
is often done in small teams or by single persons without a privacy professional
at hand. When the decision is in the hands of developers and made in early
stages of the development process, our results show that ease of integration and
familiarity with solutions are the driving factors for adoption.This does not nec-
essarily mean that developers do not care about privacy, but it is simply not an
important concern given deadlines and limited resources in small teams [166].
While at the beginning of development it is often unclear what user data the
final (web) application will need [15], this does not preclude the involvement
of privacy considerations from the beginning. Iterative privacy impact and
risk assessment processes that continuously evaluate functional requirements
against privacy implications could help ensure that the desired functionality
is implemented using the least amount of personal data, thus complying with
frameworks that follow a data-minimization or privacy-by-default approach.

5.5.3 Promoting Privacy-Friendlier Alternatives

While advice to self-host [216, 225] or use privacy-friendly alternatives to pop-
ular third-party services [73] has increased in recent years, we found that only
few participants heeded such advice. Others reported not to know alternatives
to the used solution or did not have the time or resources to look for them. This
should be interpreted as a challenge to better promote privacy-friendly alter-
natives for both the developers of these services and the privacy and security
research community at large.

We found ease of integration, features, and cost to be among the most fre-
quently reported factors that cause developers to adopt a certain solution –
requirements currently easiest to satisfy by a service made available free of
charge that instead relies on monetization of visitor data. It remains a major
challenge to reconcile the demand for usability, features, and lowest possible
cost if monetization of visitor data is not an option.

On the configuration level, privacy-friendlier options do exist but are often Enforcing
privacy-friendly
defaults

hidden or obscured by dark patterns [266]. For example, YouTube’s setting
for “privacy-enhanced mode” is only revealed when one scrolls down in the
“Embed” dialog while the standard embed code is directly visible, and the
documentation [100] only describes the standard embedding method in its
main body of text and hides “privacy-enhanced mode” under an accordion
menu. Vendors could encourage use of the privacy-friendly configuration by
making it more prominent or even the default, though there is no incentive
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for this if the service’s business model is based on monetization of personal
data, as is often the case with third-party services offered free of monetary cost.
Privacy laws and court rulings were identified as drivers of privacy-related
settings in ad networks [267], analytics services [198, 217], and cookie consent
notices [69]. Thus, public policy measures and regulatory guidance could go
one step further and require vendors to make the privacy-friendly option the
default.

5.5.4 Methodological Implications

Section 5.3.4 described how recruitment via email addresses in public GitHub
commit metadata came under the scrutiny of our state’s data protection author-
ity. Here we would like to discuss what part of the process had raised concerns
with the DPA, what this means for future recruitment in privacy and security
research, and what researchers could do in advance to decrease the likelihood
of facing similar problems.

5.5.4.1 Recruiting Developers on GitHub

Email recipients who asked how we found their email address on GitHub oftenVisibility of email
addresses on GitHub pointed out that they had set their email address to “private” on their GitHub

user profiles. While this setting hides the address from the public profile, it
does not affect the visibility of the email address in commits to public GitHub
repositories. Any given commit into a public repository has a corresponding
*.patch file, available at https://github.com/<user>/<repository>/
commit/<commit_hash>.patch. The second line in this file shows the author
of the commit, along with their email address. This is due to the core concept
behindGitHub’s public repositories, where all commits, includingmetadata, are
public. The documentation [95] describes how users can configure Git(Hub) to
use theirGitHub-provided “noreply” email address, whichwill remove their real
email address from the commit metadata but still associate their contributions
with their GitHub account.

Email feedback showed that many GitHub users are not aware of these me-
chanics and settings. This was also the issue at the core of the DPA’s assessment,
which argued that GitHub users pushing commits into public repositories
did not expect to be contacted via their commit email addresses for the pur-
pose of scientific research, and this lack of awareness constituted a legitimate
interest of the user that outweighed public interest in scientific research. In
addition, users of GitHub’s API are bound by GitHub’s terms of service and
privacy statement [93]. GitHub’s privacy policy considers a user email address
public information (unless made private as described above) but proceeds to
limit its use “for the purpose for which [the] user authorized it” [94]. Following
the DPA’s argument, this likely does not include being contacted for the purpose
of participation in scientific research. It remains for the community to decide
what influence such company policies should have on the question of what is
considered ethical in privacy and security research, and, looking further ahead,
how to handle company policies on data use that contradict what is permissible
under applicable law.

https://github.com/<user>/<repository>/commit/<commit_hash>.patch
https://github.com/<user>/<repository>/commit/<commit_hash>.patch
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For future recruitment of study participants we recommend, as also sug- Recommendations
gested by the DPA, to only use contact information that has visibly been made
public by the individuals themselves with the intention of allowing the general
public to contact them. GitHub’s email address mechanics and users’ lack of
knowledge about them had neither been mentioned nor addressed by previous
work that used public GitHub repositories for recruitment. We hope that our
experience can inform the ongoing debate about ethics in privacy and security
research and the search for alternatives to reach diverse sets of developers in a
reliable, ethical, and affordable way.

5.5.4.2 The Need for A Priori Community-Based Ethics Review

It has long been best practice in human subjects research to obtain prior Shortcomings of IRB
reviewreview via an institutional review board (IRB) or a similar entity to ensure that

participation in the study does not cause undue harm to humans. However,
in practice, many institutions, especially outside the US, do not have such a
review board, or review is not always mandatory, as was the case for our study.
But even if prior IRB review had been available, it remains doubtful whether it
could have prevented the complaint to the DPA. The main goal of IRB review is
to ensure that a study complies with human subjects regulations, not to provide
a comprehensive ethics and legal assessment. In fact, we took additional steps
to get GDPR assessments from our institutions’ DPOs before running the study.
The challenge is that in privacy and security research, a deep ethics and legal
review would often require specific technical domain knowledge (e. g., GitHub’s
handling of commit email addresses), associated risks, and their legal evaluation.
These are aspects that are often not covered by IRB guidelines or boardmembers’
background due to their differing function. Legal assessment in particular can
be subject to rapid evolution through new laws and court rulings, requiring
involvement of legal experts who keep up with this constant change.

Recently the privacy and security research community has identified this Timing of ethics
reviewneed for thorough ethical review and multiple venues have set up ethics com-

mittees that can be involved in the review process if a submission raises ethical
concerns with reviewers. This work went through this very process, and we
highly value the thorough ethics review we received, which concluded that we
adequately addressed our study’s ethical implications.While ethical review after
submission is an important step in ensuring that published privacy and security
research did not cause undue harm to the people whose behavior and systems
were studied, it effectively comes too late, at a time any potential harm would
have already been caused. Hence, the community needs to consider how to
provide ethical guidance before potentially harmful research is carried out, for
example, by means of a “standing ethics review board” of expert volunteers that
can complement institutional review in the study design phase. Such a priori
ethics review would (1) help prevent unethical privacy and security research
before it occurs, (2) provide researchers with experience and confidence in
how to address ethical implications, and (3) minimize the sometimes arbitrary
and ad-hoc assessments of a study’s ethical implications by reviewers. An exist-
ing example is the Tor Research Safety Board [273]; providing committees of
domain experts that cover the whole privacy and security field would pose a
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major challenge. Hence, such a priori review would not have to be mandatory
for all submissions but could become a valued community resource.

5.5.5 Limitations

Due to the complexity of web development and the nature of online surveys,Participant sample
our study has some limitations. First, we aimed to recruit a diverse participant
sample and we are confident that it provides a wide range of perspectives on
third-party adoption but may not include every type of website or third-party
user. Websites and third-party services are not easy to categorize, and therefore
participantsmight have interpreted our categories differently (see Section 2.1.5).
However, we provided examples and aimed for a sensible compromise between
lengthy explanations and too much room for interpretation.

Second, a limitation of any survey is self-reported data. We cannot verifySelf-reported data and
lack of compensation to what degree participants were actually involved with the provided website

or if they consistently answered for the same site. Analyzing self-reported
information is common in research involving developers [1, 183, 213, 245],
and manual inspection of survey responses suggests that participants answered
consistently. Our survey was voluntary and uncompensated, which might have
introduced bias, especially since experts tend to be well-paid and hard to
reach. However, previous research found a lack of compensation to yield higher
motivation or engagement in developer studies [1, 2, 102, 187].

Further limitations apply to our website analysis. As data collection tookChanges on websites
multiple weeks, it is possible that in some instances websites changed between
participants’ responses and website analysis. Additional discrepancies might
have been introduced due to our categorization differing slightly from Who-
Tracks.me, third-party vendors using the same domain for multiple services,
or participants not knowing or naming the functionalities on their website.

5.6 conclusion

In this chapter, we reported findings from an online study with 395 people
involved in website development or maintenance on how common website
functionalities are implemented, in particular whether third-party services are
used and if and how respective privacy implications have been considered.

While we observe that the selection process is influenced by a variety of
factors, we find that often factors such as a third-party service’s popularity
and ease of integration fuel adoption decisions. By contrast, website visitors’
privacy only plays a notable role in web analytics, a functional category which
has been explicitly addressed by data protection authorities. If alternatives are
considered, the decision tends to be between a first-party integration and a
specific third-party service, rather than between different third-party vendors.

Except for privacy popups and forms, data protection officers and legal
counsels are rarely involved in the decision processes that lead to the integration
of third-party services into websites despite potential privacy implications. As a
potential reason we identified a widespread lack of awareness of data collection
through third parties, especially regarding the transmission of IP addresses and
device information, which can allow the third party to track people’s browsing
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behavior. Regulators and the research community are encouraged to raise
awareness of the privacy implications of third-party use and find ways to assist
website creators with privacy-friendly integrations.





6NOT I FY ING WEBS I TE S ABOUT NONCOMPL IANCE
WITH THE GDPR

6.1 introduction

The GDPR coming into effect has demonstrated that the adoption of new regu- Slow implementation
of legal requirements
in practice

lations and guidelines in practice is often slow, as shown in Chapters 3 and 4 for
the integration of consent on websites and in Chapter 5 for the privacy-friendly
selection and configuration of third-party services to implement the GDPR’s
“data protection by default and by design” principle. Our findings are supported
by related work conducted around the same time that identified widespread
deficits in the correct implementation of key GDPR principles including con-
sent [174, 195, 234], transparency [163], and data subject rights [281]. While
the last few years (as of November 2022) have seen increasing numbers of cases
that resulted in fines being imposed under the GDPR [40], a lack of monetary
and human resources continues to pose a problem in large-scale enforcement of
privacy laws [111, 262]. Paired with the fact that web privacy research has been
identifying privacy issues on websites at scale for years, this raises the question
if and how the scientific community could aid regulators in identifying and
remediating website behavior that violates privacy law.

One promising means for privacy and security research to help increase Notification
campaigns to help
raise awareness

GDPR compliance on the Web are large-scale email notification campaigns.
Informing the operators of affected websites could help raise awareness of prac-
tices that do not comply with privacy law and encourage operators to fix the
issue before they are subject to GDPR-mandated fines. Such notifications have
been repeatedly used by security research over the last decade to raise aware-
ness and motivate fixes of diverse issues including Heartbleed [59], Cross-Site
Scripting (XSS) [260, 261], DDoS amplifiers [146, 299] and potential information
leaks [157, 167]. If this approach turns out to also be viable for notifications
about privacy compliance violations, this could take the burden off data pro-
tection authorities in enforcing existing laws and help website owners to better
protect user privacy.

While both web privacy researchers and privacy NGOs have conducted noti-
fication campaigns about privacy issues before, these efforts have focused on
selected Consent Management Platforms (CMPs) [197] or restricted the scope
of their notifications to a single vendor and locale [169], typically because of
the manual verification involved. It is also unknown how notifications about
privacy problems compare to those about security vulnerabilities in terms of
remediation rates and timing.

In this chapter we explore the feasibility of large-scale, automated email no- Our contribution:
notifications about
complex privacy issues

tification campaigns for vendor-independent violations of privacy laws, namely
the GDPR’s transparency requirement (see Section 2.2.1.2), its mandate to use
state-of-the-art data protection mechanisms (Section 2.2.1.5), and consent to

123
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the use of not strictly necessary cookies under the ePrivacy Directive (Sec-
tion 2.2.2). To identify how notifications about privacy issues compare to those
about security vulnerabilities, we also notify websites about publicly accessi-
ble Git repositories that may leak sensitive information. We compare fix rates
between issues, investigate the impact of mentioning potential fines (see Sec-
tion 2.2.1.6), and conduct qualitative analyses of feedback from recipient emails
and a survey to learn how privacy notifications are perceived by recipients and
what could be done to help them address privacy issues in the future.

More concretely, in this chapter we make the following contributions:

• We conduct the first large-scale, automated email notification study
with 115K websites that investigates the feasibility of this approach for
complex, vendor-independent privacy issues. Our notifications have
significant impact on remediation rates for lack of a privacy policy or
consent notice. We cannot identify any significant impact of warnings
about potential fines.

• We compare the effect of notifications about privacy issues with those
about a security vulnerability. For privacy, fix rates are lower than for the
security vulnerability, which is also addressed more quickly. Recipients
also perceive emails about a privacy compliance issue more negatively,
partially because of a lack of intrinsic motivation to fix the issue or
(incorrect) assumptions of the inapplicability of the relevant laws.

• To tackle the persisting problem of how to best reach web operators, we
investigate if email addresses extracted from websites are an efficient
and scalable alternative to prior approaches, which comprise manually
collected addresses and email generics. Our results confirm this, leading
to rates of 87.8% and 33.8% of successful handovers to recipients’ mail
servers for extracted addresses and email generics, respectively.

6.2 related work

In this chapter we conduct the first large-scale, automated email notification
study about complex, vendor-independent privacy issues and compare the
impact of notifications about these issues to those about a security vulnerability.
For this, we draw insights from prior notification studies about security and
privacy issues and build upon mechanisms for automated detection of privacy
problems.

6.2.1 Security Notifications

In web security research, large-scale notification campaigns were first used as aNotifications about
abuse and security

vulnerabilities
tool to alert web server operators about abuse of their infrastructure for a vari-
ety of unintended purposes, including distribution of malicious downloads [33,
286].This approach was subsequently also applied to raise awareness of security
vulnerabilities andmotivate fixes for issues includingHeartbleed [59], DNS zone
poisoning [34], XSS vulnerabilities [261], HTTPS misconfigurations [299], DDoS
amplifiers [146, 157], misconfigured IPv6 firewalls [157], and leaks of informa-
tion whose public accessibility could pose a security risk, including industrial
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control systems [157], Git or Apache Subversion (SVN) repositories [167, 260],
cryptographic keys, database backups, server status information, and phpinfo

files [167].
One of the core problems in conducting large-scale web security notifi- The reachability

problemcations is to reliably reach the people responsible for fixing the issue. While
previous work has found that more individual communication channels such
as telephone [260], physical mail [167, 169, 260], contact forms on websites
or associated social media accounts [260], or contact email addresses manu-
ally identified on the problematic website [167, 169, 260] can lead to higher
delivery rates, the involved overhead in terms of human resources and mon-
etary cost makes these infeasible for notifying websites at scale. Hence, most
web security notification campaigns have used generic approaches to contact
websites via email, either directly trying to contact the website owner(s) or
operator(s) via generic email addresses [33] such as info@DOMAIN or webmas-
ter@DOMAIN (RFC 2142 [46]) or WHOIS contact information [33, 34, 59, 157,
260, 261, 299] or through trusted third parties including CERTs [157, 261],
DNS nameserver operators [34], or hosting providers [33], depending on the
investigated issue(s). Drawbacks of this approach include high bounce rates
due to missing or outdated information in WHOIS records or non-use of RFC
2142 mailbox names [34, 261]. The use of intermediaries carries the risk of
them not forwarding notifications [157].

Even if a notification email is correctly targeted, there still is the problem of it Message authenticity
and contentbeing considered spam or otherwise malicious by both mail servers and human

recipients. Prior work has studied how to increase perceived message authentic-
ity in notification campaigns by evaluating the effect of sender reputation [33,
169, 299], email format such as plaintext or HTML [260], text localization [157,
299], and use of S/MIME [260], but no clear “recipe” has emerged. Finally, find-
ings also differ for the content of the notification message itself: While some
studies did not identify a significant influence of message text on remediation
rates [34, 299], others found that more detailed explanations had a significant
positive influence [157, 286]. The tone of the message was found not to affect
fix rates [260, 299]. Maass et al. compared existing work and outlined practical
recommendations for future notification studies [168].

6.2.2 Privacy Notifications

Compared to abuse and security notifications, previous work that notified Requirements for
privacy notification
studies

website owners about privacy issues at scale is scarce. Challenges lie in such a
study requiring

1) determining if the examined website is subject to the privacy legislation
of interest,

2) certainty that a given issue is regarded a violation of this privacy legisla-
tion, and

3) a high-accuracy detection mechanism to keep the number of false pos-
itives low and not cause unnecessary anxiety and costly investigations
with people whose websites do not have a privacy problem.
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The third prerequisite is challenging, as privacy issues are hard to detect auto-
matically [236] unless focused on specific services or vendors. In the latter case,
an underlying common implementation can allow for simple yes / no checks
of a value, parameter, or URL. Otherwise, complex heuristics are necessary that
may require, for example, contextual analysis and natural language processing
(NLP) to determine if a privacy notice contains the required disclosures.

Consequently, prior privacy notification campaigns focused on specific ven-Vendor-specific
privacy notifications dors or consent frameworks. Maass et al. [169] notified the owners of 4,754

German websites about the lack of IP anonymization in their Google Analytics
integration. This is a configuration which the German DPA had deemed neces-
sary for GDPR compliance [145] and can be remotely detected with certainty
through URL parameters passed in the HTTP request to Google. While the study
found that framing notifications as legal compliance issues led to increased
remediation rates, the analysis only comprised German sites and those with an
imprint, thereby limiting its insights to this selected group. Our work uses a
significantly larger domain set without this bias.

In May 2021, Austrian privacy NGO noyb (“none of your business”) noti-
fied more than 500 companies about consent notices on their websites that
used techniques considered to be non-GDPR-compliant by various national
DPAs [197]: consent banners without a “reject” option on the first layer, “reject”
options presented as a link instead of a button, deceptive button contrast or
color, pre-ticked checkboxes, justifying data collection with legitimate inter-
est (Article 6(1)(f) GDPR), categorizing non-essential cookies as essential, and
making it harder to withdraw than to give consent. While 42% of individual
violations were fixed within 30 days, 82% of companies still exhibited some
type of GDPR compliance issue. Since the goal of the notification campaign was
to file complaints to national DPAs, the automated detection mechanism was
targeted at a single CMP, OneTrust [204], and supported by manual review by
legal experts, limiting this approach in coverage and scalability.

By contrast, our work uses more exhaustive checks to detect privacy issuesOur approach
independent from a given vendor or framework. For example, we combine
metrics from official CMP lists and banner-blocking browser plugins to au-
tomatically detect consent notices at scale. This also allows us to determine
if notifications about such issues lead to remediation that involve more than
just changing a single line of code, as in the activation of IP anonymization in
Google Analytics.

6.2.3 Automated Detection of Web Privacy Issues

Automatically detecting vendor-agnostic privacy problems on websites is chal-
lenging due to a lack of standardization and concrete guidelines by lawmakers,
data protection authorities, and court rulings on how to implement key legal
requirements on a technical level, including transparency mechanisms man-
dated by privacy law such as privacy policies or consent notices. This is partly
a deliberate decision to remain flexible towards future technological devel-
opments [236]. But even for concrete requirements, such as the wording of
the “Do Not Sell My Personal Information” link mandated by the CCPA (see
Section 2.2.4), actual implementations on websites widely vary [199, 285].
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Still, there is previous work that worked towards automatic detection of the Automatic detection
of transparency
mechanisms

privacy issues at the heart of our study. A growing body of literature has tackled
the problem to automatically find privacy policies on websites and download
them for further analysis. Hosseini et al. [117] discuss and evaluate different
approaches and identify best practices.

Recently web privacy researchers have also shown growing interest in au-
tomatically detecting consent notices on websites. As with privacy policies,
differences in implementation make automatic detection difficult [236]. Thus,
past work has focused on specific consent frameworks or individual CMPs [19,
114, 174, 195, 197] or included manual analysis, as in our works presented in
Chapters 3 and 4. Despite EU law requirements that consent to data process-
ing must be prior, free, specific, informed, unambiguous, readable, accessible,
and revocable [14, 236], large percentages of consent notices on websites were
found not to offer sufficient choice (again, see our work in Chapters 3 and
4), use dark patterns to nudge people into giving consent [195], or do not
have a backend which ensures that visitors’ selection is honored by the web-
site [19, 174]. Bollinger et al. [19] trained a machine learning classifier on
cookie–purpose mappings from CMP classifications and manual categorization
by web developers. Examining a set of 29,398 websites from the Tranco top
one million websites ranking that featured one of the investigated CMPs with
cookie–purpose mappings, they found that 94.7% exhibited at least one vio-
lation of a consent requirement. Like prior work that aimed to determine the
purpose for which specific cookies are set [119], their cookie categorization
approach suffers from a lack of reliable ground truth.

In this chapter, we build upon some of these techniques to automatically
detect privacy issues at scale and independent of software or vendor, focusing
on keeping the number of false positives low to avoid unnecessary notifica-
tion of compliant websites. In the following (Section 6.3), we describe our
measurement and notification infrastructure, along with associated ethical
considerations and limitations. Section 6.4 reports on the measurement results
of our campaign. In Section 6.5, we then describe our analyses of email com-
munication and survey responses and present recipient feedback and survey
results in Section 6.6.

6.3 measurement and notification setup

Our study setup first required us to identify the security and privacy issues
we wanted to notify operators about and how to check their presence at scale.
Further, we describe howwe created a set of domains tomonitor, the notification
messages, and report infrastructure.We also explain ethical aspects of our large-
scale measurements and notifications and discuss limitations of this approach.

6.3.1 Investigated Issues and Implemented Checks

In Section 6.2 we already identified three core requirements for privacy issues Issue selection and
check infrastructureto investigate in a large-scale notification study. Of particular importance is

a low number of false positive cases to not erroneously alert recipients and
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potentially trigger costly and stressful investigations. Thus, for privacy notifica-
tions, we worked with a legal expert on data protection law to identify issues
that constituted a clear violation of unambiguous regulatory data protection
requirements and could be automatically detected. This ruled out issues requir-
ing human judgment, such as dark patterns. To estimate the prevalence of false
positives for our checks, we manually verified, for each issue, whether it was
indeed present on 250 websites randomly drawn from the set of all domains
we found to have the respective problem. We ended up selecting four privacy
issues which fit our requirements and implemented them as custom functions
in OpenWPM [63], the web privacymeasurement framework already used earlier
in this work. To compare the effect of privacy notifications to those about a
security vulnerability, we also selected one security issue already used in prior
notification studies, publicly accessible Git repositories [167, 260]. For perfor-
mance reasons, checks for the Git issue were not conducted with OpenWPM but
with standard HTTP requests.

All checks were performed once a day, launched shortly after midnight CET
from CISPA servers on the premises of Saarland University in Saarbrücken,
Germany. Performing the checks with an IP address in the EU is important
because some websites, particularly with .com TLDs, show consent notices only
to EU-based visitors [284].

6.3.1.1 No privacy policy

As established in Section 2.2.1.2, theGDPR requires for all processing of personal
data that the data subject is informed about the processing. Personal data
also comprises communications data such as users’ IP addresses in web server
logs [67], even if no additional information is collected or the logging is only
temporary. Thus, any website collecting such information must have a privacy
policy that explains the use of visitors’ personal data.

To determine if a website had a privacy policy, we followed the best practicesFinding privacy
policies on websites identified by Hosseini et al. [117] and searched for privacy-policy-specific

words in and around HTML link tags. For this, we extended the list of common
words for privacy policy links, terms of service, and contact pages in all official
EU languages we had already used for website-based recruitment in our study
presented in Chapter 51. After a website had been fully loaded, we used the list
of words identifying privacy policies to find links that likely lead to a privacy
policy. If no such link was found, we also visited less privacy-specific subpages
like terms-of-service and contact pages and searched them for words from the
privacy list. If neither of these searches led to a match, the site was marked as
violating the privacy policy requirement. For the manually checked sample of
250 sites drawn from those with this violation, 0.4% were false positives.

1 See Section 5.3.3 for how the list was originally created; even though that study required phrases
for a slightly different set of languages, we had also compiled phrases for all other official EU
languages back then. For the notification study, we also moved terms referring to pages with
general legal information to a distinct list, which we had not done in the earlier study.
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6.3.1.2 Use of third-party cookies without consent notice (No Consent) or
before interaction with consent notice (Before Consent)

In Section 2.2.2 we already described that the act of setting and accessing Legal basis: ePrivacy
Directivecookies in users’ browsers is regulated by the ePrivacy Directive and its respec-

tive implementations into national laws, as this is the more specific legislation
on matters of electronic communication (see Section 2.2.3). As a reminder,
under its Article 5(3) the storing of information in a user’s terminal equipment,
including HTTP cookies that are not strictly necessary for the functioning of
the website, is only allowed if the user has given prior, active consent. As also
mentioned earlier, mere passive access or continued browsing of the website
do not constitute valid consent under EU privacy law [69, 71].

For the No Consent and Before Consent issues we focused on cookies set Detecting consent
notices and
problematic cookies

by third-party providers for advertising, analytics, and social media, because
European DPAs had universally deemed these non-essential for the website’s
functioning [11, 135]. We used the WhoTracks.me database [91] to categorize
a checked website’s third-party requests by purpose and flagged those that
included a Set-Cookie HTTP header and requested a third-party domain
classified as “audio video player,” “ad/pornvertising,” “site analytics,” or “social
media.”

The presence of a cookie consent notice was determined based on two rule
sets: a list of common HTML elements from the EasyList Cookie List [61] and
the list of Consent Management Platforms (CMPs) vetted by IAB Europe’s CMP
Compliance Programme [127]. If one of the EasyList rules matched or a script
referring to one of the CMPs was found on the front page, we assumed that the
site had a cookie consent notice.

If a website issued a third-party request that required prior consent but a Two cases of faulty
consentconsent notice was not detected, we considered the site a case of No Consent. If

a consent notice was detected but the flagged request was issued despite our
script not interacting with the website, the website was labeled as having the
Before Consent issue. In our manual check the prevalence of false positive cases
was was 2% for No Consent and 6.8% for Before Consent. The latter involved a
tradeoff between false negatives for the presence of a consent notice and false
positives for a notice without a working consent mechanism.

6.3.1.3 Input fields for personal information without HTTPS (No HTTPS)

In Section 2.2.1.5 we described how the GDPR’s requirements for “data protec-
tion by design and by default” (Article 25) and “security of processing” (Article
32)mandate the use of appropriate state-of-the-art technology for the collection
and processing of personal data, which include the use of HTTPS.

To detect if a website requested users’ personal data without securing it with Identifying input
fields for personal
data

HTTPS, we created a list of terms that described personal information (e. g.,
firstname or password) and were likely to be used as names for input fields
that request the corresponding piece of information. In an iterative process
we checked our list against the actual names of form fields used by websites,
removed terms that led to many false positives, and added newly found, more
specific terms (e. g., login_email). We ended up with a final list of 24 phrases
that is not comprehensive but designed to reduce false positives: newslet-



130 notifying websites about noncompliance with the gdpr

ter, login, email, username, e-mail, name, firstname, lastname, gen-
der, birthdate, bday, dob, dateofbirth, sso, signin, signin__email,
login_email,loginmodel-username,connection_mail,email_address,
login-user, user_login, email_1_db, login_pwd_db.

We flagged a site as violating the HTTPS requirement if one of the terms on
the list was used in the name or id attribute of HTML input fields and the site
did not use HTTPS. Manual validation yielded a prevalence of false positive
cases of 3.6% on the 250 sampled sites with this issue.

6.3.1.4 Publicly accessible Git repository (Git)

If repositories for software version control systems such as Git or SVN areSecurity issue
selection accidentally publicly accessible, they could potentially leak confidential infor-

mation to outsiders, such as hardcoded encryption keys or credentials [260].
Considered a security vulnerability, this issue was already the subject of previ-
ous security notification campaigns [167, 260]. We selected it as a security issue
for comparison against our privacy notifications because it is still a common
problem, can be accurately detected, and, like the privacy issues, concerns a
specific domain rather than a specific server (that could host multiple domains).
Most importantly, this issue can be tested in a non-intrusive manner, which is a
core aspect of ethical security vulnerability checks [260, 261] and excludes any
vulnerability for which even a proof-of-concept would require some server-side
code execution, which could be considered illegal in some countries.

To check websites for publicly accessible Git repositories, we used standardImplemented check
HTTP requests, as they were faster and less resource intensive than OpenWPM.
We tried to access the file domain.tld/.git/config; if it contained the line
[core], we requested .git/HEAD. This either directly provided the hash of
the currently checked out commit or pointed to a branch, so we could retrieve
that branch’s commit hash from .git/refs/heads/<branch>.

If the commit hash could also be found on GitHub, we did not classify the
domain as problematic, assuming that public availability of a repository already
published elsewhere does not increase the attack surface [260]. Our check did
not further investigate if the repository indeed posed a security risk, because
once the presence of a publicly accessible repository has been confirmed, it
would be unethical to search its content for sensitive information.

6.3.2 Initial Domain Set

In order to obtain a large and diverse initial set of websites to analyze, we
leveraged a public domain list provided by the TheInternetBackup project2,
[23], whose goal was to compile a list of every domain on the Internet. To this
end, users could upload domain lists that were only checked for a valid DNS
result. Our starting point was a domain list with 252 million domains from
February 2020. To reduce the number of sites subject to resource-intensive
checks, we defined additional criteria for a website to be a candidate for a
detailed check:

2 The site no longer exists, but a previous version can be accessed via the Internet Archive:
https://web.archive.org/web/20200110214540/https://theinternetbackup.com/

#about.

https://web.archive.org/web/20200110214540/https://theinternetbackup.com/#about
https://web.archive.org/web/20200110214540/https://theinternetbackup.com/#about
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• EU-based: To ensure that EU privacy laws applied to the monitored web- Criteria for candidate
domainssites, we first resolved the domain names and checked that all requested IP

addresses were within the EU, based on Maxmind’s GeoIP database [175].

• Not parked: Next, we excluded domains for which the resolving name-
server was a known domain parking service. We identified these by
manually extending the list by Vissers et al. [287]. These DNS-based
checks reduced the number of candidate sites to 51 million.

• Active web server: We issued HTTP requests to all remaining domains
to check whether they provided a website. If the HTTP response status
was below 400, we kept the domain in our data set, leading to around 30
million candidate sites.

• No previous opt-out: We further excluded 1,513 websites that had asked
to be removed from prior notification studies [260, 261] conducted by
one of the authors of the conference paper that served as the basis for
this chapter.

• Public audience:We excluded sites that only offered limited content or did
not seem to be targeted at a public audience (e. g., “under construction”
sites). As a metric we required that a website had at least five same-site
links on the front page, otherwise we removed it from the domain set.

The check for internal links was part of a pre-study in which we visited all Pre-study to assess
prevalence of issues30 million sites with our OpenWPM-based check infrastructure. It took three

months to visit each domain once with our automated setup and check it for
the presence of the four privacy issues. Overall we found 6,272,813 candidate
sites (~21%) with at least one privacy issue. Cases were not evenly distributed;
most common was No Privacy Policy (17.44%), followed by Before Consent
(7.57%) and No Consent (7.34%). No HTTPS was rarest, with 2.85% of sites.

Checking all of these domains daily, let alone notifying all of them would Domain sample
have been infeasible with the given hardware restrictions, so we sampled
500,000 domains from the list of domains with at least one problem. Then,
for each issue, we sampled up to 100,000 domains; since only about 1 in 10
problematic domains had the No HTTPS problem, we only drew around 45,000
domains for this issue. In total, this left us with 331,222 domains with privacy
issues subject to further monitoring. While this sampling was done in late
September 2021, the set we sampled from contained all domains that had been
identified as problematic once within the three preceding months. In addition,
we found 58,715 domains with the Git issue, which we also added to the set of
domains to check each day. In total, this yielded 388,825 domains for further
consideration.

6.3.3 Notification Emails and Infrastructure

The notification process itself involved determining the email addresses to
contact, the mail server setup, composition of the notification emails, and
setting up a website that allowed participants to learn the current check results
of their website and general information about our study.
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6.3.3.1 Contacted Email Addresses

To identify points of contact with the monitored websites, we investigated a
potential alternative to manually identified or generic email addresses: auto-
matically finding email addresses on websites. As part of our daily OpenWPMAutomatically finding

email addresses on
websites

checks, we searched the assessed websites for email addresses likely to belong
to people involved in the website’s technical or legal administration. For this,
we identified links to privacy policy pages as described in Section 6.3.1.1. Using
a regular expression, we searched the HTML code of these subpages for email
addresses. If none were found on a privacy policy page, we extended the search
to subpages expected to contain generic contact information, such as “About”
or “Contact us” pages. To remove false positives (e. g., file names containing
the @ character) and to prevent emailing someone unrelated to the website we
wanted to contact, we used only addresses whose domain name matched that
of the website to notify. If this procedure yielded at least one email address
for the inspected domain, we emailed up to three discovered email addresses
in the order served by our database and flagged the domain as being notified
through (a) Parsed email address(es).

If no email address meeting the above criteria could be found, the domainEmail generics
was flagged asGeneric andwe sent our notifications to three generic aliases (RFC
2142 [46]): info@DOMAIN, the most frequently found email address in the first
step, plus webmaster@DOMAIN and abuse@DOMAIN, the two most commonly
used email generics according to the findings of Soussi et al. [252].

6.3.3.2 Mail Server Setup

To send notification emails, we used a designated server (notify.cispa.de)
outside CISPA, i. e., hosted with an external server provider. This reduced the
risk that our notifications negatively impacted our institution’s normal email
communication (e. g., in case we hit a spam trap). Both A and MX record of
our subdomain notify.cispa.de pointed to this server. This subdomain was
also used in the EHLO message. The server configuration followed best practices
to increase the delivery rate, including SPF and DMARC records and DKIM sig-
natures for outgoing emails. The policy in the DMARC record was set to ‘none,’
the percentage to 100%, and the address for aggregated reports to adminis-

tration@notify.cispa.de. We also configured the reverse DNS to point to
notify.cispa.de to create another clear connection to our institution and
S/MIME-signed all emails to enable validation by the receivers’ email software.
Finally, to reduce strain on receiving servers, we set the rate of delivery to our
MX to at most one email every two seconds.

6.3.3.3 Notification Emails

In our notification emails we openly identified ourselves as researchers and
the purpose of the emails as being a scientific study. The sender name was
composed of the name of the researcher who was responsible for the notifica-
tion setup, Matthias Michels, and his institution, CISPA. Mails were sent from
a designated email address, notify@notify.cispa.de. The emails’ subject
line was “[Security and] data protection issue[s] on your website [DOMAIN]”
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or “Security issue on your website [DOMAIN]“, depending on the type of de-
tected issues. Following prior findings that language did not have a significant
influence on fix rates [299] and localization of notification messages may even
increase the likelihood that recipients perceive them as malicious [157], all
emails were sent in English. The message body introduced our project, the
involved research groups and institutions, and the security and / or privacy
issues we had identified on the respective website. We provided a description
of the problem(s) and why they constituted a violation of privacy law or a
potential security vulnerability. Appendix A.3 contains an example notification
email with all possible issues.

6.3.3.4 Report Website

To aid operators in fixing their websites, we followed prior work [167, 261] in
providing a web interface that allowed them to track their website’s status with
regard to the investigated issues. Every email contained a link to a domain-
specific online report, which again listed and described the issues we had found
on the respective website but was updated daily with the most recent check
results. This allowed operators to learn if our checks still detected the corre-
sponding issue or considered it fixed. In order to prevent incorrect feedback to
operators due to a flaky check, an issue’s state was only reported as fixed if this
was supported by the latest two checks.

The online report also provided operators with the option to exclude their
website from our checks and, for each detected issue, a form to report false
positives. A screenshot of an example report is shown in Figure 6.1.

The website serving the online reports was hosted at CISPA, from where the
daily checks were conducted. It also contained an introduction to our research
project (see Appendix A.4), an imprint, and a privacy policy explaining our
data processing.

6.3.4 Research Ethics

To ensure our research followed ethical best practices, we requested approval IRB approval and data
minimizationfrom CISPA’s IRB. We outlined that our measurement setup would not collect

personal data beyond what was publicly available, i. e., email addresses found
on websites or generic aliases. Beyond that we followed data minimization prin-
ciples: Survey responses (see Section 6.5) were anonymized and did not contain
any information that allowed us to identify the website or email address used
for notification. The only information passed to the survey via URL parameters
were the issues found on the website, notification round (initial notification,
reminder, or control group debriefing), email type (Parsed or Generic), and
study condition (Warning, No Warning, or Control); for all but the first, see
Section 6.4.1. We received IRB approval without any requested changes to the
study protocol.

In addition, we followed best practices recommended by prior work for Best practices for
network checks and
notification studies

ethical network checks [58] and notification studies [168]. We communicated
our identities and benign intentions at all points of contact with the moni-
tored websites and their operators: In all notification emails and on the study
website (see Appendices A.3 and A.4) we identified ourselves as researchers
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Figure 6.1: An example report for a website in theWarning condition (see Section 6.4.1)
with a missing privacy policy. Notification recipients could access it via
the link “web interface at https://notify.cispa.de/reports/ww
w.domain.com/report-[UNIQUE_ID]” in the email. The color of the
accordionmenu for each detected issue changed to display its current status:
red for not detected as fixed, yellow for detected as fixed once within the
last two days, and green for detected as fixed for at least two days. The red
“Please note” box was only shown for websites in the Warning condition
and displayed the corresponding GDPR and/or ePrivacy and/or Git warning
message(s).

https://notify.cispa.de/reports/www.domain.com/report-[UNIQUE_ID]
https://notify.cispa.de/reports/www.domain.com/report-[UNIQUE_ID]
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and explained the purpose and scope of our checks and the whole research
project. For the daily checks, we set the user agent of our OpenWPM crawler to
CISPA Web Analyzer (https://notify.cispa.de) to point operators of
the checked websites to our study website. Front office and IT staff at CISPA were
briefed about the study, preparing them for operators potentially asking about
the legitimacy of the study. Notified websites could use the opt-out function-
ality on the website with their report (see Figure 6.1) or send an email to be
excluded from future checks. Web report accesses were collected in the report
web application and disclosed in its privacy policy, drafted by our expert in data
protection law. At the end of the study, we sent debriefing emails to still affected
websites in the Control group (see Section 6.4.1), informing them about the
detected security or privacy issues and our study.

To ensure that the privacy issues we notified websites about were universally Handling of reported
false positivesacknowledged violations of privacy law, the study was conducted under the

supervision of a legal expert with extensive knowledge of EU data protection
law. In addition, we performed multiple rounds of manual verification of check
results to make sure they produced as few false positive cases as possible.

Still, sending email notifications for complex privacy issues at scale meant
that we inevitably reached out to some domains that were false positive cases
for a privacy issue. When notification recipients approached us with reports
of (presumed) false positives, we performed a timely manual inspection of
their website and responded with the result to minimize recipients’ time of
uncertainty about the issue. We also routinely checked for false positives on
domains whose operators had contacted us with an unrelated question. In
total, 75 out of 414 email conversations with recipients of privacy notifications
concerned (presumed) false positives. On 33 of these 414 domains we manually
found true false positives (i. e., in 8% of privacy conversations). The rest were
presumed false positives, reasons for which we explore in Section 6.6.4.3. We
assume that most recipients of a notification caused by a false positive contacted
us before investing a significant amount of time in the issue. Nearly 50% of
true false positive cases could also be quickly identified by non-experts, such
as websites actually having a privacy policy or not targeting people in the EU.
Thus, we believe that we did not cause undue burden on notification recipients
and the benefit for the other notified operators outweighed the potential cost
for the few true false positive cases.

6.3.5 Limitations

We defined technical constraints for privacy issues in collaboration with a legal Accuracy of checks
expert, but since there aremultiple steps involved that relied on external sources
(e. g., for geolocation of IP addresses in the EU or classification of third-party
requests), we can only aim to minimize, but not eliminate false positives.

Our study design also did not focus on avoidance of false negatives, so we
likely missed many websites that in fact did have privacy issues. For example, if
a site provided a link to a privacy policy, we did not further investigate if that
page actually contained the necessary information mandated by privacy law.

https://notify.cispa.de
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Due to use in a pre-study, we removed .de domains affected by the Git issueSample bias
from the set of domains. However, we do not believe this had any effect on
our findings. We openly communicated that the notification process was part
of a scientific study, possibly prompting fixes that would not have taken place
otherwise due to the observer effect [168].

6.4 measured notification results

Evaluating our measurements first requires us to describe the final study pa-
rameters we used when launching the notification campaign – domain set,
experimental conditions, and notification schedule. After that, we present our
results regarding website reachability, web interface usage, remediation rates,
and the influence of warnings.

6.4.1 Final Study Parameters

notified domains From the 388,825 domains initially considered, only
190,491 were still problematic when we started to send out notifications on
October 20, 2021. The remainder was either fixed without our notification or
could no longer be reached. To test our infrastructure, we sent out emails to
19,142 domains, which we removed from further consideration in our study.
In this beta test, we noticed and fixed some minor issues. The full notification
campaign started on November 3, 2021 and considered all 159,856 domains
which were still flagged as problematic on November 1.

study conditions Beyond the main focus of this study we wanted toControl, Warning,
and No Warning

conditions
explorewhetherwarning about potential consequences of persisting issues (e. g.,
fines under the GDPR or national laws implementing the ePrivacy Directive),
so far only investigated in a context limited in scope [169], had any effect on
notification success. For this, we divided the domain set into three groups, each
of which we assigned one out of three study conditions: a Control group (20%);
a group which received a Warning (40%) about potential fines; and one that
only received information about the issues but No Warning (40%). The latter
two are the experimental conditions. The concrete wording of the warnings
can be found in the example notification in Appendix A.3.

In our analyses we also differentiate domains by email type, i. e., whether weEmail type
contacted them via a Parsed or a Generic email address. We do not consider
these “true” study conditions, as we did not have any influence on whether we
were able to find an email address on a website.

notification schedule We monitored the websites in the above dataInitial notifications,
reminders, and

debriefing
set over the course of two months, November and December 2021. Between
November 3 and 5, 2021, we sent initial notifications to 297,506 email addresses
associated with the 127,172 domains in the Warning and No Warning groups
that still had the originally detected security and/or privacy issues as of Novem-
ber 1. Between November 20 and 22, 2021 we sent reminder emails to websites
on which we could still detect the initial issue(s) as of November 18. Excluding
bounced emails, domains for which the report had been viewed, and opt-outs,
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Table 6.1: Number of domains (n) and prevalence of issues within each study condition
and email type group. As the websites in our data set might have multiple
issues, issue counts sum up to more than the total number of domains in
each condition or group.

Condition
/ Group

n No
Privacy
Policy

No
Consent

Before
Consent

No
HTTPS

Git

Control 31,863 14,472 5,451 5,293 3,827 8,480
Warning 63,596 28,674 10,994 10,790 7,803 16,626
No Warning 63,576 28,750 10,832 10,700 7,654 16,816

Parsed 63,675 25,896 13,281 15,987 8,271 11,224
Generic 95,360 46,000 13,996 10,796 11,013 30,698

Total 159,035 71,896 27,277 26,783 19,284 41,922

reminders for 62,835 domains were sent to 98,079 addresses. We did not filter
report visits for automated accesses, e. g., by URL scanners in email verification
systems, but did not see any spikes in access rates in early November that would
have been indicative of many automated accesses. Following the recommen-
dation by prior work [168], we sent debriefing emails to 67,194 addresses for
the 28,724 domains in the Control group on December 20, about seven weeks
after the notification of experimental groups. The message text was identical
to the initial notification for the No Warning group, including the links to the
info website, report, and survey. Overall, we contacted 47,574 domains in the
Parsed group via one email address, 8,122 via two, and 7,189 via three. All
93,832 domains in the Generic group were emailed via three generic addresses
(see Section 6.3.3.1).

opt-outs & final domain set Our initial set of notified domains com- Final domain set
prised 159,856 domains. We received a total of 497 opt-out requests, 466 via the
web interface and 31 by email. We also excluded 44 domains we had identified
as false positives during email conversations (see Section 6.5). After removing
another 280 domains that had turned out to resolve to a domain parking service,
we were left with a final data set of 159,035 domains. Table 6.1 shows these
domains by study condition, email type, and prevalence of identified issues.

6.4.2 Reachability

As expected with generic and automatically extracted email addresses, not all
emails reached their recipients. Only for 70,542 (55.5%) of initially notified
domains at least one email was successfully delivered, which we assumed if our
mail server was able to hand over the email to the recipient’s mail server. While
such a successful handover does notmean that an email will reach the recipient’s
mailbox, this metric still provides an upper bound for the notification delivery
rate. The difference between Parsed and Generic email addresses was quite
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high: While 87.8% of initial notifications to Parsed addresses were successfully
delivered, this was only the case for 33.8% of emails to Generic addresses.

6.4.3 Web Interface Usage Statistics

As described in Section 6.3.3 and Appendix A.4, each notification email con-
tained a link to our study website with more information about the project
and a personalized report for each checked domain that also let participants
report false positives or opt out of the study. Over the course of the study,
5,731 reports were viewed, 259 false positive checks were reported, and for 466
domains the web interface was used to opt out of daily checks. The numberReport views and

opt-outs of opt-outs differed between issues: While 0.4% (483) of the domains with a
privacy issue opted out of our checks, only 0.1% (58) of the domains with the
Git issue requested their exclusion via the web interface. 75.2% of report views
occurred within 24 hours, indicating that the vast majority of recipients either
reacted promptly or not at all.

6.4.4 Remediation Rates

To determine if our notifications had any measurable effect, we performed daily
checks of the monitored websites over the course of two months.

6.4.4.1 Sliding Window Approach

To avoid domains incorrectly flagged as fixed because of one-off checker time-
outs or page maintenance, we implemented a sliding window approach to
determine if an issue persisted: For a given day ti, we considered a domain d to
be problematic if at any point in time within a 7-day window (ti, ti+6) our
checker had identified the reported issue to still be present on the site. This
7-day window allowed us to obtain at least one real measurement result (i. e., a
true / false evaluation of the checked issue, not a returned error or a missing
data point) for 98.5% of evaluated windows, resulting in a robust check.

6.4.4.2 Evolution of Problematic Domains Over Time

Figure 6.2 (a)–(e) shows for each issue, experimental condition, and email
group the percentage of domains considered problematic at a given point
in time. We investigated the persistence of issues more closely at four distinct
points in time: one and two weeks after both initial notifications and reminders.
The respective rates of problematic domains are shown in the % columns of
Table 6.2.

Overall, we observe for a given privacy issue a similar downward trend in
problematic domains across study conditions and email groups, with them
mostly differing by only between 0–1 percentage points, though the Control
group behaves as expected in yielding the highest rates of persisting issues. Git
rates also follow this pattern but yield slightly higher differences to Control, in
the dimension of 1–2 percentage points. This lack of a larger measurable effect
is a direct result of our notifications’ low delivery rates: With many domains in
the experimental conditions never receiving a notification email, this subset is
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(c) 3P cookies before consent
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(e) Publicly accessible Git repository
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(f) Overall problematic domains by issue

No Privacy Policy
No Consent
Before Consent
No HTTPS
Git

Control
Warning

No warning
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Notifications
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Figure 6.2: (a)–(e): Percentage of domains considered problematic according to our
sliding window evaluation, by issue and study condition / email type. (f):
Problematic domains by issue across all study conditions, including the
Control group. Vertical lines of the same color demarcate the periods or
points in time when notification emails were sent. There are no data points
for December 11–13 due to necessary hardware maintenance.



140 notifying websites about noncompliance with the gdpr

expected to behave similarly to the Control group, exhibiting the same rates of
natural decay of issues.

For the two issues related to the use of third-party cookies, No ConsentThe “Twitter drop”
and Before Consent, the number of problematic domains steeply dropped
between November 15 and 16, 2021. Inspecting the affected domains, we found
the cause to be a Twitter cookie named lang, originating from cdn.syndica-

tion.twimg.com, that was no longer present from November 16. This coin-
cided with major platform updates at Twitter, including migration to Twitter
APIv23.

Figure 6.2 (f) compares the evolution of problematic domains by issueAggregated
remediation rates aggregated across all study conditions. Looking at that figure and the rates

in Table 6.2, we observe that if it were not for the Twitter drop, there would
be a consistent difference of about 5% between the plot for the Git security
issue and those for the privacy issues. This suggests that either websites were
more inclined to fix security vulnerabilities or privacy issues required more
time to address. Given the two-month period of our experiments, we could
not conclusively figure out the exact reason. With slightly higher effects (diff
column in Table 6.2), No Consent appeared to be the privacy issue easiest to
remediate.

6.4.4.3 Statistical Significance

We also investigated the significance of differences in remediation rates at theFisher’s exact tests
aforementioned four points in time. We conducted Fisher’s exact tests [84, 85]
for the null hypothesis that the number of problematic vs. no longer prob-
lematic websites in the experimental conditions (Warning and No Warning)
does not significantly differ from the Control group, and in an identical fashion
for email types. Table 6.2 in its p columns shows the results for all four dates.
We used the Holm-Bonferroni method [115] to correct for multiple testing
over time.

While for November 10 the null hypothesis cannot be rejected for Before
Consent and No HTTPS regardless of the presence of warnings, there is a signifi-
cant difference in the distribution of problematic domains for No Consent
and Git in both Warning and No Warning conditions.

These observations largely also hold true over time. The only cases where
differences between Control and the experimental groups emerged later was No
Privacy Policy, for which the No Warning condition did not lead to rejection of
the null hypothesis on November 10 (while it did on any other date and across
all dates for the Warning case), and No HTTPS, which only yielded significant
differences to the Control group for the Warning condition on November 28,
a week after the reminder. This could confirm an earlier security notification
study that found a limited effect of reminders with web operators [260], but
differences between issues suggest that some privacy issues take a longer time to
be addressed. For email type, we observe similar tendencies over time. Across
issues, Parsed email addresses more frequently resulted in statistically signif-
icant differences in fix rates compared to the Control group, except for the

3 See https://developer.twitter.com/en/updates/changelog under “November 15th,
2021.”

https://developer.twitter.com/en/updates/changelog
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Table 6.2: Percentages of websites still considered problematic with regard to each
specific issue according to our slidingwindow evaluation (see Section 6.4.4.1)
on the respective date in 2021, by study condition and email type. % indi-
cates the percentage of still problematic domains, diff the difference in
percentage points to the Control group, and p the p-values for Fisher’s exact
tests (α = 0.05) compared to Control. Numbers in italics indicate values
still significant after Holm-Bonferroni correction, while those in (brackets)
indicate no longer significant values.

Nov 10 Nov 17 Nov 28 Dec 5
% diff p % diff p % diff p % diff p

No Privacy Policy
Warning 98.19 -0.46 0.0004 97.61 -0.55 0.0002 96.46 -0.66 0.0003 95.85 -0.62 0.0018
No Warning 98.41 -0.24 0.0601 97.69 -0.47 0.0015 96.46 -0.66 0.0003 95.85 -0.62 0.0018
Parsed 98.22 -0.42 0.0000 97.63 -0.54 0.0000 96.37 -0.75 0.0000 95.70 -0.76 0.0000
Generic 98.45 -0.19 0.0830 97.83 -0.33 0.0057 96.72 -0.40 0.0064 96.12 -0.34 (0.0381)
Control 98.65 – – 98.16 – – 97.12 – – 96.46 – –

No Consent
Warning 96.15 -1.41 0.0000 92.23 -1.64 0.0001 90.75 -1.80 0.0001 89.45 -2.09 0.0000
No Warning 96.74 -0.82 0.0039 92.98 -0.89 0.0337 91.28 -1.28 0.0056 89.85 -1.69 0.0005
Parsed 96.38 -1.18 0.0000 92.68 -1.19 0.0003 90.99 -1.56 0.0001 89.90 -1.64 0.0001
Generic 96.94 -0.62 0.0138 93.03 -0.85 0.0166 91.63 -0.93 0.0201 90.15 -1.40 0.0009
Control 97.56 – – 93.87 – – 92.55 – – 91.54 – –

Before Consent
Warning 97.59 -0.31 0.2194 94.71 -0.49 0.1959 93.20 -0.81 0.0529 92.49 -0.71 0.1064
No Warning 97.83 -0.07 0.8166 94.49 -0.72 0.0602 93.32 -0.69 0.0939 92.48 -0.72 0.0993
Parsed 97.70 -0.20 0.3509 94.81 -0.39 0.1504 93.53 -0.48 0.1035 92.64 -0.56 0.0847
Generic 97.81 -0.09 0.6328 94.58 -0.62 0.0658 93.22 -0.79 (0.0406) 92.61 -0.59 0.1381
Control 97.90 – – 95.20 – – 94.01 – – 93.20 – –

No HTTPS

Warning 97.42 -0.54 0.0815 96.54 -0.59 0.0962 95.05 -1.00 0.0164 94.13 -1.09 (0.0155)
No Warning 97.75 -0.21 0.4980 97.05 -0.08 0.8602 95.45 -0.60 0.1452 94.68 -0.54 0.2263
Parsed 97.57 -0.39 0.0838 96.75 -0.38 0.2229 95.14 -0.91 0.0081 94.37 -0.85 0.0143
Generic 97.73 -0.23 0.4293 96.94 -0.19 0.4649 95.61 -0.44 0.1681 94.72 -0.50 0.1904
Control 97.96 – – 97.13 – – 96.05 – – 95.22 – –

Git
Warning 91.18 -1.60 0.0000 89.91 -1.91 0.0000 86.85 -2.35 0.0000 86.34 -2.61 0.0000
No Warning 91.08 -1.70 0.0000 89.80 -2.01 0.0000 86.71 -2.49 0.0000 86.25 -2.71 0.0000
Parsed 94.04 1.26 0.1438 92.64 0.82 0.8899 90.01 0.81 0.7519 89.12 0.17 0.0961
Generic 90.52 -2.26 0.0000 89.38 -2.44 0.0000 86.27 -2.93 0.0000 85.99 -2.96 0.0000
Control 92.78 – – 91.82 – – 89.20 – – 88.95 – –
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surprising case of Git, where the effect of Parsed and Generic email addresses
was reversed.

6.4.4.4 Remediation by Website Popularity

Websites’ willingness to remediate security and privacy shortcomings may
depend on available human and monetary resources and how well a site is
maintained in general. Hence, we investigated if issues are less likely to persist
on more popular websites. To obtain popularity metrics for as many websites as
possible, we queried the Google Chrome User Experience (CrUX) data set [99]
via BigQuery as described by Durumeric [57] for the full domain rankings
from November 2021, when we sent out notifications. For domains listed twice
due to CrUX differentiating between HTTP and HTTPS, we used the higher rank.
This yielded an overlap between the CrUX data (8,733,078 origins, 8,567,511
domains) and the sites we monitored (159,035) of 21,592 domains, 7 of which
were ranked top 1,000 by CrUX, 43 top 10,000, 432 top 100,000, 3,800 top 1
million and 17,721 top 10 million. Due to the low number of domains per
popularity bin we focused on comparing remediation rates between CrUX-
ranked domains (n = 21,592) and unranked ones (n = 137,443), i. e., the long
tail.

Contrary to our expectations, for most issues and points in time we found
the rates of problematic domains for CrUX-ranked domains to exceed those
for unranked ones by 0–1 percentage points. For Git, this was even more
pronounced, with differences mostly between 2–3 percentage points, except
for the Git–Parsed combination, which followed the overall 0–1% pattern. We
presume this difference to be mainly due to issues “fixing” themselves naturally,
with unranked websites being less reliable to reach and more likely to be taken
down permanently. Breaking this pattern, for No Privacy Policy notifications
to Parsed email addresses, CrUX domains consistently exhibited lower rates
of problematic checks, though the difference also mostly lay between 0–1
percentage points.

6.4.4.5 Influence of Warnings

For more insights into the effect of the presence of warnings on fix rates, we
took a closer look at the set of domains for which at least one email could be
successfully delivered according to our earlier definition, i. e., handed over to
the next mail server. To determine the influence of warnings on fix rates, weLogistic regression

analysis computed logistic regression models [178, 192] for each issue and four different
points in time: one and two weeks after the start of sending initial notifications
and reminders, respectively. Table 6.3 shows the regression models for all issues
and experimental conditions (Warning / No Warning) relative to the Control
group. For Git, No Privacy Policy, and No Consent, we observe a statistically
significant influence of the Warning and No Warning conditions on fix rates
compared to theControl group, while themodels do not show such influence for
the Before Consent and No HTTPS issues. Still, even in the case where Warning
and No Warning performed significantly better than the Control group, we
could not observe any difference between the estimates for these two conditions
that did not fall within the standard error. This highlights that while receiving
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Table 6.3: Logistic regression models for the remediation of each issue. Figures without
brackets denote the estimates and figures in brackets the standard error.
*** p < 0.001 ; ** p < 0.01 ; * p < 0.05.

No Privacy Policy No Consent
Nov 10 Nov 17 Nov 28 Dec 5 Nov 10 Nov 17 Nov 28 Dec 5

Intercept -5.81 *** -5.44 *** -5.12 *** -4.89 *** -2.48 *** -2.14 *** -2.01 *** -1.94 ***
(0.15) (0.13) (0.11) (0.10) (0.05) (0.04) (0.04) (0.04)

No Warning 1.02 *** 0.93 *** 1.03 *** 0.90 *** 0.25 *** 0.18 ** 0.25 *** 0.15 **
(0.18) (0.15) (0.13) (0.12) (0.07) (0.06) (0.06) (0.06)

Warning 1.24 *** 1.12 *** 1.23 *** 1.10 *** 0.31 *** 0.23 *** 0.27 *** 0.17 **
(0.17) (0.15) (0.12) (0.11) (0.07) (0.06) (0.06) (0.06)

AIC 3,684.49 4,654.99 6,407.46 6,873.09 11,089.59 13,312.77 14,516.55 14,165.17
BIC 3,710.53 4,681.06 6,433.49 6,899.06 11,112.98 13,336.19 14,539.95 14,188.50
Log Likelihood -1,839.24 -2,324.50 -3,200.73 -3,433.55 -5,541.79 -6,653.38 -7,255.27 -7,079.59
Deviance 3,678.49 4,648.99 6,401.46 6,867.09 11,083.59 13,306.77 14,510.55 14,159.17
Num. obs. 43,512 43,809 43,453 42,450 17,978 18,166 18,027 17,608

Before Consent No HTTPS

Nov 10 Nov 17 Nov 28 Dec 5 Nov 10 Nov 17 Nov 28 Dec 5

Intercept -2.51 *** -2.23 *** -2.17 *** -2.09 *** -2.53 *** -2.40 *** -2.34 *** -2.31 ***
(0.05) (0.05) (0.05) (0.05) (0.06) (0.06) (0.06) (0.06)

No Warning 0.03 0.08 0.16 ** 0.05 0.11 -0.04 0.07 -0.06
(0.07) (0.06) (0.06) (0.06) (0.08) (0.08) (0.08) (0.08)

Warning 0.04 0.08 0.12 * 0.07 0.17 * -0.03 0.12 0.12
(0.07) (0.06) (0.06) (0.06) (0.08) (0.08) (0.08) (0.08)

AIC 10,585.40 13,030.21 13,795.53 13,546.50 6,876.26 6,956.61 7,550.38 7,341.52
BIC 10,609.04 13,053.88 13,819.19 13,570.07 6,898.50 6,978.86 7,572.60 7,363.68
Log Likelihood -5,289.70 -6,512.10 -6,894.77 -6,770.25 -3,435.13 -3,475.31 -3,772.19 -3,667.76
Deviance 10,579.40 13,024.21 13,789.53 13,540.50 6,870.26 6,950.61 7,544.38 7,335.52
Num. obs. 19,490 19,739 19,625 19,077 12,226 12,304 12,174 11,915

Git
Nov 10 Nov 17 Nov 28 Dec 5

Intercept -2.68 *** -2.54 *** -2.31 *** -2.22 ***
(0.04) (0.04) (0.04) (0.04)

No Warning 0.20 ** 0.25 *** 0.32 *** 0.31 ***
(0.06) (0.06) (0.05) (0.05)

Warning 0.17 ** 0.19 ** 0.28 *** 0.28 ***
(0.06) (0.06) (0.05) (0.05)

AIC 12,232.64 13,602.02 16,084.50 16,927.29
BIC 12,256.86 13,626.23 16,108.70 16,951.48
Log Likelihood -6,113.32 -6,798.01 -8,039.25 -8,460.64
Deviance 12,226.64 13,596.02 16,078.50 16,921.29
Num. obs. 23,664 23,654 23,538 23,498
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a notification significantly improved remediation, the presence or absence of a
warning did not. This contrasts with findings of prior work [169] that warnings
did play a role in remediation success (albeit limited to German websites).

6.5 gathering recipient feedback

In order to gain further insights into the measured changes (or lack thereof),
we leveraged two channels of communication with notification recipients to
gather feedback: an online survey we linked in each notification message and
email communication with recipients.

6.5.1 Survey

Surveys are a frequently employed tool in notification studies to learn about
recipients’ perception of the received notification and the underlying security
or privacy issue(s) [34, 59, 157, 260, 299]. For consistency and to make sure
participants received the survey invitation when the decision how to react to
the notification was still fresh in their minds, we included the survey link in
all emails we sent, i. e., the initial notification and reminder for domains in
the experimental conditions (Warning and No Warning) and the debriefing
message for the Control group.

The survey was implemented using a LimeSurvey instance hosted at RuhrQuestionnaire
overview University Bochum. The questionnaire first asked participants to assess the cor-

rectness of our checks (Q1), about prior awareness of the detected issue(s) (Q2),
and plans to address them (Q3–4). Participants with privacy issues on their
website were asked about the applicability of the GDPR (Q5–6), past changes
to their website due to privacy legislation (Q7–8), and the influence of GDPR-
mandated fines (Q9–10). Next, we asked all participants what type of support
they would find useful to fix the issue(s) (Q11). We asked for participants’
role(s) with regard to the website (Q12) to determine if we had reached a per-
son with a suitable background to address the issue(s). The survey concluded
with the opportunity to provide general feedback about our study (Q13). The
full questionnaire can be found in Appendix A.5.

One of the researchers involved in this study conducted a manual thematicAnalysis of
open-ended survey

answers
analysis on open-ended survey answers to inductively identify common themes
and sentiments. We categorized the answers via labels informed by the survey
questions and additional themes found in the answers. Survey responses are
subject to self-selection bias, which includes people with a strong (negative)
experience with our notification process being more likely to provide feedback.

6.5.2 Email Communication

Sending automated emails at large scale inevitably results in large volumes of
incoming mail, including automated responses from ticketing systems, delivery
status notifications, and “out of office” messages. To support participants with
fixing identified issues and obtain more information how our notifications were
perceived, we focused on incoming responses composed by humans.
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We answered emails in German or English, depending on the language Guidelines for
communicationused by the sender, and if requested, we also sent a German translation of

our notification message. When asked for advice, we only referred to third-
party resources that either had been published by the hosting company of a
website, by a data protection authority in the website operator’s country, or by
the vendors of third-party software already used by the website. Upon request
we provided the names of third-party cookies or URLs to Git repositories that
had triggered a problematic check result.

The researcher who had signed the notifications answered incoming emails Categorizing email
conversationsfrom notification recipients according to these guidelines and categorized

them on the conversation level by identifying recurring themes. After about
50 conversations we found the topics to have reached saturation. From the
resulting list we removed very rare codes, refined the definitions of the emerged
categories, and added examples as well as counterexamples. Our final codebook
(see Appendix A.6) comprised 23 codes in the following six categories, with
the number of codes per category in parentheses:

• Sentiment (3 codes): Expressions of gratitude and positive or negative
sentiments towards our project.

• More information (8): Requests for more information; for example, about
our checks, the cookie or Git URL that had caused the website to be
flagged, about our research project, and if our checks still detected an
issue after changes had been made to the website.

• Performed actions (3): Status reports from notification recipients, includ-
ing already fixed issues, plans to fix them in the future, or the decision to
forward the notification email to the responsible people.

• Correctness (4): presumed false positives, including the website being
outside EU jurisdiction or purportedly not processing visitors’ personal
information.

• Language (2): Sentiments concerning language, such as translation re-
quests or consternation about the emails being in English instead of the
language spoken in our institutions’ or the recipient’s country.

• Other (3): Including sentiments that the notification could be spam,
verification requests to other points of contact at our institution, and
opt-out requests.

The remaining emails were single-coded by two coders, with uncertainties
resolved via discussion. Each conversation could be assigned an arbitrary num-
ber of codes. As we had only passed study parameters to the survey and no
unique identifiers, we could not determine potential overlap between survey
participants and email respondents, so some individually reported sentiments
from these analyses may originate from the same person or domain.
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Table 6.4: Notification survey participant sample (n = 212).

n % n %

Warning? Issues
Warning 95 44.8 No Privacy Policy 30 14.2
No Warning 117 55.2 No Consent 22 10.4

Email type Before Consent 27 12.7
Parsed 105 49.5 No HTTPS 4 1.9
Generic 107 50.5 Git 140 66.0

Notification Round Privacy only 72 33.0
Initial 149 70.3 Privacy & Git 2 0.9
Reminder 40 18.9 Git only 138 65.1
Debriefing 23 10.9

6.6 recipient feedback

Our analysis of recipient feedback from email conversations and the survey
identified largely overlapping topics. We briefly characterize the gathered data
sets before investigating these recurring themes.

6.6.1 Overview of Survey and Email Responses

survey participants Overall, the survey link was clicked 1,890 times.Response rate
1,556 people only accessed the welcome page, 121 provided partial responses,
and 213 completed the survey. We discarded all incomplete responses, plus one
response for which the survey parameters had not been passed and questions
based on specific detected issues had not been displayed. This left us with 212
complete responses.

Table 6.4 shows the sample of participants who took the survey by experi-Sample characteristics
mental condition, email type, detected issues on the website, and notification
round.While full responses were roughly equally distributed between theWarn-
ing and No Warning conditions, as well as email address type, most responses
were collected through initial notifications (including the control group de-
briefing), as opposed to the reminder. This corresponds with earlier findings
that notification recipients either tend to act upon the first received email or
not at all [157]. Two thirds of survey participants had been notified because of
an open Git repository, while privacy issues less frequently motivated people
to take the survey. This hints at security notifications being either taken more
seriously or at least leading to higher willingness of recipients to interact with
us. Appendix A.5 provides an overview of all survey questions with response
counts; the analysis in this section focuses on selected themes.

email communication We received a total of 760 emails in 621 conver-Email statistics
sations with the operators of notified domains. Contrary to the distribution
for the survey feedback, 414 of these domains had been contacted because of a
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privacy issue and 167 because of a publicly accessible Git repository. 19 emails
could not be assigned to a domain due to a lack of provided information.

The majority of these emails (662) had been sent to the two email addresses Verification through
other channelsdesignated for this study. In addition, we received 20 emails forwarded by the

CISPA front office, and 85 had been sent to the institutional email address of
the researcher who had signed the notification email. This was mainly done
to verify if our notifications were legitimate. 7 emails had been sent to both
the researcher and the project addresses. Appendix A.6 shows how often each
code (see Section 6.5.2) was assigned to email conversations with domains with
security and privacy issues.

6.6.2 Who Did We Reach?

If emails were successfully delivered, they had significant impact on fix rates, Respondents’
website-related rolesso we wanted to understand who the recipients were. In the multiple-choice

Q12 the majority of survey participants reported technical roles (developer
and similar 57.1%; administrator / operator 60.4%), followed by roles related
to the website’s content (19.8%) and product / project management (13.7%).
As for people in legal advisory roles, data protection officer ranked fifth 9.9%),
while the role as legal counsel was reported less often (2.8%). The involvement
of these two roles was equally distributed between Git and the privacy issue(s).
While survey participants only represent a fraction of emailed websites, these
numbers provide evidence that the people who ultimately felt incentivized to
react to the notification mainly hold responsibility for a website’s technical
administration or content.

In email conversations we looked for how often the recipient referred the Referrals to other
peoplehandling of the issue to another person (code: notified). This was the case in

15.9% of privacy conversations and in 10.2% of those about the Git issue.
Explicitly mentioned people or entities for both types of issues included the IT
department or webmaster, in the Git case the security team, and for privacy
notifications a lawyer, the cookie plugin provider, or the marketing department.

6.6.3 When Do Recipients (Plan to) Remediate?

Beyond the daily website checks, we wanted to gain additional insights into
notification recipients’ remediation behavior and future plans to address the
issue(s) (or not). For this, we analyzed recipients’ feedback regarding awareness
of the issues and their willingness to remediate them.

In surveyQ2we found that whilemost participants (72.6%) reported to have Awareness of issue(s)
and (planned)
changes

been unaware of the issue(s) prior to receiving the notification, this number
was higher for security (81.4%) than for privacy issues (56.8%). Participants’
reported plans to make subsequent changes to the website (Q3) also differ:
While overall 81.6% planned to make changes, this applies to 90.7% of partici-
pants notified of Git issues but only 64.9% of people with privacy problems.
Pairing these results from Q2 and Q3, it seems that privacy issues are more
often knowingly ignored.

Email analysis revealed similar differences in remediation intentions. Privacy
notification recipients mostly told us that the issue(s) would be handled in the
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future (37.9%, code: will-handle), while only 14.5% stated that they had already
been fixed. For the security notification, we saw the opposite: For Git, in 16.2%
of conversations the recipients stated that the issue would be handled in the
future, while 44.9% reported that the issue had already been fixed. As in the
survey responses, this could either mean that privacy issues are more likely to
deliberately be left unfixed – or that fixes simply take longer as they are more
complex and may require the involvement of legal professionals, for example,
to draft a privacy policy.

6.6.4 Roadblocks to Notification Success

Qualitative feedback from the survey and emails also allowed us to identify
factors that hindered recipients from taking remediative action upon receiving
our notifications.

6.6.4.1 Language Barrier

As we emailed domains from various countries in English, we may have con-
tacted recipients in a language they do not understand, as first indicated by
3 survey participants in Q13 who found it hard to understand or assess the
trustworthiness of an email written in English.More concrete evidence were the
17 translation requests we received via email. Most requests were for German,
but some also for French and Czech.

6.6.4.2 Notifications Perceived as Spam or Otherwise Malicious

When asked for general feedback in surveyQ13, 9 out of 76 participants (11.8%)
mentioned that they initially had been suspicious that the notification was spam
or a scam attempt. To fight this impression, one participant suggested to point
out the S/MIME signature in the email body, as “[s]pammers don’t go out of
their way to sign their emails from a public CA issued PEM certificate” (P12544).

Similarly, email analysis found in 7.2% of conversations about Git-notified
domains and in 12.1% of privacy-related correspondence that the recipient
was not sure if the notification email had been sent with benign intentions
(code: unsure-scam). A special case were emails asking if the notification emailVerification requests
had really been sent by our institution. 4 such verification requests were sent to
dedicated project email addresses, 35 to the institutional address of the author
who had signed the notification emails, and another 14 were sent to CISPA’s
front office.

The language of the notifications may also have contributed to this. 6 emailNotification language
respondents wondered why we, as researchers from German institutions, sent
emails in English (code: expected-german); 3 of them stated they were not sure
if our email was benign. This was also observed by Li et al. [157], who reported
that emails the recipient expected to be in a different language (e. g., based on
the sender’s country of origin) were sometimes considered phishing or spam.

4 Participant IDs refer to the response number assigned by LimeSurvey.
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6.6.4.3 (Perceived) Incorrectness of Reports

In survey Q1 the majority of participants answered that the report was correct, Reported
(in)correctness rateswith rates highest for Git (87.9%) and lowest for No Consent5 (45.5%). Cor-

respondingly, reported incorrectness rates were lowest and highest for these
two cases, with 5.7% and 22.7%, respectively. Uncertainty about the correct-
ness of the report was highest for the Before Consent (29.6%) and No Consent
(18.2%) cases. This hints at notification recipients often finding it difficult to
determine which third-party cookies were present on their website and if they
required user consent. While not a true false positive for the Git check, 3 survey
participants notified about it replied in Q4 that they did not intend to make
changes because the issue did not pose a security risk, as their Git repository
did not contain any sensitive information, was not under their control or not
accessible.

In emails we also received feedback about check results being false posi- No sensitive data
stored in Gittives, for 18.1% of conversations about a privacy issue but also for 6.0% of

conversations about publicly accessible Git repositories. 16 emails stated that
no sensitive data was stored inside the Git repository, though 3 reported that
they had still made the repository inaccessible.

Manual checks revealed the majority of false-positive claims for the Git case Failed attempts to
reproduce the issueto be due to failure to reproduce the issue. Many recipients of Git notifications

tried to access <domain>/.git/, saw a “Forbidden” error page from their web
server, and falsely assumed that this meant the Git repository was inaccessible,
while in fact directory listing was forbidden. It is likely that they then stopped
to further investigate the issue, leaving it unfixed.

6.6.4.4 Perceived Inapplicability of Privacy Legislation

One recurring theme in both the answers to multiple survey questions and
email conversations about privacy notifications was recipients’ perception that
the privacy legislation in question did not apply to their website. In survey
Q5 the 74 participants notified about a privacy issue were asked whether they
thought the GDPR applied to their website. 63.5% thought it did, while 20.3%
did not think so and 9.5% were not sure.

When asked in Q6 why they thought the GDPR did not apply, we received Territorial scope
14 replies. 6 answered that they were not located in the EU (“Because the
UK is no longer in the EU” [P349]), illustrating unawareness of the GDPR’s
extraterritorial applicability, which extends to non-EU websites with EU visitors
(see Section 2.2.1.1). Interestingly, several of these respondents were based in
the UK, which, despite having left the EU in 2020, still has a verbatim copy of
the GDPR in its national legislation, so the same legal requirements apply based
on domestic UK law.

Regarding the material scope of the GDPR, 7 participants claimed to not Material scope
process any personal data, unaware that even temporary storage of IP addresses
is considered processing of personal data under EU law (see Section 2.2.1.1).

5 We do not consider No HTTPS here, as only 4 survey participants had this issue.
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6.6.4.5 Privacy Indifference

Another demotivating factor that only emerged for privacy notifications was
a general disdain for privacy legislation and its requirements. We found such
sentiments in the answers to multiple open-ended survey questions. Asked
in Q4 why they did not intend to add a privacy policy to their website, one
participant replied “because these rules are plain stupid!” (P1131), and in Q8
another refused to make any changes at all due to the GDPR: “does not matter –
GDPR is sucks [sic]” (P671).

6.6.5 Motivation for Remediation

In the opposite direction, the survey also explored factors that motivated par-
ticipants to (want to) take action, particularly awareness of fines mandated by
the GDPR (see Section 2.2.1.6).

In Q9 more than half of the 74 survey participants with privacy notifica-Awareness of fines
tions (38, 51.4%) had already been aware of these fines before the notification.
Another 9 (12.2%) had learned about them via the email, with 7 participants
in the Warning and 2 in the No Warning condition. Still unaware of fines were
20 participants (27.0%), 8 from the Warning and 12 from the No Warning
group. Half of the 8 warned but unaware participants had only seen ePrivacy
warnings, but the other 4 had (also) been warned about GDPR-mandated fines.
This shows that notifications have limited educational impact about privacy
legislation and potential fines.

Q10 explored how knowledge of GDPR-mandated fines had influenced par-Impact of knowledge
about fines ticipants’ decision to fix the detected issue. 13 participants (27.7%) answered

that they had not been influenced by the risks of fines, stating as their motiva-
tion that they “wanted to be responsible” (P45) or “believe[d] that GDPR and
compliance with it [was] important” (P1505). Another 13 (27.7%) explicitly
acknowledged that fines were a motivating factor in their decision (“want to
prevent paying fines” [P973]). 7 of them had received a warning notification
and 6 an email without a warning. Though these answers may suffer from social
desirability bias, this hints at fines for GDPR non-compliance being known and
influencing fix rates, regardless of whether they were explicitly mentioned in
the notification.

6.6.6 How Can We Help Websites Fix Issues?

The above findings leave the question how future research can help website
owners fix identified privacy issues.

Survey Q11 asked what additional information recipients would have wished
for to better understand and fix the notification issue(s). We received 129 open-
ended responses, many of which expressed generic sentiments: 37.7% found
the notification helpful and the information to be sufficient.

12.3% would have appreciated more detailed guidelines or links to externalMore detailed
notification messages resources on how to fix the issue(s). 16.5% asked for additional documentation

of our checks: 15 Git-notified participants suggested to add the URL for the
repository in question, and 2 asked to include a check whether any sensitive
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information was present in the repository. While the first suggestion is an easy
fix for future notifications, the latter would require extensive resources and
would raise ethical concerns. Regarding the use of cookies without consent, we
were repeatedly asked to add to the notification the names of the third-party
cookie(s) that had triggered the problematic flag, which is also feasible.

Classification of email conversations confirmed this. A major category More information
about checkswere requests for more information: 8.0% of the 414 conversations regarding

domains with privacy issues asked about privacy checks, especially the name of
the problematic cookie (5.3%); and questions concerning Git checks (10.8% of
the 167 Git conversations) most often were interested in the URL of the publicly
accessible repository (5.4%). We also received more generic requests, such as
what to do in general, if certain changes would make the website compliant
with privacy law, or about our research project.

Addressing recipients’ misconceptions about the often complex material Addressing
misconceptionsand territorial scope of privacy legislation is more challenging for researchers.

While future notification campaigns could preemptively include more detailed
explanations on these questions, this could make the notification email too
verbose, which could impact its effectiveness.

6.6.7 How Were the Notifications Perceived?

It should be best practice in security and privacy research to notify affected
parties about potential security or privacy issues identified on their systems,
but there is a risk of backlash that could harm individual researchers and the
community.

Hence, in survey Q13 we asked for general feedback about our project Survey
and received 76 responses. Sentiments varied greatly between recipients of
security and privacy notifications. 76.0% of respondents notified about Git
thanked us for the notification or voiced positive feedback (“This is an amazing
project, please keep up the good work to make the internet a more secure
place!” [P1675]), but only 50% of respondents with privacy notifications did so
(“Thank you for this hint! There are so much [sic] rules. For a little webmaster
it’s hard to know everything. It’s really great to know there are some who help
the little ones ;-)” [P840]). Negative sentiments were only expressed for privacy
notifications (“the stated analysis is only ‘may be’ ... You have just wasted our
time & energy” [P1685]). Repeated criticism included the privacy notifications
being false positives, too threatening, unwanted, not sent in the participant’s
language, or sent with ill or monetary intentions. This confirms the sentiments
reported in Section 6.6.4.

Email feedback contained similar differences in sentiment. Here people Email analysis
thanked us for the notification (code: thanks) in 74.9% of conversations with
recipients of security notifications, but only 56.0% of privacy conversations.
To distinguish between “thanks” and real enthusiasm for our project, we used
the code great-project, assigned to 16.2% of security and 2.9% of privacy con-
versations. Correspondingly, the distribution of negative sentiments towards
our notifications or project was reversed, assigned to 5.3% of privacy- but only
1.8% of security-related email conversations.
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Overall, the feedback received via these two channels paints a consistent
picture: Website operators tend to be more favorable towards notifications
about security issues than those about privacy problems.

6.7 discussion

In our investigation of whether large-scale email notification campaigns can
motivate websites to remediate complex privacy problems, we identified rec-
ommendations both for future research in web privacy as well as for the public
entities tasked with the application and enforcement of privacy legislation.

6.7.1 Privacy vs. Security Notifications

We compared the effects of notifications about privacy issues with those about
a security problem. Challenges faced by both types include how to reach the
responsible parties, language barriers, and lack of a trustworthy messaging
channel. These have already been identified by previous work on security noti-
fications and continue to pose significant problems for any campaign that aims
to reach people via email at scale, as it is hard for both computer systems and
humans to differentiate automated emails sent with beneficial intent from those
sent for malicious purposes. Specific to privacy notifications is the obstacle that
many recipients are not aware that certain legal requirements apply to their
website, either because of misconceptions regarding the territorial scope of
privacy laws or the website’s data processing operations. Future research in this
area is encouraged to educate notification recipients about the applicability
of privacy laws and provide concrete information why the respective law was
deemed to apply to the recipient’s website.This is especially important given our
observation that the motivation to make changes due to privacy notifications
appears to be extrinsic (awareness of fines) more often, while fixes of security
issues tend to be more intrinsically motivated.

6.7.2 Message Tone and Content

We found security and privacy notifications to be met with very different senti-Alleviate perceived
threats ments, which could be rooted in message content (mentioning of privacy laws)

or tone (presence of warnings). Security notifications evoked more positive
sentiments and fewer perceivd threats of legal action. To relieve recipients’
anxiety and anger, we recommend researchers in future privacy notification
studies to explicitly explain that they will not pursue any legal action against
notification recipients.

Recipient feedback also indicated widespread problems to identify the third-Concrete information
party plugin or subpage that had triggered the placement of a third-party cookie
before or without the visitor’s consent. We recommend that future notification
studies provide the necessary details to help recipients pinpoint the problem, in
our case the Git URL or concrete third-party service or cookie and subpage that
had triggered the detection mechanism. Links to concrete guidelines by data
protection authorities or courts (e. g., that pre-ticked checkboxes do not consti-
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tute informed consent [69]) could aid notification recipients in understanding
the issue and why it applies to their website.

6.7.3 Call for Guidelines and Standardization

Our results demonstrate that it is generally feasible to identify privacy issues
on websites independent of specific vendors or consent frameworks, with a
prevalence of false positive cases in the low single digits in our set of manually
verified websites. Still, these checks were designed to minimize the number of
false positives for the purposes of this notification study and false negatives
were not a concern. Consideration of false negatives may well be a requirement
in other contexts, such as automated privacy audits designed to take the burden
off DPAs in enforcing privacy legislation. Identifying vendor-agnostic privacy
issues at scale with low numbers of both false positives and false negatives is
still a significant challenge, given the differences in the implementation of, for
example, privacy policies or consent to the processing of personal information.
Regulators could aid privacy researchers – and themselves in enforcing privacy
laws – by issuing more concrete guidelines how to implement requirements
posed by privacy law, as in the example of the CCPA that requires a “Do Not
Sell My Personal Information” link (see Section 2.2.4). On a more general
level, the persistent challenge to enforce privacy laws online in the light of
limited human and monetary resources requires long-term assistance through
automated audits. The challenges associated with vendor-agnostic assessments
could be alleviated via standardization of how privacy-related information is
presented on the Web. Hence, web researchers and standardization committees
are encouraged to create new and build upon existing proposals how to unify
the presentation and user control of a service’s data processing practices. To
prevent any such standard from suffering the same fate as past web privacy
mechanisms relying on voluntary adoption, such as DNT or P3P, regulators
should make it mandatory for web operators and browser vendors to adhere to
these standards.

6.7.4 The Challenge of Reachability

Our use of email addresses found on websites yielded promising results in Email addresses
extracted from
websites

terms of reachability: 87.8% of initial notifications to Parsed email addresses
were successfully delivered, while this was only the case for 33.8% of emails
to Generic addresses. While this does not guarantee that the correct person is
reached and they act upon the notification, this approach can help overcome one
of the obstacles in reaching the people who are responsible for fixing security or
privacy issues on websites. It needs to be noted that this approach can possibly
introduce bias into the data set of notified websites, as well-maintained websites
are more likely to provide contact information, including an email address.

The reachability problem also provides an opportunity for standardization: Standardized point of
contactIn the vein of security.txt [86, 87], a proposed standard to help web security

researchers identify points of contact for vulnerabulity notifications, a file
privacy.txt could serve this information for privacy-related issues – and also
be used to communicate information of a website’s data processing practices in
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a standardized format or at least contain a link to its privacy policy. Until then,
future privacy notification studies could also leverage contact information from
security.txt to notify websites about privacy issues.

6.7.5 The Future of Privacy Notifications

Our results show limited success of our notification campaign, especially when
weighing this outcome against the resources required to detect and notify
websites about privacy issues at scale. Similarly, the improvements proposed
above will be futile if recipients of notification emails do not trust the sender
do not consider privacy violations a problem whose remediation is an urgent
matter. Still, we believe that large-scale privacy notifications can be a valuable
tool in improving web privacy, but they need to be accompanied by other
measures to overcome these obstacles.

To increase sender credibility and authority, researchers could cooperateJoint campaigns with
DPAs with data protection authorities for future notification campaigns about is-

sues related to data protection and privacy. The role of the DPA would be to
provide sender credibility via their legitimization as a public authority and to
accompany the campaign with information and enforcement capabilities to
raise awareness for the issues. They could communicate to the general public
the goal of the notifications, participating research institutions, investigated
issues, guidelines on how to fix them, territorial and material applicability of
the relevant laws, and possible consequences of non-compliance. A DPA in-
forming about the latter is likely to be met with less adversity, as enforcing
applicable privacy laws is their core task. Researchers, in turn, could supply the
personal and technical resources that public authorities often lack and provide
the notification infrastructure, expertise to more reliably detect compliance
issues at scale, and (limited) support with fixing them.

Past campaigns show that this could be a promising approach. Some DPAs
already have experience with privacy-related web measurements, such as the
“Cookie Sweep” [13] carried out by multiple national DPAs in 2014 to inform
EU institutions about websites’ use of cookies and obtain first evidence for
ePrivacy compliance.Thenotification campaign by privacyNGOnoyb [197] (see
Section 6.2.2) shows how external entities can support authorities in enforcing
privacy legislation. Manual analyses limited the scope of these campaigns, but
they both illustrate where DPAs and privacy researchers could benefit from each
other to help enforce privacy legislation at scale. These multi-modal campaigns
might not only have a broader effect, but also provide opportunities for further
research, such as evaluating the usability of guidelines to fix privacy issues.

6.8 conclusion

In this chapter, we conducted a large-scale email notification campaign to
investigate if this approach is also viable to help websites fix more complex pri-
vacy issues like missing privacy policies and incorrectly implemented consent
notices and to determine how they compare to notifications about security
vulnerabilities. Though overall fix rates are higher for security than privacy
issues and the latter show tendencies to be addressed at a later point in time, we
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still find a statistically significant influence of our notifications on remediation
rates. To overcome the problem of websites being hard to reach, we identify
a promising approach in automatically extracting contact information from
websites.

Qualitative feedback from email conversations with recipients and survey
responses hints at website owners being less open towards notifications about
privacy issues than a security vulnerability. Reasons include limited willingness
to make changes for privacy compliance, widespread misconceptions about the
applicability of privacy laws, and often greater necessary effort to identify and
fix the problem. Even though warnings about potential implications such as
fines do not increase remediation rates, they do at times incur anxiety and anger
with recipients and corresponding backlash towards the senders. Future work is
encouraged to explore if more specific information about the privacy problems
and assurance of benign intent can yield more positive reactions and make
email notifications a tool that can support large-scale privacy compliance.





Part IV

EP I LOGUE : TOWARDS A MORE USABLY PR IVATE
WEB





7FUTURE WORK

In this work we have studied third-party web tracking under the GDPR from two
perspectives: website visitors, who are subject to ubiquitous consent notices that
only allow limited control of tracking through third-party services, and web
developers and people in related roles who integrate these services into websites,
often unaware of their privacy implications. Similarly, for future work aiming
to improve website visitors’ privacy with regard to third-party web tracking,
there are research opportunities addressed at different entities involved in the
process.

7.1 easing the burden on website visitors

On the visitors’ side, the existing situation – ubiquious consent notices that are
often perceived as annoying and ineffective – could be improved by reducing
the amount of consent decisions or tying them more closely to the associated
data collection processes.

7.1.1 Moving Consent to the Browser

Since the study presented in Chapter 3, the market for online consent func-
tionality has consolidated [114] towards vendors that support the mechanism
we dubbed centralized consent management in Section 3.4.2.2 – IAB Europe’s
Transparency and Consent Framework [132], created and backed by the online
advertising industry. This has given rise to ever more increasingly complex
consent notices designed to maximize acceptance rates through use of dark
patterns while providing the impression to comply with EU privacy laws. In
addition to the formatting techniques we explored in Chapter 4, these include
hiding available options to deny consent on a second, initially invisible layer
and artificially introducing delays [39], with the goal to make the opt-out click
path take multiple times as long as the “accept all” option [39, 114]. Paired with
the fact that these notices were not always found to be correctly implemented
to honor visitors’ consent decision [174], this leaves users annoyed and fatigued
with privacy-related decisions, taking the fastest route to get rid of the consent
notice that blocks access to the website content: select the “accept all” option
and rely on browser plugins to block unwanted cookies and advertising [89].

From a UX perspective the ideal solution would be not to display any consent
notice at all but let website visitors specify their privacy preferences at a single
point, for example, in the browser, which then communicates these preferences
to websites [89]. Past efforts in this area like Do Not Track (DNT) [83] have
failed due to websites’ lack of interest and incentive to cooperate. DNT is also
not capable of implementing purpose-based, specific consent as mandated
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by the GDPR [89], but the standard could be extended to include signals that
differentiate between specific predefined purposes [200].

Likely fueled by the unsatisfactory state of consent on the Web, conceptually
similar approaches have recently seen renewed research interest. One of them,
Global Privacy Control (GPC) [96], is already backed by multiple vendors of
browsers and privacy-focused browser extensions, digital rights groups, and
publishing houses. Users of supporting browsers or extensions can configure
them to include a GPC signal in the headers of HTTP requests for all websites
they visit or on a per-website basis.

What differentiates this mechanism from DNT is that the California Attor-
ney General explicitly clarified that the GPC signal is considered a “Do Not
Sell My Personal Information” request under the CCPA (see Section 2.2.4) and
websites are legally obliged to comply with this request [257]. Thus, supporting
websites currently interpret the signal as such and treat the visitor as if they
had opted out using the website’s own “Do Not Sell” mechanism. In the fu-
ture GPC could be extended to support exercising privacy rights under other
jurisdictions, including the GDPR – though it remains unclear to what extent
a browser-based mechanism would be able to satisfy the GDPR’s requirement
that consent be specific, informed, and unambiguous [236]. Another recent
proposal aiming to automate consent under the GDPR and the planned ePri-
vacy Regulation is Advanced Data Protection Control (ADPC), devised by a
consortium of researchers from the University of Vienna and privacy NGO
noyb [124]. If jurisdictions beyond the US state of California create similar legal
obligations to obey privacy signals, a browser- or device-based approach could
reach higher acceptance. Still, the actual effectiveness of such standards also
relies on websites correctly implementing the conditional triggering of data
collection processes through third parties, which, as we have seen in Chapter 3,
is already often not the case with consent notices. Human et al. [123] compared
ADPC, GPC, and earlier proposals for the automated communication of privacy
preferences and identified legal, technical, human-centric, and other challenges
such mechanisms need to overcome to gain widespread adoption.

7.1.2 Putting Consent into Context

In Chapter 4 we have shown that website visitors often have misconceptions
about the workings of consent notices on websites, particularly the fear that
the website could not be accessed or would not work properly if they denied
consent to data collection. One possible reason could be a temporal and spatial
disconnection between the consent prompt and the actual data collection
process, as previous work has shown that, like privacy preferences in general,
those regarding web tracking are highly context-dependent [182].

Hence, effective privacy controls should, if possible, be shown in the tem-
poral and spatial context of the associated data practice [237, 238]. Recently
some websites, particularly news websites in German-speaking countries, have
started to use two-click mechanisms for different types of embedded third-
party content, particularly from social media. As shown in Figure 2.1 (c) in
Chapter 2, these consent mechanisms are built to be shown in place of the
embedded third-party element, and if the visitor clicks to agree to the involved
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data processing, the consent element is replaced with the remote content, trig-
gering data transmission to the third party. This directly ties the consent action
to the data processing action. We hypothesize that this contextualization makes
it easier for website visitors to understand what data processing they are con-
senting to by clicking the button. By granting access to the surrounding content
before consent, these mechanisms could also alleviate fear that it is the entire
website that cannot be accessed or will not work properly if consent is denied. In
contrast to blocking consent notices, this approach also allows website visitors
to simply ignore the third-party content, such as an embedded social media
feed, and avoid making yet another consent decision.

Future work could evaluate and compare users’ perception of and their in-
teractions with these contextualized consent mechanisms and compare them
against cookie consent notices, either in a lab setting or in the field like in our
study presented in Chapter 4. One thing to keep in mind is that this approach
can only be applied to data collection processes that can be reasonably tied
to a certain location on the website (contrast to, e. g., website analytics, which
typically use tags embedded all over the website). It is also not conceivable
that websites would use such mechanisms for third-party advertising, as in this
case the first-party website relies on the ads to be seen. In addition, individual
consent elements for different types of functionality can lead to an even higher
number of consent decisions instead of bundling them into a consent notice.
Future work could evaluate how many of these contextual consent decisions
website visitors are willing to make, as there could well be a trade-off between
increased understanding due to contextualization and increased negative senti-
ments if too many of these elements are shown.

7.2 encouraging “privacy by design and by default” with
websites

In Chapters 5 and 6 we studied the people who are ultimately responsible for
the inclusion of third-party services into websites and found a widespread
lack of awareness regarding the data collected through third-party services,
including the use of cookies without or before consent. There is plenty of
research opportunity in finding ways to encourage the use of less privacy-
invasive technology on websites.

7.2.1 Incentivizing Privacy in Web Development

In Chapter 5 we have seen that the people working on websites frequently
do not consider alternative integrations for a desired functionality or make
privacy-friendly configurations because they often base their decision on ease of
integration and familiarity with the chosen solution and tend to underestimate
the amount of data collected by third-party services. In addition, the notification
study in Chapter 6 found that people often struggle with pinpointing the use of
third-party cookies without consent or understanding its privacy implications.

The restricted formats of online surveys and asynchronous communication Coding experiments
via email can only provide limited insights into the underlying reasons and
opportunities to raise awareness and incentivize change. A more thorough un-



162 future work

derstanding of the decision processes that lead to the integration of third-party
services into websites could be obtained in a study design that is more interac-
tive, such as interviews, or that more closely resembles participants’ actual work
environment. The latter can be achieved via controlled programming experi-
ments [264], previously used to study various developer behaviors including
security practices like passwort storage [2, 49, 188–190] or use of cryptographic
libraries [1, 275]. Prior research exploring the security and privacy practices of
developers has shown that priming for security [189] or privacy [265] can en-
courage more secure or privacy-friendly integrations or configurations. Future
work could draw inspiration from these study designs and investigate the influ-
ence of priming for privacy on the selection and configuration of technology
to integrate different types of functionality into websites. Such a study could
not only investigate participants’ existing awareness, knowledge, and resulting
privacy practices in this largely unexplored domain but also determine factors
that would increase adoption of more privacy-friendly technology.

7.2.2 Alternative Website Business Models

Any long-term improvement of websites’ privacy practices needs to take into
account their owners’ legitimate business interests. In Section 2.1.3 we already
established that much free Web content is monetized via online advertising,
particularly OBA that involves ad networks collecting, sharing, and inferring
personal information. From the open-ended responses in our study exploring
the motivations for third-party use (Chapter 5), we learned that constraints in
monetary and human resources often inhibit the considerations of (privacy-
friendly) alternatives to popular third-party solutions that are made available
free of charge but instead monetize user data.

During the manual annotation of websites for our work presented in Chap-Tracking-free
subscriptions ter 3, we noticed the first online editions of newspapers including Der Standard

(Austria) and the Washington Post1 (United States) to have introduced tracking
walls, website-blocking consent dialogs that present visitors with the choice
to either agree to web tracking and continue to use the page for free or pur-
chase a subscription and get access to a (purportedly) tracking-free website.
Whether such a forced decision between tracking or payment is compliant with
the GDPR’s requirement for “freely given” consent, is debatable [137, 196, 236].
Over the last few years, similar subscription schemes have been introduced by
an increasing number of websites, presumably in reaction to the GDPR and to
dwindling revenue for content creators from online advertising, with targeting
ads to visitors barely making a difference [171]. These subscriptions do not
necessarily involve blocking initial access to the site or services but have in
common that they make claims that can be expected to reduce the amount of
tracking visitors are subject to, such as “ad-free” or the explicit claim that no
tracking is taking place. Irrespective of the valid argument that these business
models foster a “privacy only for the rich” attitude [196], it would still be valu-
able to investigate if these claims hold true, as these practices currently do exist
and an evaluation could inform interested individuals in their decision whether

1 At the time of writing this thesis, the Washington Post had discontinued its “tracking wall” and
explicitly tracking-free subscription.
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it would be worth it to pay to reduce the amount of third-party web tracking
they are exposed to. Additionally, in case violations of the claims are detected,
businesses could be held accountable. Whether paying for privacy is worth
it has been previously explored in different contexts, including paid mobile
applications [109, 246], and participants’ willingness to do so was investigated
in various fictitious scenarios including social networks [240]. While previous
research has brushed at the privacy implications of paywalls on news websites
and found no difference in tracking for a small sample of ten websites [211], it
did not investigate this question at scale and did not take into account if the
paid versions made any privacy-related claims. Future work could address this
research gap and compare the privacy-related claims of website subscriptions
to the actual tracking practices under the respective subscription plans. It has
to be noted that paying for a service automatically involves transmission of
sensitive personal information, including financial data, to the service, which
could lead to an even higher dissemination of user data.

Amore flexible and potentiallymore private option tomonetizeWeb content Browser-based
micropaymentscould be micropayments that were first suggested in a networking context in

the 1960s [31] and found renewed interest after the introduction of Bitcoin
and Blockchain technology in 2009 [30]. A current suggestion for browser-
based micropayments that do not require a common payment network as an
intermediary is Web Monetization [289], a proposed W3C standard based on
the Interledger protocol [133]. Directly funding content creators could be a
first step in the direction of a less centralized Web, with less data in the hands of
advertising networks and the vendors of other widely used third-party services
[30].

Another option for creators ofWeb content tomonetize their business are the Privacy-friendly
advertisingnon-targeted forms of advertising alreadymentioned in Section 2.1.5, including

contextual (e. g., EthicalAds [65]) or static ads. Promoting the adoption of these
alternatives to the predominant advertising networks employing OBA, which
does not result in significantly higher revenue [171], could ultimately lead to a
win–win situation for both websites and visitors – generating revenue while
preserving the fundamental right to data privacy for everyone, not just the
wealthy [196].

7.3 fueling the standardization of web privacy information

Our notification study in Chapter 6 has illustrated the difficulties of reaching
and communicating privacy issues to website operators. Still, as shown by
previous notification campaigns about security issues, the approach per se
remains promising and there is ample opportunity for future work to determine
how to best address the human factor in this type of research.

On the technical side, web privacy research could aid regulators in enforcing Point of contact for
privacy inquiriesexisting privacy legislation by developing standards how information related to

user privacy is presented on the Web. This would also facilitate future measure-
ments on privacy mechanisms on websites, such as the prevalence of privacy
policies and consent notices as we did in the work that served as the basis for
Chapter 3. One idea alreadymentioned in Section 6.7 could be the introduction
of a standardized point of information regarding a website’s privacy practices,
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similar to security.txt [86, 87]. As with many Web standards, including
use of generic email addresses, large and popular websites are more likely to
adopt such a proposal, unless forced to by law or developments in the browser
market. Poteat and Li [218] confirmed this for security.txt adoption and
found deployment rates between 11–16% for the top 100 websites in the Alexa
ranking, 8–10% for the top 1,000 websites, 3-4% for the top 10,000, and only
about 1% for the top 100,000.

Independent of such a file, websites could also be encouraged to provide aPrivacy policy
location and format plaintext version of their privacy policy at a standardized location to make it

easier for both human visitors and automated research efforts to find, extract,
and store.This idea is now new: P3Pwas an early proposal that went even further
and attempted to standardize how privacy information is made available on
the Web in a machine-readable format, but failed due to lack of adoption. As
we have seen in Chapter 6 and emphasized by Schwartz in his recapitulation
why P3P failed [242], pursuing its core idea is still worthwhile, even more
so under the GDPR and other recent privacy legislation that introduced new
requirements for transparency and control, unwillingly increasing the cognitive
burden for people whose information is processed. As pointed out for the case
of automated privacy signals in the browser, regulators could make adoption of
such standards mandatory – but convincing them to do so would still require
widespread support by the scientific community and/or actors in the online
tracking ecosystem, which can only be achieved by learning from the reasons
why earlier proposals failed.
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In this thesis, we investigated the General Data Protection Regulation’s lack of
a clear effect on the prevalence of third-party services on websites, as identified
by the first measurement studies undertaken shortly after the law became
enforceable in May 2018. We moved beyond measurements of third-party
presence in an effort to better understand this lack of change, find possible other
effects of the GDPR, and look into means to motivate more privacy-friendly
integrations, as mandated by the GDPR’s “data protection by design and by
default” principle.

prevalence and implementation of consent notices First, we
investigated in Chapter 3 if the GDPR’s increased transparency requirements
and the need for a legal basis for data collection led to websites providing more
information about and control of their data processing practices. This was
fueled by the impression that in the months before the GDPR enforcement date
an increasing number of websites displayed notices asking for consent to the
use of cookies. Specifically, we were guided by the following research question:

RQ 1: Has the GDPR provided website visitors with greater transparency and
control regarding the collection of their personal information by third-
party services on websites?

To answer it, we conducted a longitudinal measurement study of trans-
parency mechanisms on European websites and found a significant increase in
cookie consent notices before and after the GDPR enforcement date. In addi-
tion, we developed a classification of consent notices based on the options they
present to website visitors. Investigating the prevalence of the different types
and the capabilities of popular consent libraries, we found that only few web-
sites provided website visitors with meaningful options to control the collection
of their personal information through third-party services.

website visitors’ perception of consent notices Our second
study inChapter 4 directly built upon these results, in particular the observation
that the majority of existing notices either did not provide any choice at all or
overwhelmed website visitors with long lists of third-party vendors. We were
interested in more thoroughly exploring the design space for the user interface
of consent notices, including those that offer a real, non-overwhelming choice,
and asked:

RQ2: How do website visitors perceive and interact with different types of
consent notices, if given an actual choice to allow or deny consent?

From a sample of real-world consent notices we derived the design space for
the UI of single-layer consent notices. Based on the identified parameters we
designed three experiments investigating how notice position, available options
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and nudging, and language and presence of a privacy policy link influenced
user interaction. We conducted the first study of users’ consent behavior on a
real-world website and found that people prefer notices with a binary “Accept–
Decline”mechanism but appreciate the availability ofmore fine-grained options
based on categories of third-party services. Unless options are preselected,
which was later ruled to violate consent requirements [69], people are unlikely
to explicitly consent to data processing through third-party services. Still, we
found widespread misconceptions, including websites not working properly
unless consent to the use of cookies is given.

websites’ considerations in the use of third-party services
In Chapter 5 we shifted our focus towards understanding the lack of change in
the use of third-party services by websites. We turned to the people responsible
for their integration into websites – web developers and people in similar roles
– and conducted the first study that investigated the motivation behind the use
of third-party services on websites, asking:

RQ3: Do people working with websites consider visitors’ privacy in the inte-
gration of website functionality that is often integrated via third-party
services?

In an online mixed-methods study with 395 participants we explored if and
how people working with websites consider visitors’ privacy in the selection
and configuration of solutions to integrate a desired functionality. We found a
lack of awareness of the data collection not directly associated with the core
functionality of a service, including IP addresses and other technical parame-
ters. Alternatives to the ultimately selected solutions were rarely investigated
for reasons including familiarity with an existing service, and roadblocks to
privacy-enhancing configurations include website creators’ trust in third-party
vendors and their perceived inability to have an influence on data collection.
Overall, website visitors’ privacy was rarely considered except for certain types
of functionality for which data protection authorities had issued concrete inte-
gration guidelines.

email notifications about third-party web tracking with-
out consent Searching for ways to increase website owners’ awareness
of third parties’ data collection practices, in Chapter 6 we looked into email
notifications as a method previously used to raise awareness and remediation
of malicious abuse of Web infrastructure and security vulnerabilities, guided
by the following research question:

RQ4 Can email notificationsmotivate website operators to fix complex privacy
issues, including use of third-party cookies without visitors’ consent?

We conducted the first large-scale email notification study that informed
website operators about vendor-agnostic, complex privacy issues. We notified
websites about four privacy issues and one security vulnerability and compared
the effect of our notifications between security and privacy issues with regard
to remediation rates and recipient feedback. With one major obstacle being
reachability of websites, we found only limited effect of the notification emails
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on remediation rates but learned from participant feedback that privacy notifi-
cations were not as well received as those about a security vulnerability. Reasons
include misconceptions of the GDPR’s applicability, the data collection practices
of both the website and the integrated third-party services, and difficulties in
pinpointing the problem.

future work Finally, inChapter 7we encouraged the research community
to find consent mechanisms that ease the cognitive burden on website visitors,
help website owners with the implementation of “privacy by design and by
default”, and aid lawmakers and data protection authorities through proposals
for the standardization how privacy information is presented on the Web and
other Internet-based communication systems.

final thoughts Integration into websites can provide the vendors of
third-party services with the opportunity to collect significant amounts of
personal information about visitors, particularly if the service is used by large
shares of websites, as in the case of Google services including Analytics, Ads,
and Fonts or plugins for the integration of content from large social media
platforms. Encouraging websites to move away from the use of widespread
third-party services that rely on monetization of visitor data can be one impor-
tant step towards decentralization of power and opinion through large Internet
companies, currently under scrutiny in different jurisdictions including the
European Union [37] and the United States [97]. This thesis is meant to con-
tribute to this public debate and encourage further research on how to foster
the use of technology that respects users’ privacy while still providing them
with the treasured technological amenities of the digital age.
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a.1 survey: cookie consent notices

This appendix contains the survey instrument for our field study about consent
notices (Chapter 4). The following tables only list the questions asked in the
main questionnaire (i. e., without the intro text, consent form, and endmessage)
and participants’ responses (n = 110).

R indicates answers displayed in random order. All questions were non-
mandatory. All questions and answer options were translated from German.
E1, E2, and E3 stand for the respective experiments. Acronyms indicate the
respective experimental condition:

• BIN-E1 = the binary notice shown at six different positions in Experi-
ment 1

• NOP = no option

• CON = confirmation

• BIN = binary

• CAT = categories

• VEN = vendors

• NN = non-nudging

• NU = nudging

• TE = technical

• NT = non-technical

• PP = privacy policy link

• NP = no privacy policy link
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Table A.1: Motivation for (Not) Interacting With the Cookie Consent Notice
.

Q1-clickeda: You just clicked the cookie consent noticeb on the website [WEBSITE_NAME].
Which of the following statements describe your motivation to click the notice?
I clicked the cookie consent noticeb ... [multiple choice]

E1 E2 E3 Total %

... to protect me from dangers from the Internet.R 0 3 3 6 9.8

... to protect my privacy on the Internet.R 0 5 6 11 18.0

... because the website does not work otherwise.R 2 11 3 16 26.2

... to see fewer ads.R 1 1 3 5 8.2

... out of habit.R 1 10 2 13 21.3

... because the notice distracts me from viewing the website.R 6 25 13 44 72.1
Other: [free text] 0 0 1 1 1.6
I do not know why I clicked the notice. 1 1 1 3 4.9
I prefer not to answer. 0 0 0 0 0

# Answers 11 56 32 99
# Participants 8 34 19 61

Q1-notclickeda: You did not click the cookie consent noticeb on the website [WEBSITE_NAME].
Which of the following statements describe your motivation to not click the notice?
I did not click the cookie consent notice ... [multiple choice]

E1 E2 E3 Total %

... because I have not noticed it.R 4 11 5 20 40.8

... because it did not offer enough choices.R 0 0 3 3 6.1

... because I do not know what happens if I click the notice.R 1 6 4 11 22.4

... because I think that my selection does not have any effect.R 1 4 4 9 18.4

... because I do not know what cookies are.R 0 2 0 2 4.1

... because I do not care which cookies the website uses.R,c 1 3 2 6 12.2

... Other: [free text] 1 10 2 13 26.5

... I do not know why I did not click the cookie consent notice. 1 0 0 1 2.0

... I prefer not to answer. 0 2 0 2 4.1

# Answers 9 38 20 67
# Participants 8 26 15 49

aQ1-clicked and Q1-notclicked were only displayed to participants who had clicked / had not
clicked the notice, respectively.
bIn Experiment 3, “cookie consent notice” was changed to “privacy notice” in the conditions
Non-Technical–PP Link (NT-PP) and Non-Technical–No PP Link (NT-NP).
cIn Experiment 3, this answer was changed to “because I do not know what data this is about”
in the conditions Non-Technical–PP Link (NT-PP) and Non-Technical–No PP Link (NT-NP).
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Table A.2: Expectation of the Website’s Data Collection
.

Q2: What do you think – what data does the website [WEBSITE_NAME] collect about you
when you access the website? [multiple choice]

E1 E2 E3 Total %

The posts I am reading on the website.R 10 40 17 67 60.9
My residence.R 6 14 7 27 24.5
The links I click on the website.R 14 45 27 86 78.2
My IP address.R 11 39 22 72 65.5
The device I am using to access the website.R 10 36 19 65 59.1
The website does not collect any data about its visitors.R 0 4 1 5 4.5
My name.R 2 9 3 14 12.7
Other websites I visit besides [WEBSITE_NAME].R 5 17 10 32 29.1
Other: [free text] 3 2 1 6 5.5
I prefer not to answer. 0 0 0 0 0

# Answers 61 206 107 374
# Participants 16 60 34 110
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Table A.3: Perception of the Cookie Consent Notice Displayed to the Participant
.

This is the cookie consent noticeb the website has shown you. [IMAGE]
Please rate the following statements about this notice.

Q3: I think the number of choices offered by the above cookie consent noticeb is ...

Exp. 1 Exp. 2 Exp. 3
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... too low 9 3 3 5 3 1 1 2 1 2 1 1 0 1

... just right 7 1 0 3 7 3 2 3 1 2 4 8 6 6

... too high 0 0 1 1 0 0 3 2 0 3 2 0 3 0

... No answer 0 2 0 1 2 0 1 0 1 0 0 0 2 0

Total 16 6 4 10 12 4 7 7 3 7 7 9 11 7

Q4: The above cookie consent noticeb allows me to control the website’s behavior.

Exp. 1 Exp. 2 Exp. 3

BI
N
-E

1

N
O
P

C
O
N
-N

N

C
O
N
-N

U

BI
N
-N

N

BI
N
-N

U

C
AT

-N
N

C
AT

-N
U

V
EN

-N
N

V
EN

-N
U

TE
-P

P

TE
-N

P

N
T-

PP

N
T-

N
P

Strongly disagree 6 3 3 0 2 0 1 1 0 1 1 1 0 0
Somewhat disagree 3 2 0 3 3 2 2 1 1 3 2 0 3 0
Neutral 6 0 1 4 3 0 0 1 1 1 1 1 4 2
Somewhat agree 1 1 0 2 4 1 4 3 1 1 1 4 4 5
Strongly agree 0 0 0 0 0 1 0 1 0 1 2 2 0 0
No answer 0 0 0 1 0 0 0 0 0 0 0 1 0 0

Total 16 6 4 10 12 4 7 7 3 7 7 9 11 7

Q5d: I think the decision which option to select in the cookie consent noticeb is ...

Exp. 2 Exp. 3
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... very easy 2 0 1 1 4 3 4 1

... easy 0 2 1 0 0 2 2 2

... neither easy nor hard 2 2 0 2 2 2 5 4

... hard 2 2 1 2 1 1 0 0

... very hard 1 1 0 2 0 0 0 0
No answer 0 0 0 0 0 1 0 0

Total 7 7 3 7 7 9 11 7
bIn Experiment 3, “cookie consent notice” was changed to “privacy notice” in the conditions
Non-Technical–PP Link (NT-PP) and Non-Technical–No PP Link (NT-NP).
dQ5 was only shown to participants who had seen a category- oder vendor-based notice on the website.
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Table A.4: Perception of the Cookie Consent Notice Displayed to the Participant
(cont.)

.
Q6d: Please explain your answer to the previous question. [free text]

Code Explanation E2 E3 Total %

Transparent The participant considers the consent notice to be transparent. 1 5 6 15.8
Privacy The participant’s preferences are privacy-focused, i. e., the least

invasive option is chosen.
2 5 7 18.4

Options clear The options offered by the consent notice are considered clear
/ easy to understand.

0 3 3 7.9

Options unclear The options offered by the consent notice are considered un-
clear / not easy to understand.

4 2 6 15.8

Notice clear The participant expressed that the mechanism was clear, but
did not specify which part.

1 3 4 10.5

Notice unclear The participant expressed that the mechanism was unclear
but did not specify which part.

2 0 2 5.3

Too complicated The consent notice was considered too complex. 4 1 5 13.2
Don’t care The participant stated they did not care which cookies the

website used.
3 0 3 7.9

Other 4 2 6 15.8

# Participants 60 34 94

dQ6 was only shown to participants who had seen a category- oder vendor-based notice on the website.
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Table A.5: General Understanding of Cookie Consent Notices
.

This is another cookie consent notice. [Image of the binary notice in Figure 4.1 (a) (bb)]

Q7: What do you think happens when you click “Decline”? [free text]

Code Explanation E1 E2 E3 Total %

Site blocked The content of the website cannot be accessed at all. 6 13 9 28 29.8
Functionality
limited

The content of the website can be viewed, but some
parts may not work.

2 10 5 17 18.1

Site accessible The content of the website can be accessed. 0 3 1 4 4.3
No data collected The website visitor’s personal data is not collected or

processed.
2 4 5 11 11.7

No cookies set The website does not store any cookies in the visitor’s
browser.

1 8 3 12 12.8

Fewer ads The website displays fewer or no ads. 0 3 2 5 5.3
Notice The participants only mentions effects regarding the

consent notice.
0 2 3 5 5.3

No change Declining cookies does not have any effect. 4 7 1 12 12.8
Don’t know 2 0 1 3 3.2
Other 0 2 4 6 6.4

# Participants 15 51 28 94

Q8: What do you think happens when you click “Accept”? [free text]

Code Explanation E1 E2 E3 Total %

Data collected The participant’s personal data is collected and / or pro-
cessed.

9 10 10 29 30.9

Cookies stored Cookies are stored in the user’s browser. 4 9 6 19 20.1
Site accessible The content of the website can be accessed. 0 16 5 21 22.3
Notice The participants only mentions effects regarding the

consent notice.
0 3 2 5 5.3

Ads The participant is subject to advertising. 6 11 6 23 24.5
Profiling The participant’s personal data is used to create a profile

of their interests.
5 8 6 19 20.2

Other purposes The participant’s personal data is used for other pur-
poses.

2 0 2 4 4.3

No change Clicking “Accept” does not have any effect. 0 4 3 7 7.4
Don’t know 0 3 0 3 3.2
Other 0 3 1 4 4.3

# Participants 15 51 28 94



A.2 survey: web technologies – selection, integration, and configuration 175

a.2 survey: web technologies – selection, integration, and
configuration

This appendix contains the survey instrument for the study about consider-
ations in the use of third-party services presented in Chapter 5. Presented
below is only the main questionnaire as shown in Figure 5.1, i. e., without the
intro text, privacy policy, debriefing, and end message. Except for Q2-0 in the
GitHub–Mandatory condition, all questions were non-mandatory.

Survey Title

Web Technologies: Selection, Integration, and Configuration

1. Your Background

First we would like to learn about your background and your work on websites.
Throughout this survey, by “work on websites” we mean your involvement to
some degree in the design, development, deployment, maintenance, and/or
management of a website.

1-1 How many websites have you worked on in the last 3 years? [single
choice]

• 0

• 1

• 2–5

• 6–10

• 11–25

• 26–50

• 51–100

• > 100

1-2 What is your current employment status with regard to your work on
websites? [multiple choice]

• Full-time employment

• Part-time employment

• Self-employed / freelancer

• Intern

• Hobbyist

• Unemployed

• Retired

• Unable to work

• Other: [free text]

• Prefer not to say
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1-3 Below is a list of functionalities often found on websites. Which of these
functionalities have you previously worked with on websites? [multiple
choice; order of answers randomized]

• Advertising (e. g., banner ads, video ads, content recommendation,
affiliate links)

• Customer / user interaction (e. g., user comments, contact forms,
chat, mailing lists)

• Embedded media (e. g., video, audio, maps, slideshows)

• Front-end libraries or design resources (e. g., non-standard fonts,
CSS frameworks, JavaScript libraries)

• User login / authentication

• Payment systems

• Privacy popups / privacy forms (e. g., cookie consent notices, CCPA
“Do Not Sell”)

• Website protection (e. g., anti-spam, bot mitigation techniques)

• Social media integration (e.g., social media buttons, widgets, em-
bedded feeds)

• Web analytics (e. g., page visits, heatmaps, session replay)

2a. Website

To learn more about your experience with different web technologies, the rest
of the survey will ask you about a specific website you have recently worked on.

2-0 Please name one website you recently worked on, i. e., you were involved
in the design, development, deployment, maintenance, or management
of that website, and that you remember well.

(If recruited via website: Ideally, this is the website through which we
contacted you, which is mentioned in the email invitation to this survey.
If you were not in any way involved in the design, development, deploy-
ment, maintenance, or management of that website, you are welcome to
provide another website you recently worked on.)

We will keep this website – and any other information that could identify
you – confidential and only share it with involved researchers.

Please enter the website’s web address below, including the top-level
domain (e. g., youtube.com, guardian.co.uk).

For the remainder of this survey, all questions are going to refer to this
website as “the website.” [free text]

(In the GitHub–Mandatory condition, we required participants to enter
something but did not check if it was a valid URL.)
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2b. Website Info

In Part 2 of the survey, we would like to learn some more information about
the website you just named.

2-1 What is / are your role(s) with regard to the website? [multiple choice]

• Product or project manager

• Content creator or contributor

• Social media manager

• Marketing

• Sales

• Quality assurance

• User experience

• (Web) developer, programmer, or software engineer

• Administrator or (web) operator

• Legal counsel

• Data protection officer

• Customer service / customer support / customer relations

• Other: [free text]

2-2 What is roughly the size of the team working on the website, i. e., how
many people have been involved in the website’s design, development,
deployment, maintenance, and management? [single choice]

• I am the only team member

• 2–5

• 6–10

• 11–25

• 26–50

• 51–100

• > 100

• Don’t know

2-3 Please select which country the company or organization operating the
website is based in. If the company or organization has sites in multiple
countries, please select the country in which the company or organiza-
tion’s headquarters are located. [single choice, answer options: dropdown
list with names of all countries]

2-4 What regions or countries is the website targeting or being used in? [free
text]
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2-5 What is the website’s revenue model? [multiple choice]

• Targeted advertising (e. g., ad networks)

• Non-targeted advertising (e. g., contextual or static ads)

• Affiliate marketing / affiliate links

• Donations

• Subscriptions / membership

• Sponsored posts / articles

• Products / services sold on the website

• Supported by other revenue streams (i.e., goods or services not
directly sold on the website)

• Other: [free text]

• Not applicable (website does not have a revenue model)

• Don’t know

2-6 Which of the following features or functionalities are used on thewebsite?
[single choice for each, answer options: Yes / No / Not sure]

• Advertising (e. g., banner ads, video ads, content recommendation,
affiliate links)

• Customer / user interaction (e. g., user comments, contact forms,
chat, mailing lists)

• Embedded media (e. g., video, audio, maps, slideshows)

• Front-end libraries or design resources (e. g., non-standard fonts,
CSS frameworks, JavaScript libraries)

• User login / authentication

• Payment systems

• Privacy popups / privacy forms (e. g., cookie consent notices, CCPA
“Do Not Sell”)

• Website protection (e. g., anti-spam, bot mitigation techniques)

• Social media integration (e. g., social media buttons, widgets, em-
bedded feeds)

• Web analytics (e. g., page visits, heatmaps, session replay)

2-7 For each of the following functionalities present on the website, how
involved have you been regarding their integration into the website? [list
of all functionalities tagged with “Yes” in previous question, single choice
for each, answer options:]

• I decided how to integrate this functionality

• I integrated / implemented this functionality

• I maintain or manage the integration of this functionality

• I have not been involved in the integration of this functionality
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3. Integration of Website Functionalities (category-specific)

In Part 3 we would like to ask you a few questions about the integration of
some of the functionalities you indicated to have worked with on the website.
You will be shown these questions for at most three different functionalities,
regardless of how many you have selected in the previous question.
(For up to three categories randomly selected from those the participant has
indicated involvement in the previous question, they are asked the following
questions.)
You indicated that you have been involved to some degree in the integration of
[FUNCTIONALITY (examples)] on the website. Now we would like to ask you a
few more questions about how this functionality has been integrated.

3-1 For which purposes or use cases is [FUNCTIONALITY] technology used
on the website? [free text]

3-2 a. (Generic:)Which technology has been used to integrate [FUNCTION-
ALITY] into the website? If the website uses multiple technologies
for this, please consider all of them combined (your “solution”)
when answering the following questions. [multiple choice + free
text]

– We developed it ourselves

– We installed a third-party software on the website’s host system
(please name software:) [free text]

– We integrated an external third-party service (please name
service:) [free text]

– Other (please specify:) [free text]

– Don’t know

b. (Payment:) What kind of payment service(s) does the website use?
[multiple choice + free text]

– Payment method(s) that do not require other parties for pro-
cessing (e. g., cash, gift cards) (please name method(s):) [free
text]

– Service(s) that only involve banks on either side (e. g., bank
transfer, Lastschrift) (please name service(s):) [free text]

– Service(s) that involve third parties (e. g., credit card, PayPal)
(please name service(s):) [free text]

– Other (please specify:) [free text]

– Don’t know

c. (Embedded Media:)

i. What type of embedded media does the website use? [multiple
choice]

* Embedded maps

* Embedded videos
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* Embedded audio

* Other (please specify:) [free text]

* Don’t know

ii. (1) (If map, audio, or video:) You indicated that the website
uses embedded (maps | videos | audio).

(a) Where are these (map | video | audio) resources hosted?
[multiple choice]

· The (map | video | audio) resources are hosted on
the website’s host system

· The (map | video | audio) resources are hosted with a
third-party service (please name service:) [free text]

· Other (please specify:) [free text]

· Don’t know

(b) (If map, audio, or video and third-party hosting:) How
are these externally hosted (map | video | audio re-
sources) embedded into the website? If the website uses
multiple technologies for this, please consider all of
them combined (your “solution”) when answering the
following questions. [multiple choice]

· Embedding code provided by the third party that
hosts the resources

· Embedding code provided by another third-party
service (please specify service:) [free text]

· Embedding code we have written ourselves

· Other (please specify:) [free text]

· Don’t know

(2) (If “Other”:)You indicated that thewebsite uses some other
kind of embedded content. How is this content integrated
into the website? If the website uses multiple technolo-
gies for this, please consider all of them combined (your
“solution”) when answering the following questions. [free
text]

d. (Social Media:)

i. What type of social media integration does the website use?
[multiple choice]

* Profile buttons or links

* Share buttons or widgets

* Embedded posts or feeds

* Other: [free text]

* Don’t know
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ii. (1) (If profile / share buttons or embedded:) You indicated that
the website uses (buttons or links to social media profiles
| social media share buttons or widgets | embedded social
media posts or feeds). Which technology has been used
to integrate them into the website? If the website uses
multiple technologies for this, please consider all of them
combined (your “solution”) when answering the following
questions. [multiple choice]

· Code we have written ourselves

· Code provided by social media site(s)

· Code or plugin provided by another third-party service
(please specify service:) [free text]

· Other (please specify:) [free text]

· Don’t know

(2) (If “Other”:)You indicated that thewebsite uses some other
kind of social media integration. How is it integrated into
the website? If the website uses multiple technologies for
this, please consider all of them combined (your “solu-
tion”) when answering the following questions. [free text]

3-3 (If involved in selection:) You indicated that you were involved in deciding
how [FUNCTIONALITY] was integrated into the website. Please describe
why this specific type of integration or this particular service was selected.
[free text]

3-4 (If involved in selection:)

a. (Generic:) When making this decision, were other ways for inte-
grating [FUNCTIONALITY] into the website considered? [multiple
choice]

– We considered a solution we have developed (or were going
to develop) ourselves

– We considered (another) third-party software installed on the
website’s host system (please name software:) [free text]

– We considered a(nother) service hosted with a third party
(please name service(s):) [free text]

– We directly decided to use the current solution

– Other (please specify:) [free text]

– Don’t know

b. (Payment:) When making this decision, were other ways for inte-
grating payment systems into the website considered? [multiple
choice]

– We considered (other) methods that do not include any other
party (e. g., cash, gift cards) (please name method(s):) [free
text]
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– We considered service(s) that only involve banks on either
side (please name service(s):) [free text]

– We considered (other) service(s) that involve third parties
(please name service(s):) [free text]

– We directly decided to use the current solution

– Other (please specify:) [free text]

– Don’t know

c. (Embedded Media:)Whenmaking this decision were other ways for
integrating embeddedmedia into the website considered? [multiple
choice]

– We considered self-hosting the embedded media resources

– We considered hosting the embedded media resources with
a(nother) third party (please specify service:) [free text]

– We considered embedding code provided by the third-party
service that hosts the resources (please specify service:) [free
text]

– We considered embedding code provided by a different third-
party service (please specify service:) [free text]

– We considered embedding code we have written (or were
going to write) ourselves

– We directly decided to use the current solution

– Other (please specify:) [free text]

– Don’t know

d. (Social Media:) When making this decision, were other ways for
integrating social media into the website considered? [multiple
choice]

– We considered a solution we have developed (or were going
to develop) ourselves

– We considered code provided by the social media site(s)

– We considered a solution provided by a different third-party
service (please specify service:) [free text]

– We directly decided to use the current solution

– Other (please specify:) [free text]

– Don’t know

3-5 (If involved in selection:) Why were other ways to integrate [FUNCTION-
ALITY] into the website (not) considered? [free text]
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3-6 (If involved in selection:) Which sources of information did you use to
select a solution to integrate [FUNCTIONALITY] into thewebsite? [multiple
choice]

• The website’s team

• Professional network (people external to the website team)

• Private network (e. g., friends)

• Sales representative of third-party software / service

• Official website(s) / documentation of third-party software / service

• Legal documents by third-party software / service (e. g., terms of
service, privacy policy)

• Online blogs / magazine articles

• Online discussion forums (e. g., Reddit, StackOverflow)

• Other: [free text]

3-7 (If involved in implementation or maintenance:) Which sources of infor-
mation did you use to configure the [FUNCTIONALITY] solution on the
website? [multiple choice, same answer options as in Q3-6]

3-8 (If not involved in selection:) You indicated that you were not involved in
the decision how to integrate [FUNCTIONALITY] into the website. Who
decided how [FUNCTIONALITY] should be integrated into the website?
[multiple choice]

• Product or project manager(s)

• Content creator(s) or contributor(s)

• Social media manager(s)

• Marketing

• Sales

• Quality assurance

• User experience

• (Web) developer(s), programmer(s), or software engineer(s)

• Administrator(s) or (web) operator(s)

• Legal counsel(s)

• Data protection officer(s)

• Customer service / customer support / customer relations

• CEO and/or other upper level management

• Investor(s)

• Other: [free text]

• Don’t know
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3-9 Overall, how satisfied are you with the [FUNCTIONALITY] integration
solution on the website, with regard to the following criteria? [single
choice for each of the following, answer options: Very satisfied, Satisfied,
Neither satisfied nor dissatisfied, Dissatisfied, Very dissatisfied, Don’t
know]

• Visitors’ privacy

• Ease of integration

• Ease of use for visitors

• Performance (e. g., page speed)

• Features meet requirements

4. Data Practices of Website Functionalities (category-specific)

In Part 4 of the survey, we would like to learn more about your experience with
the data practices of the technologies we just asked you about in Part 3.
(The following questions are asked for each functionality for which the participant
has also seen Part 3.)

4-1 (If third-party service is used to implement [FUNCTIONALITY]:) Sometimes
third-party services, when integrated into a website, collect informa-
tion about the website’s visitors, either to provide the service or for their
own / other purposes. To the best of your knowledge, what informa-
tion about the website’s visitors does the third-party solution used for
[FUNCTIONALITY] collect?

[Items taken from the “Information Type” section of the annotation
scheme for the OPP-115 corpus of privacy policies [295]; single choice for
each, answer options: Yes, No, Unsure]

• Financial information (e. g., credit or debit card data, credit scores)

• Health, genetic, or biometric data

• Contact information (e. g., name, email address, phone number)

• Location (e. g., GPS location, postal code)

• Demographic data (e. g., gender, age, education)

• Personal identifiers (e. g., social security, ID card or driver’s license
number)

• User online activities (e. g., pages visited, time spent on pages)

• User profile on the website (e. g., profile settings, data the user has
uploaded to the website)

• Social media data

• IP address or device IDs

• Cookies or other tracking elements

• Device information (e. g., browser or operating system used by
website visitors)
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4-2 (If involved in implementation ormaintenance:)Did youmake any specific
effort(s) to protect the website’s visitors’ privacy when configuring the
[FUNCTIONALITY] solution on the website? [single choice]

• Yes

• No

• Don’t know

4-3 a. (If yes:) Please describe which efforts you have made and why. [free
text]

b. (If no:) Please describe why you did not make any specific efforts.
[free text]

5. Demographics

Finally, we would like to ask you some basic demographic questions to better
understand who participated in our study.

5-1 What is your age (in years)? [single choice]

• 18–24

• 25–34

• 35–44

• 45–54

• 55–64

• 65–74

• 75+

• Prefer not to disclose

5-2 What is your gender?1 [multiple choice]

• Woman

• Man

• Nonbinary

• Prefer to self-describe: [free text]

• Prefer not to disclose

5-3 What is the highest educational degree you have completed? [single
choice]

• No schooling completed

• Some high school, no diploma

• High school graduate, diploma, or equivalent (e. g., GED, Abitur,
baccalauréat)

• Some college credit, no degree

1 As recommended by Spiel et al. [253].
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• Trade / technical / vocational training

• Associate degree

• Bachelor’s degree

• Master’s degree or equivalent (e. g., German Diplom)

• Professional degree (e. g., JD, MD, German Staatsexamen)

• Doctoral degree (e. g., PhD)

• Other: [free text]

• Prefer not to disclose

5-4 In what field(s) did you receive your degree or vocational training?2
[multiple choice]

• Computer and information sciences

• Mathematics

• Engineering

• Life sciences (e. g., biology, health sciences, medicine)

• Social sciences / social work / human services

• Education

• Law

• Psychology / behavioral science

• Business / economics

• Liberal arts / humanities

• Art / music

• Journalism

• Vocational

• Other: [free text]

• Not applicable

• Prefer not to disclose

5-5 Have you ever received any kind of training or educated yourself on data
protection or privacy? [single choice]

• Yes (please specify:) [free text]

• No

• Prefer not to disclose

2 Adapted from a Pew Research survey [214], using the subcategories for some fields.
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a.3 notification emails

This appendix contains the text of the notification emails we sent in our notifi-
cation study in Chapter 6.

Sender / Display Name

Matthias Michels | CISPA Helmholtz Center for Information Security

Subject

[Security and] data protection issue[s] on your website [DOMAIN] or Security
issue on your website [DOMAIN]

Email Text

Hello,
We are a group of security and privacy researchers from the CISPA Helmholtz

Center for Information Security and Ruhr University Bochum in Germany. As
part of our current research project, we analysed potential security and data
protection issues on websites.

We would like to raise your attention to the following security and data
protection issue(s) on your website [DOMAIN]. Please note that we do not offer
a conclusive legal assessment or consultancy on an individual website’s legal
compliance.

no privacy policy. For public websites that use European domains, are
hosted in the EU, or may be used by European users, any collection of users’
personal data is governed by the EU General Data Protection Regulation (GDPR).
If a website meets these conditions, the operator is legally required by Article 13
of the GDPR to have a privacy policy explaining the use of their visitors’ personal
data. Personal data also encompasses the processing of communications data
such as IP addresses of users even if no additional information is collected. The
privacy policy has to inform users about the use of their personal data in a
concise, transparent, intelligible, and easily accessible form.

Our automated analysis of your website did not detect a privacy policy, which
may indicate noncompliance with the GDPR’s information requirements.

input fields for personal information without https. Arti-
cle 32 of theGDPR requires data controllers such aswebsite owners to implement
appropriate technical and organisational measures to ensure a level of security
appropriate to the risk, taking into account the state of the art. Protection of
users‘ communication and interactions with your website via HTTPS is consid-
ered state of the art in data security.

Our automated analysis detected input fields on your website that allow users
to enter personal data without using HTTPS secure communication to prevent
eavesdropping and phishing. This may indicate noncompliance with the GDPR’s
data security requirements.
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use of third-party cookies without consent notice. Under
Article 5 Paragraph 3 of the EU ePrivacy Directive (Directive 2009/136/EC) and
respective implementations of the Directive into national law of the EU member
states, the setting of individual cookies on the user’s terminal equipment that
are not strictly necessary for the functioning of the website is only allowed if
the user has given his or her prior consent.

Our automated analysis did not detect such a consent form for the third-party
cookies on your website. This may indicate noncompliance with EU ePrivacy
requirements.

third-party cookies set before interaction with consent
notice. Under Article 5 Paragraph 3 of the EU ePrivacyDirective (Directive
2009/136/EC) and respective implementations of the Directive into national law
of the EU member states, the setting of individual cookies on the user’s terminal
equipment that are not strictly necessary for the functioning of the website is
only allowed if the user has given his or her prior consent. Such consent has to
be given in advance via a meaningful interaction by the user.

According to our automated analysis, your website does provide users with
a cookie notice or consent form, but the cookies are set before any meaningful
interaction of a user with the consent form takes place. This lack of explicit
consent may indicate noncompliance with EU ePrivacy requirements.

publicly accessible git repository. If the configuration folder for
Git (.git) is reachable through HTTP, an attacker may copy the content of this
repository. This allows an attacker to access the source code versioned in this
repository, including any credentials or other sensitive data possibly stored
there. Our automated analysis detected a publicly accessible Git repository on
your website. Note that we only check for the existence of a repository and
do not attempt to download any actual content. Hence, we cannot state if it
contains any sensitive information.

If in Warning condition:

• If Git: Please note: In the worst case, access to configuration files with
credentials could lead to an attacker taking over your entire website.

• If No Privacy Policy or No HTTPS: Noncompliance with GDPR require-
ments could lead to fines of up to 10 million euros or up to 2 percent of
the global turnover of the preceding fiscal year according to Article 83
Paragraph 4 GDPR.3

• If No Consent or Before Consent: Fines for noncompliance with ePrivacy
requirements may vary depending on national laws.

You can review more detailed information about the security and data pro-
tection issues and their remediation status on your website by visiting our web

3 Due to oversight we did not differentiate in the warning text between the two tiers of fines in
Article 83 GDPR: While not having a privacy policy (violates Article 13) is subject to the fines in
Article 83(5) (20 million euros / 4% of annual turnover), non-use of HTTPS (violates Article 32)
falls under Article 83(4) (10 million euros / 2% of turnover). We do not expect this difference in
maximum fines to have any significant impact on notification recipients’ remediation behavior.
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interface at https://notify.cispa.de/reports/[DOMAIN]/report-[UN
IQUE_ID].

Since this notification is part of an ongoing research project, we will re-
check your website to verify if the issues have been fixed. If you wish us to
stop this check, please visit our web interface at https://notify.cispa.d
e/reports/[DOMAIN]/report-[UNIQUE_ID] to opt out or contact us at
info@notify.cispa.de.

Help us improve our notification process with anonymous feedback at:
https://notify.cispa.de/reports/[DOMAIN]/report-[UNIQUE_ID]

/notification-survey.4

Should you need further information or have any other questions, please
do not hesitate to contact us using the same email address.

Best regards,
Matthias Michels
Security Researcher
CISPA Helmholtz Center for Information Security
Stuhlsatzenhaus 5
66123 Saarbrücken
Germany

a.4 notification study info website

This appendix contains the text of the info website that informed notification
recipients about the research project behind the study presented in Chapter 6
and the involved institutions.

Website Text

We are security and privacy researchers from the Secure Web Applications
Group (https://swag.cispa.saarland/) at the CISPA Helmholtz Center
for Information Security and the Systems Security group (https://inform
atik.rub.de/syssec/) at Ruhr-Universität Bochum, both in Germany. We
are currently conducting a research project on large-scale security and data
protection notifications. With our notifications we would like to help website
owners identify and fix security and data protection issues on their websites.

Our analysis tool checks websites for the presence of a privacy policy and a
cookie consent notice, whether third-party cookies are being set before consent,
potentially unprotected personal information in input fields, and publicly ac-
cessible code versioning repositories. If our tool detects an issue, we notify the
website owner about it via e-mail. The checks are performed in a non-intrusive

4 Clicking this link triggered a redirect to the survey. The UNIQUE_ID was only used to look up
the notification issues, study conditions, and email group associated with the website, which
were then translated into URL parameters for the survey link. No unique identifier was passed to
the survey.

https://notify.cispa.de/reports/[DOMAIN]/report-[UNIQUE_ID]
https://notify.cispa.de/reports/[DOMAIN]/report-[UNIQUE_ID]
https://notify.cispa.de/reports/[DOMAIN]/report-[UNIQUE_ID]
https://notify.cispa.de/reports/[DOMAIN]/report-[UNIQUE_ID]
https://notify.cispa.de/reports/[DOMAIN]/report-[UNIQUE_ID]/notification-survey
https://notify.cispa.de/reports/[DOMAIN]/report-[UNIQUE_ID]/notification-survey
https://swag.cispa.saarland/
https://informatik.rub.de/syssec/
https://informatik.rub.de/syssec/
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way. Our tool will never try to exploit a vulnerability on your server or interfere
with your services.

In case you would like to contact us about this research, you can send an
email to info@notify.cispa.de. If you want your websites to be excluded
from our analysis, you can email us the domains, IP addresses, or IP ranges
which should be excluded. Alternatively, if you have received an individual
report for your website from us, you can use the opt-out buttons in that report.

a.5 survey: security and data protection notifications

This appendix presents the questionnaire for the survey we invited every no-
tification recipient to take in our notification study in Chapter 6, along with
response counts.

Survey Title

Survey on Security and Data Protection Notifications

Intro Text

We are security and privacy researchers from the CISPA Helmholtz Center
for Information Security and Ruhr University Bochum in Germany. In our
current research we are trying to better understand how to notify websites
about security and data protection issues. We recently emailed you a security
and data protection notification from notify@notify.cispa.de.

You can help us improve our notification process through completing this
survey. The survey is short and anonymous, and all questions are optional, so
please answer the ones that you feel comfortable with. Your feedback is very
valuable to us and we really appreciate your time.

Privacy Policy & Consent

We take great care in protecting our survey participants’ privacy in accordance
with the provisions of the General Data Protection Regulation (GDPR). Your
answers to this survey will be stored securely on a server hosted by Ruhr
University Bochum, Germany. Any of the survey data will only be accessible
by the researchers involved in this project and will not be correlated with other
data or otherwise used to identify individual participants. If we make data
from this research available to the research community or the interested public,
we will only publish it in an aggregated form that does not allow anyone to
identify you or the website for which we sent you a notification email. You
can find the contact information of the responsible data protection officers at
https://notify.cispa.de/privacy_en.html.

Participation

Your participation in this research is completely voluntary. Once you have
started the survey, you may cancel at any time by clicking the “Exit and clear

https://notify.cispa.de/privacy_en.html
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survey” button in the upper right part of the screen, and your answers will be
discarded.

Contact Information

If you have any questions, comments, or concerns about the study either before,
during, or after participation, please contact us at info@notify.cispa.de.

Questionnaire

First we would like to ask you about the security and data protection issues we
found on your website. Here is a list of the issues we found: [of the following,
only the detected issues were shown]

• No privacy policy

• Use of third-party cookies without consent notice

• Third-party cookies set before interaction with consent notice

• Input fields for personal information without HTTPS

• Publicly accessible Git repository

Table A.6: Notification questionnaire and responses.

Q1: Do you think our report is correct regarding each of the detected issues? [list
of detected issues as shown above; single choice for each]

No Privacy
Policy

No
Consent

Before
Consent

No
HTTPS

Git

n % n % n % n % n %

Yes 21 70.0 10 45.5 17 63.0 1 25.0 123 87.9
No 5 16.7 5 22.7 2 7.4 1 25.0 8 5.7
Uncertain 2 6.7 4 18.2 8 29.6 2 50.0 8 5.7
N/Aa 2 6.7 3 13.6 0 0.0 0 0.0 1 0.7

# Displayedb 30 22 27 4 140

Q2: Were you aware of this / these issue(s) before we contacted you? [single
choice]

Security Privacy All
n % n % n %

Yes 18 12.9 21 28.4 39 18.4
No 114 81.4 42 56.8 154 72.6
Don’t know 7 5.0 6 8.1 13 6.1
N/A 1 0.7 5 6.8 6 2.8

# Displayed 140 74 212

a Throughout the questionnaire, “Displayed” indicates how many participants had
seen each question.

b “N/A” indicates how many of them did not provide an answer.

info@notify.cispa.de


192 appendices

Table A.7: Notification questionnaire and responses (cont.).

Q3: Are you planning to make any changes to the website after receiving our
message? [single choice]

Security Privacy All
n % n % n %

Yes 127 90.7 48 64.9 173 81.6
No 4 2.9 17 23.0 21 9.9
Don’t know 7 5.0 3 4.1 10 4.7
N/A 2 1.4 6 8.1 8 3.8

# Displayed 140 74 212

Q4 (If “No”): Why are you not planning to make any changes? [free text, multiple
codes per answer possible]

n %

Non-applicability of privacy law (generic) 1 4.8
Non-EU 4 19.0
No third-party cookies used 3 14.3
No personal data collected 7 33.3
Other 5 23.8
N/A 1 4.8

# Displayed 21

Q5 (If any privacy issue was detected): Do you think the European Union’s General
Data Protection Regulation (GDPR) applies to your website? [single choice]

n %

Yes 47 63.5
No 15 20.3
Don’t know 7 9.5
N/A 5 6.8

# Displayed 74

Q6 (If “No”): Why do you think the GDPR does not apply to your website? [free
text]

n %

Non-EU 6 40.0
No personal data collected 7 46.7
Other 1 6.7
N/A 1 6.7

# Displayed 15
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Table A.8: Notification questionnaire and responses (cont.).

Q7 (If any privacy issue was detected): In the past, did you already make changes to
the website because of the GDPR or other privacy legislation? [single choice]

n %

Yes 32 43.2
No 36 48.6
Don’t know 1 1.4
N/A 5 6.8

# Displayed 74

Q8 (If ”Yes”): What changes did you make because of this privacy legislation?
[free text; multiple codes per answer possible]

n %

Made changes to privacy policy 5 15.6
Installed cookie plugin or banner 13 40.6
Removed third-party service/cookies 6 18.8
Enforced HTTPS 2 6.3
Other 9 28.1
N/A 6 18.8

# Displayed 32

Q9 (If any privacy issue was detected): Were you aware of potential fines mandated
by the GDPR before you received our message? [single choice]

n %

Yes, since you emailed me 9 12.2
Yes, even before you emailed me 38 51.4
No, I’m not aware of them 20 27.0
N/A 7 9.5

# Displayed 74

Q10 (If either “Yes” option was selected): In which way did this knowledge of fines
influence your decision to fix the issue(s)? [free text; single code per answer]

n %

Reported influence of fines 13 27.7
No reported influence of fines 13 27.7
Unrelated answer 6 12.8
N/A 15 31.9

# Displayed 47
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Table A.9: Notification questionnaire and responses (cont.).

Q11: What type of support would you find helpful to fix the issue(s) we found on
your website? [free text; multiple codes per answer possible]

n %

Info in notification was sufficient 80 37.7
Better documentation of checks 35 16.5
More information about fixes 26 12.3
Other 6 2.8
N/A 83 39.2

# Displayed 212

Q12: What is / are your role(s) with regard to the website we notified you about?
[multiple choice; answers shown in random order except for “Other”]

n %

Product or project manager 29 13.7
Content creator or contributor 42 19.8
Social media manager 8 3.8
Marketing 11 5.2
Sales 7 3.3
Quality assurance 12 5.7
User experience 11 5.2
(Web) developer, programmer, or software engineer 121 57.1
Administrator or (web) operator 128 60.4
Legal counsel 6 2.8
Data protection officer 21 9.9
Customer service / customer support / c. relations 11 5.2
Other: [free text] 21 9.9
N/A 11 5.2

# Displayed 212

Q13: Is there anything you want to tell us about our checks, notifications, or any
other issue related to this research or to security and data protection notifications
in general? [free text; multiple codes per answer possible]

n %

Positive sentiment / thanks 51 24.1
Negative sentiment 4 1.9
Email first seemed suspicious 9 4.2
More information required 5 2.4
Translation suggested 3 1.4
Tool for self-checks desired 4 1.9
Other 7 3.3
N/A 136 64.2

# Displayed 212
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End Message

Thank you for your valuable feedback! You may now close this browser window
or tab.
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a.6 codebook for email classification

This appendix contains the codebook that resulted from qualitative analysis of
the email communication we conducted with recipients of security or privacy
notifications in our study presented in Chapter 6.

Numbers in the % columns are relative to the total number of email conver-
sations about domains with security issues (n = 167) and privacy issues (n =
414), respectively.

Table A.10: Codebook for email classification (Sentiment / Information)

Code Description Examples Counter-
examples

Requires # of Conversations
Security Privacy
n % n %

Sentiment

thanks The recipient thanks us
for the notification.

“Thank you for your no-
tification”

125 74.9 232 56.0

great-project The recipient expressed
that they liked our
project.

“Thank you for your
work,” “We need more
projects and people like
you!”, “good luck with
the project,” “In case
you find any other vul-
nerabilities I’d be ex-
tremely grateful if you
would let me know”

“Thank you
for your
notification,”
“Many thanks
for your two
messages,
including
the valuable
advice”

27 16.2 12 2.9

negative The recipient did not
like our project or our
notification.

“PISS OFF!!!”, “telling a
UK business what to
do is completely unac-
ceptable,” “stop sending
threatening emails, it’s
stupid”

“I would like
to be excluded
from your
project”

3 1.8 22 5.3

More information

more-info The recipient asks
for more information
about, e. g., our project,
our checks, about the
GDPR, about Git.

“Do you think the GDPR
applies to us?”, “What
needs to be changed?”

“How are
you?”, “Can
you fix this for
us?”, “Can you
exclude us?”

42 25.1 131 31.6

privacy-check The email contains a
question about our pri-
vacy checks.

“How does your check
recognize a privacy pol-
icy?”

“What must
be included
in a privacy
policy?”

more-
info

1 0.6 33 8.0

cookie-name The email contains a
question for a cookie
name.

“Could you be so kind
to specify name of the
cookie you are referring
to?”

privacy-
check

1 0.6 22 5.3

Continued on next page
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Table A.11: Codebook for email classification (Information / Actions)

Code Description Examples Counter-
examples

Requires # of Conversations
Security Privacy
n % n %

More information (cont.)

git-check The email contains a
question about our Git
check.

“Could you please pro-
vide more details about
your findings and the ac-
tions performed by your
automated [Git] analy-
sis?”

more-
info

18 10.8 0 0.0

git-url The email asks for the
URL of the Git reposi-
tory or a file (e. g., con-
fig) inside the reposi-
tory.

“At which URL have you
been able to access the
repository?”

git-
check

9 5.4 0 0.0

project-info The email contains a
question about our re-
search project in gen-
eral.

“How have you selected
our website?”, “Is it also
possible to trigger this
check one way or an-
other?”

more-
info

8 4.8 20 4.8

state The email asks if the is-
sue is still present on the
website.

“Could you check
again?”

more-
info

9 5.4 28 6.8

fix-this-plz The recipient asks us to
fix the issue on their be-
half.

“How do you fix this?
Can you do that?”

more-
info

2 1.2 0 0.0

Performed actions

fixed The email states that the
issue has (presumably)
been fixed.

“This has been re-
solved,” “I’ve updated
my nginx configuration
to deny all access to
‘.’ directories,” “the
security issue should be
fixed now”

75 44.9 60 14.5

will-handle The email states that the
recipient will look into
the issue or fix the issue
in the future.

“I will arrange accord-
ing to your advice,”
“You can assume that
the website’s communi-
cation will be encrypted
within the next hours,”
“We will fix it asap”

27 16.2 157 37.9

notified The recipient notified
someone else in order to
fix or look into the issue.

“I will get in touch
immediately with the
person that created
our website,” “I’ve for-
warded your message
to domain owner”

“We will han-
dle this.”

17 10.2 66 15.9
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Table A.12: Codebook for email classification (Correctness / Language)
.

Code Description Examples Counter-
examples

Requires # of Conversations
Security Privacy
n % n %

Correctness

false-positive The recipient thinks
that the current state of
their website is secure /
compliant.

“I thought GDPR does
not apply to our web-
site,” “We do not gather
any third party cookie
data from visitors”

10 6.0 75 18.1

git-no-
sensitive

The recipient thinks
that the Git repository
does not contain any
sensitive data.

“the git repo doesn’t
contain any confiden-
tial information,” “the
repository is also pub-
lished at [URL]”

14 8.4 0 0.0

laws-not-
apply

The recipient thinks
that the privacy laws do
not apply to them.

“I thought GDPR does
not apply to our web-
site,” “Our web page is
not public,” “We do not
process personal data,”
“We do not have cook-
ies for visitors accep-
tance and only visitors
that subscribe newslet-
ter provide their email”

false-
positive

0 0.0 40 9.7

laws-not-in-
uk

The recipient thinks
that EU privacy laws
do not apply to them
because they are in the
UK.

“Why do you contact an
[sic!] UK business?”

laws-
not-
apply

0 0.0 5 1.2

Language

expected-
german

The recipient asks why
we sent emails in En-
glish and not German,
the language of our in-
stitutions’ country.

“Why do you send an
English email to a Ger-
man as a German re-
search institute?

“Feel free to
also contact
me in Ger-
man”

0 0.0 6 1.4

translate The recipient asks for
a translation into an-
other language (most
frequently German).

“If you want to com-
municate with me,
then please write in
German!”, “In German,
please,” “is there possi-
bly a ‘German version’
of this email?”

“Feel free to
also contact
me in Ger-
man”

1 0.6 12 2.9
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Table A.13: Codebook for email classification (Other)
.

Code Description Examples Counter-
examples

Requires # of Conversations
Security Privacy
n % n %

Other

unsure-scam The recipient is unsure
if the mail is spam / a
scam.

“is this a real email or a
phishing attempt,” “This
looks extremely suspi-
cious to me in its con-
tent, tone, and method
of delivery,” “this looks
like spam,” “Is this a le-
gitimate email?”

“somehow
sounds legiti-
mate”

12 7.2 50 12.1

really-cispa The recipient is unsure
if the email is really
from CISPA.

unsure-
scam

10 6.0 35 8.5

exclude The recipient wants
to be excluded from
our study. Includes
conditional exclusion
requests.

“Either you call us or I
have to ask you to ex-
clude our website”

7 4.2 34 8.2
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