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Abstract

Social scientists are often interested in understanding how the dynamics of social systems are driven

by the behavior of individuals that make up those systems. However, this process is hindered by the dif-

ficulty of experimentally studying how individual behavioral tendencies lead to collective social

dynamics in large groups of people interacting over time. In this study, we investigate the role of social

influence, a process well studied at the individual level, on the puzzling nature of success for cultural

products such as books, movies, and music. Using a ‘‘multiple-worlds’’ experimental design, we are

able to isolate the causal effect of an individual-level mechanism on collective social outcomes. We

employ this design in a Web-based experiment in which 2,930 participants listened to, rated, and

downloaded 48 songs by up-and-coming bands. Surprisingly, despite relatively large differences in the

demographics, behavior, and preferences of participants, the experimental results at both the individual

and collective levels were similar to those found in Salganik, Dodds, and Watts (2006). Further, by

comparing results from two distinct pools of participants, we are able to gain new insights into the role

of individual behavior on collective outcomes. We conclude with a discussion of the strengths and

weaknesses of Web-based experiments to address questions of collective social dynamics.

Keywords: Cultural markets; Web-based experiments; Superstars; Winner-take-all; Cumulative

advantage; Social influence

1. Introduction

Can you study an army in a laboratory? In 1969, the sociologist Morris Zeldich posed this
provocative question about the study of group behavior. At the time Zeldich concluded that
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because logistical difficulties prevented researchers from studying large groups literally ‘‘in
a lab,’’ the more realistic way to learn about these groups was by studying the smaller-scale

process at work within them (Zelditch, 1969). Almost 40 years later, however, it may be the
time to revisit Zelditch’s question with a fresh perspective. In particular, the vast increase in

computing power over the past few decades, and the almost limitless pool of participants
now available via the Internet have made it possible—although by no means trivial—to

design and conduct laboratory-style experiments involving thousands, or even millions, of
participants. Moving beyond the classic study of ‘‘small groups’’ (Harrington & Fine,

2000), we can now begin the study of ‘‘large groups’’ (Hedström, 2006).
But first it might be asked, why the ability to study large groups experimentally is needed

when we already have the ability to study individuals experimentally? An example that

combines the individual-level process of anchoring and adjustment (Tversky & Kahneman,
1974) with the collective dynamics of auctions proves instructive. Individuals have been

found to anchor their valuation of objects based on irrelevant (Ariely, Lowenstein, & Prelec,
2003; Simonson & Drolet, 2004) and even false information (Northcraft & Neale, 1987).

For example, real estate agents’ valuations of homes have been shown to be affected by
false listing prices (Northcraft & Neale, 1987). Therefore, because of this psychological

mechanism, one might predict that auctions with higher starting prices would have higher
final sale prices because auction participants, like the real-estate agents, would anchor on
the higher starting price. Yet in real auctions exactly the opposite can occur: Lower starting

prices can lead to higher final prices (Ku, Galinsky, & Murnighan, 2006). In other words,
even though the individual psychology of anchoring has been studied extensively, it offers

us the wrong prediction about the collective social dynamics of auctions.
More generally than auctions, it seems to be difficult to predict the behavior of systems

with many interacting components, even with a reasonable understanding of these lower-
level components. That is, just as it is hard to reduce biology to the behavior of molecules

(Hartwell, Hopfield, Leibler, & Murray, 1999), it is hard to reduce group behavior to indi-
vidual psychology (Barton, 1968); in the words of Anderson (1972), ‘‘more is different.’’

This observation does not imply that individual behavioral tendencies tell us nothing about
group behavior, as has been argued by proponents of the ‘‘collective mind’’ and the ‘‘mad-
ness of crowds.’’ However, it does suggest that models of collective behavior that are based

solely on the behavior of a ‘‘representative agent’’ are seriously deficient (Kirman, 1992).
The challenge for studying collective behavior is therefore in understanding how the actions

and interactions of individuals aggregate to produce collective patterns (Allport, 1924;
Coleman, 1990; Hedström, 2005; Schelling, 1978).

Much of the formal work connecting individual behavior and group dynamics has relied
on mathematical and agent-based models (Arthur, 1994; Axelrod, 1997; Banerjee, 1992;

Bikhchandani, Hirshleifer, & Welch, 1992; Goldstone, Ashpole, & Roberts, 2005; Macy &
Willer, 2002; Watts, 2002), but these approaches are invariably subject to the critique that
they are based on overly simplistic representations of human behavior and so are of ques-

tionable relevance to real-world social phenomena. In this study, therefore, we will attempt
to address these same issues with experiments involving human subjects making decisions

that—although extremely simple—are not so different from decisions they make in their
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everyday lives. Specifically, we will investigate the effect of social influence, a process well
studied at the individual level, on the success of products in cultural markets.

The study will be organized as follows. First, we will describe the puzzling nature of suc-
cess and failure in cultural markets, a collective outcome, and then show how the ‘‘multiple-

worlds’’ design of Salganik et al. (2006) allows us to address the role of individual-level
social influence on collective outcomes. Unlike most experiments in cognitive science,

psychology, and economics that have individuals as the unit of analysis, these experiments
have groups of several hundred people as the unit of analysis, and therefore require

thousands of participants, thereby running directly into the constraints of the physical labora-
tory that troubled Zeldich. We were able to circumvent these problems by running our exper-
iment over the Web, allowing us to accommodate many more participants than have been

possible in a physical laboratory. After reviewing the results from two previous experiments
whose participants were largely American teenagers (Salganik et al., 2006), we will present

new results with an entirely distinct pool of participants with different demographics, prefer-
ences, and behavior (n = 2,930). Comparison of these results reveals additional features of

the role of individual behavior on collective outcomes that would not be discernible by
studying only one participant population. The study concludes with a discussion of the possi-

bilities and limitations of the Web-based experimental study of large group behavior.

2. Success and failure in cultural markets

An obvious ‘‘stylized fact’’ about markets for cultural products such as books, movies,
TV shows, and music is that success in such markets is tremendously unequal (Caves, 2000;

Chung & Cox, 1994; De Vany, 2004; Sorensen, 2007; Vogel, 2004). That is, blockbuster
movies like Star Wars and bestselling books like Harry Potter are not merely more success-

ful than average—they are orders of magnitude more successful; so much so that cultural
markets are often characterized as ‘‘superstar’’ (Rosen, 1981) or ‘‘winner-take-all’’ (Frank

& Cook, 1995) markets. On its own, there is nothing particularly puzzling about this obser-
vation: Because the cost of consuming cultural products is generally unrelated to their qual-
ity, then as long as some products are distinctly better than others, everyone can enjoy ‘‘the

best’’ for essentially the same price as an average product. Thus, one ought to expect that
success in cultural markets will be highly skewed at the top end (Rosen, 1981).

What is more puzzling, however, is that if these ‘‘superstar’’ products—The Beatles,
Harry Potter, Star Wars—are somehow different from all the other products in ways that are

obvious to audiences, one might expect that these same differences would be evident to the
producers, publishers, and executives responsible for deciding which projects to support and

which to reject. Yet along with inequality of success, a second stylized feature of cultural
markets is that they appear to be highly unpredictable, in the sense that attempts to predict
hits routinely fail. For example, eight publishers rejected the first Harry Potter book before

it went on to sell millions of copies around the world and launch a billion dollar franchise
(Lawless, 2005). Executives at the TV network FOX must have bitterly regretted passing on

the sitcom Friends, but they reveled in their decision to broadcast the mega-hit American
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Idol after it was rejected by executives at NBC, CBS, and ABC (Carter, 2006). Even some
of the most successful cultural products of the 20th century had these troubles; The Beatles

struggled to get a record deal (Coleman, 1989), and Star Wars almost never got made
(Seabrook, 2000).

Just as there are products that are initially rejected, only to end up wildly successful,
there are also products that are expected to have wild success that flop (although these are

harder to document because they are rarely written about). One such example is Carly Hen-
nessy, an aspiring pop star who impressed MCA Records so much that they invested $2.2

million in the production and marketing of her first album, Ultimate High. Yet, once the
album was released, it sold just 378 copies in its first 3 months (Ordonez, 2002). Stories
similar to Hennessy’s are not uncommon; failures greatly outnumber successes. It is

estimated that major record labels lose money on 90% of the artists they sign, and similar,
but slightly lower, failure rates are estimated for other cultural products (Vogel, 2004).1

Ethnographic studies of decision making in cultural industries find that, not surprisingly,
industry insiders are very aware of this situation (Bielby & Bielby, 1994; Denisoff, 1975;

Faulkner & Anderson, 1987; Gitlin, 1983; Hirsch, 1972), and their feelings are nicely
summarized by the well-known quip of the screenwriter William Goldman (1983):

‘‘nobody knows anything.’’
The puzzle we address in this study therefore is the following: If hits are different in some

way, why do experts have such difficulty in identifying these products ahead of time?2

Rather than looking for an explanation of this puzzle at the level of the individual—either
industry executives or consumers—we will argue that the inequality and unpredictability of

success, both group-level properties, arise from a process of social influence at the individ-
ual level. That is, rather than assuming exogenous and stable preferences, as is common in

rational choice models of human behavior and models cultural markets (e.g., Rosen, 1981),
our approach is more consistent with a great deal of recent work in experimental psychology

suggesting that preferences are neither exogenous nor stable, but are in fact ‘‘constructed’’
by a variety of features of the decision context itself (Bowles, 1998; Payne, Bettman, &

Johnson, 1992; Payne, Bettman, & Schkade, 1999; Slovic, 1995). Our explanation, there-
fore, takes the constructed preferences view of human psychology seriously and adds to it a
social component; that is, we propose that expressed preferences are influenced by the

observed actions of others, as well as by psychological features of the decision context, such
as framing, anchoring, and availability (Ariely, 2008).

3. Social influence and cumulative advantage

The interdependence of decision making and, more specifically, the processes of social
influence and conformity have been studied extensively by psychologists, economists, and
sociologists for at least 70 years (Asch, 1956; Coleman, Katz, & Menzel, 1957; Crutchfield,

1955; Deutsch & Gerard, 1955; Katz & Lazarsfeld, 1955; Kelley & Thibaut, 1978;
Leibenstein, 1950; Luce & Raiffia, 1957; Sherif, 1936; Thibaut & Kelley, 1959). Research

in this area has led to two broad insights that are relevant to social influence in cultural
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markets. First, in cultural markets, there are simply too many products for individuals to
consider—for example, in 1 year alone, about 6,500 new major-label albums are released

(Vogel, 2004). As no one can possibly consider all of these products, a natural heuristic for
dealing with this choice overload is to assume that the popularity of products is somehow a

signal of their quality, a phenomena sometimes called observation learning (Banerjee, 1992;
Bikhchandani et al., 1992; Goldstein & Gigerenzer, 2002; Hedström, 1998). Second, in cul-

tural markets, people may benefit from coordinating their choices with others (Adler, 1985);
that is, by listening to, reading, or watching the same things, friends, and even strangers,

construct common points of interest around which they can interact, thereby fostering
notions of commonality and community. Although differentiating between these two kinds
of effects can be difficult in practice (Cialdini & Goldstein, 2004; Deutsch & Gerard, 1955;

Moretti, 2008), for the purpose of understanding collective dynamics, it may be sufficient to
note that both correspond to an individual-level tendency to imitate the behavior of others.

From this perspective, popular products will tend to become more popular, leading to
‘‘cumulative advantage’’ or ‘‘rich-gets-richer’’ dynamics, as recent experiments have

demonstrated (Hanson & Putler, 1996; Salganik et al., 2006).
Based on simple assumptions about these cumulative advantage processes, a range of

mathematical and simulation models have been proposed that produce (a) highly skewed
distributions of outcomes (Barabási & Albert, 1999; DiPrete & Eirich, 2006; Simon, 1955;
de Solla Price, 1976; Yule, 1925); and (b) unpredictability due to path dependence effects in

which initially indistinguishable states can ‘‘lock in’’ to very different equilibria (Arthur,
1994). Results from these models suggest that the puzzling nature of success in cultural

markets could follow naturally from the process of social influence at the individual level.
Testing this claim empirically, however, has proven more difficult. One difficulty is the

sheer proliferation of such models, each of which makes its own assumptions, and yields
somewhat different predictions about collective behavior (Adler, 1985; Arthur, 1994;

Banerjee, 1992; Bentley, Lipo, Herzog, & Hahn, 2007; Bikhchandani et al., 1992;
Chung & Cox, 1994; De Vany & Lee, 2001; De Vany & Walls, 1996; Dodds & Watts,

2004; Granovetter, 1978; Watts, 2002). Further, and more fundamentally, even with the
tremendously accurate and fine-grained sales data that are collected by market research
firms, it is hard to convincingly measure the quality of products and therefore hard to

convincingly argue that some other outcomes could have happened.
Imagine, for example, trying to convince a Harry Potter–obsessed friend that the book’s

success was the results of a cumulative advantage process and that the book could have just
as easily been a flop (as was predicted by the eight publishers who passed on it). That fan

could easily counter that the success of Harry Potter had nothing to do with luck, but
stemmed directly from its attributes, which although not what experts in children’s book

publishing had anticipated, must have been ‘‘what people wanted’’ (Tucker, 1999).3 One
hypothetical way to resolve this disagreement might be to ‘‘rewind’’ the world to the day
that Harry Potter was first released and ‘‘rerun history’’ a number of times: If Harry Potter

is popular in all of these versions of the world, that would be a strong support for the claim
that its success stems from its intrinsic attributes; but if it became popular in one of these

worlds and not the others, then we could suspect that its success was determined in part by
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chance. In other words, in order to understand the role of chance, we need to observe multi-
ple realizations of the same process. Clearly no such experiment could ever be implemented

in existing markets, such as the one that produced Harry Potter. However, we shall argue
that it is possible to implement this thought experiment, albeit in a highly simplified form,

in an artificial cultural market that we have constructed.

4. Experimental design

The basic framework for our experiment was an artificial cultural ‘‘market’’ created in
the form of a website where participants could listen to, rate, and download 48 songs by

unknown bands.4 Unbeknownst to the participants, we used the ‘‘multiple-worlds’’ experi-
mental design5 presented in Fig. 1. Upon arrival to the website, participants were randomly

assigned into either the independent condition, where they had no information about the
behavior of others, or the social influence condition, within which they were also assigned

to a specific ‘‘world’’ where they had information about the behavior of those in their world,
but not those in the other worlds. Because all the worlds started with the same initial

conditions, had indistinguishable participants, and the same 48 songs, they represent multi-
ple parallel realization of the same process.

The participants, although not aware of these multiple worlds, were told that they were

participating in a study of music tastes and that, in exchange for participating, they would
be offered a chance to download new music by up-and-coming artists.6 After providing their

informed consent,7 participants completed a brief survey that collected simple demographic
information such as age, gender, country of residence, etc. Next, participants were sent to a

page of instructions and then, finally, were presented with a song menu (Fig. 2), similar to
the layout of other online music downloading sites. For participants in the social influence

worlds, the band names and song names were accompanied by the number of previous
downloads in their world, whereas for participants in the independent condition no such

information was provided. Participants could click on a song at which point it began to play.
While the song was playing, participants were asked to rate the song on a scale of 1 star
(‘‘I hate it’’) to 5 stars (‘‘I love it’’). After rating the song, participants were offered the

chance to download it, and then were taken back to the song menu and were able to listen to

Fig. 1. Schematic view of the experiment design used in these experiments. This design allows researchers to

observe the effects of the individual process of social influence on collective outcomes.
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(A)

(B)

Fig. 2. Screenshots of the song selection screen from Experiment 1 (A) and Experiments 2 and 3 (B). In

Experiment 1 the placement of songs was random, but that in Experiments 2 and 3 the songs were sorted by

popularity. Screenshots from the independent condition were identical, except the songs were always ordered

randomly and the download counts were not displayed.
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other songs. The download counts presented to the participants were updated accurately and
in real time.8 Because of the design of our website participants could not download songs

without listening to them, but they could listen to, rate, and download as many songs as they
wished.

5. Previous results

Using the same experimental set-up, Salganik et al. (2006) conducted two successive
experiments that varied in the amount of social influence to which individual decision makers
were exposed. These experiments took place from October 7, 2004 to December 15, 2004

(69 days) and December 15, 2004 to March 8, 2005 (83 days), and collectively involved a
total of 14,341 participants. The participants were mainly recruited from the now defunct,

teen-interest website, http://www.bolt.com, using a combination of text ads and banner ads.
Consistent with Bolt’s demographics, most participants were teenagers living in the United

States (Table 1).9 In each experiment, participants arriving to our website were randomly
assigned to one of eight social influence worlds or the one independent world, such that the

independent world received twice as many participants as the social influence worlds (the rea-
son for this difference will become clear when we describe our measure of unpredictability).
Given a total of 14,341 participants over the two experiments, therefore, each social influence

world had about 700 participants, while each independent world had about 1,400.
In Experiment 1, songs were presented in a 16 · 3 grid not sorted by popularity, while in

Experiment 2, the songs were presented in a single-column format sorted by popularity
(Fig. 2). In the independent condition of both experiments, the songs were presented in the

same format, but without any information about popularity and in a random order. Thus, by

Table 1

Descriptive statistics of participants in Experiments 1, 2, and 3

Category

Experiment 1 (n = 7,149)

(% of Participants)

Experiment 2 (n = 7,192)

(% of Participants)

Experiment 3 (n = 2,930)

(% of Participants)

Female 36.4 73.9 38.0

Broadband connection 74.1 69.0 90.6

Has downloaded music

from other sites

60.4 62.4 69.3

Country of residence

United States 79.8 81.8 68.4

Canada 4.5 4.4 6.3

UK 4.4 4.7 6.6

Other 11.0 9.1 18.7

Age (years)

17 and younger 11.5 16.0 1.5

18–24 27.8 34.9 5.7

25–34 38.5 39.2 29.8

35 and older 22.3 9.9 63.1

446 M. J. Salganik, D. J. Watts ⁄Topics in Cognitive Science 1 (2009)



comparing the results within each experiment, we could observe the effects of individual
social influence on collective outcomes and, by comparing across experiments, we

could observe the effect of increasing the ‘‘strength’’ of this individual-level process (i.e.,
by making the social information more salient to the users).

Before considering our main question about inequality and unpredictability of success,
we first measure whether the information about the popularity of the songs affected partici-

pants’ behavior at all, and whether this effect was larger in Experiment 2, where the infor-
mation was made more salient. To construct such a measure, we note that at the time that

each subject participated, every song in his ⁄her world had a specific market share and mar-
ket rank (e.g., the song with the highest market share had a market rank of 1). Fig. 3 plots
the probability that a participant listened to a song of a given rank (independent of which

song occupied that rank at that time) in Experiments 1 and 2. Fig. 3A shows that, in Experi-
ment 1, when the songs were not sorted by popularity, participants in the social influence

worlds had about a 20% chance of listening to the most popular song, but only about a 7%
chance of listening to a song of average popularity (solid circles). In the independent world

(open circles), the probability of listening was independent of market rank, which is as
expected given our design. Fig. 3B shows the same results from Experiment 2 and reveals

that, as expected, sorting the songs by popularity caused participants to be more affected by
market rank. For example, in Experiment 2, participants had almost a 50% chance of listen-
ing to the most popular song, but only about a 5% chance of listening to a song of middle

market rank.10

These results therefore confirm that the popularity of the songs affected participants’

choices and generally led them to listen to the more popular songs—a result that is consis-
tent with the large literature on social influence and conformity. Now, we turn our attention

to measuring the consequences of this individual-level social influence on collective out-
comes, particularly the inequality and unpredictability of success. To begin with, we define

the success of a song based on its market share of downloads,

(A) (B)

Fig. 3. Probability of listening to a song of a given market rank in Experiment 1(A) and Experiment 2(B).

Participants in Experiment 2 were more likely to listen to more popular songs.
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mi ¼
di
P

d

We then measure the inequality of success in terms of the Gini coefficient, a common
measure of inequality that is defined as

G ¼
1

S2

PS
i¼1

PS
j¼1

mi "mj

!

!

!

!

2 #

P

m

S

where mi is the market share of song i and S is the number of songs (Allison, 1978; Coulter,
1989).11 The Gini coefficient can be thought of as the expected difference in market share

between two randomly chosen songs that has been scaled to fall between 0 (complete equal-
ity) and 1 (complete inequality).

Fig. 4A shows that, in Experiment 1, success was more unequal in the social influence
worlds than the independent world. To assess whether differences this large could

have occurred by chance (i.e., to assess statistical significance), we used a modified bootstrap
procedure (Efron & Tibshirani, 1993); that is, we randomly resampled the participants

(with replacement) from the independent condition to produce 1,000 replicate independent
conditions that were similar in size to the social influence worlds and calculated the Gini
coefficient for each of these replicates. The value presented in Fig. 4A is the

mean Gini coefficient of these replicates, and the interval is the range within which 95% of
these replicate values fell. The probability that a randomly chosen independent world

replicate was more unequal than a randomly chosen social influence world was small
(p < .01), indicating that the observed differences were statistically significant. Fig. 4B

shows that a similar pattern was observed in Experiment 2 with success in the social
influence worlds being more unequal than in the independent world (p < .01).

Further, the between-experiment comparison shows that in Experiment 1, when the
songs were randomly ordered, the inequality in the social influence worlds ranged from
0.28 to 0.42, and that, in Experiment 2, when the songs were sorted by popularity, it

ranged from 0.45 to 0.56. In other words, every social influence world in Experiment 2
was more unequal than the most unequal in Experiment 1.12 This difference was not

only statistically significant (p < .01) but also substantively large—by comparison, the
magnitude of this difference is similar to the difference in income inequality between

Western European countries such as France, Spain, and the Netherlands (G $ 0.34) and
developing countries such as Nigeria, Peru, and Venezuela (G $ 0.50) (UNDP, 2004).

Finally, Figs. 4C and 4D plot the dynamics of the Gini coefficient as the experiments
progressed and show that the approach to steady state was qualitatively similar in both

experiments. Further, they show that we would not anticipate very different results had
the experiment continued.13

Next we turn our attention to the unpredictability of success. Recall that the cumulative

advantage models predicted that we will observe different outcomes across realizations of
exactly the same process (Arthur, 1994). To quantify this, we define the unpredictability of
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specific song, ui, to be the average difference in market share between two randomly chosen

success outcomes. That is,

ui ¼

PR
i¼1

PR
j¼iþ1

jmij "mikj

R

2

" #

where mij is the market share of song i in world j and R is the number of realizations. If a

song earns the same market share in all realizations, then its unpredictability is defined to be
zero. Note that zero unpredictability by this measure does not mean that in practice it would

be easy to predict the song’s success, but since the song has the same outcome in all realiza-
tions, precise prediction cannot be ruled out in principle. To the extent that a song experi-

ences different levels of success in different realizations, however, these differences

(A) (B)

(C) (D)

Fig. 4. Inequality of success in Experiment 1 (A and C) and Experiment 2 (B and D) as measured by the Gini

coefficient. In both experiments, success in the social influence worlds was more unequal than success in the

independent world. Also, success in the social influence worlds in Experiment 2 was more unequal than success

in the social influence worlds in Experiment 1.
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represent inherent unpredictability that cannot be eliminated any more than one can elimi-
nate the uncertainty in the roll of a die. The unpredictability of an experimental condition

was defined to be the average unpredictability of the songs in that condition, U ¼
P

S ui=S:
Recall, however, that there was only one realization of an independent world and so it

seems impossible to calculate unpredictability, which was defined based on differences
across multiple realizations of the same process. It was for this reason that the independent

condition had twice as many participants as each social influence world. In order to calcu-
late the unpredictability for the independent condition, we randomly split the independent

world of about 1,400 participants into two independent worlds of about 700 participants
each. The unpredictability in the independent condition was then calculated by comparing
outcomes in these split worlds, and this procedure was repeated 1,000 times.

Figs. 5A and 5B show that the unpredictability of success was greater in the social
influence condition than the independent condition. To calculate a measure of statistical

(A) (B)

(C) (D)

Fig. 5. Unpredictability of success in Experiment 1 (A andC) and Experiment 2 (B andD). In both experiments, success

in the social influence worlds was more unpredictable than success in the independent world. Also, success in the social

influenceworlds in Experiment 2 wasmore unpredictable than success in the social influenceworlds in Experiment 1.
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significance, we compared the distribution of replicate values from the independent condi-
tion to the distribution of calculated unpredictability values for the 28 (8 · 7 ⁄2) possible

pairs of social influence worlds (the 95% intervals for these distributions are shown in the
figure). The probability that the unpredictability of a randomly chosen pair of social influ-

ence worlds was greater than the unpredictability of a random split of the independent con-
dition was small (p < .01) in both Experiments 1 and 2. Thus, we conclude the difference in

unpredictability across the conditions is statistically significant. Moreover, comparing the
values of our unpredictability measure between Experiments 1 and 2, we also find that

increasing the amount of social influence increased the unpredictability of success by about
50%. We note that although a difference this large is unlikely, it is not statistically signifi-
cant by common standards (p & .06). Finally, Figs. 5C and 5D again show that we would

not have likely seen different results if the experiments had continued and that the approach
to steady state was qualitatively similar in both experiments.

One feature that our measure of unpredictability obscures is that the success of the songs
was not completely random, but rather, that some songs consistently did better than others.

An advantage of our experimental design is that it allows us to assess whether that might be
because some of the songs were more appealing than others. In general, the ‘‘quality’’ of

cultural products is notoriously difficult—some might say impossible—to measure objec-
tively (Becker, 1982; Bourdieu, 1984; Cutting, 2003; DiMaggio, 1987; Gans, 1974); thus,
we instead refer to the ‘‘appeal’’ of a song, which we define in terms of its popularity in the

independent condition. We note that what we are calling ‘‘appeal’’ is not necessarily the
same as quality. Nevertheless, because the behavior of users in the independent condition is,

by definition, unaffected by the behavior of others, it provides a natural measure of preexist-
ing population preferences—something that has also proven difficult to measure convinc-

ingly in previous studies of cultural markets (Hamlen, 1991; Krueger, 2005). More
precisely, we measure the appeal of the songs to our pool of participants by the market share

of downloads in the independent world:

ai ¼
di
P

d

where di is the number of downloads for song i in the independent condition (Salganik &
Watts, 2008; Salganik et al., 2006). Fig. 6 shows that higher appeal songs tended to do

better, but there is substantial scatter in the relationship, particularly for the highest appeal
songs. In other words, outcomes were more unpredictable for higher appeal songs than for

lower appeal songs, suggesting that it is easier to predict failure than to predict success.
Further, if one were to average the success across the eight social influence worlds, this

average success is strongly associated with the underlying appeal; however, it is nonlinear
in the sense that small changes in appeal at the top of the distribution are associated with
larger changes in average success, especially in Experiment 2.14 Thus, one way to consider

these results is that the outcome of each particular social influence world contains some
signal relating to the underlying appeal of the songs and some noise that results from the

interdependence of decision making. When the social influence is stronger, as in Experiment
2, that noise appears to be greater. We speculate that if one could generate thousands of
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social influence worlds and average their outcomes that this average success would be
strongly related to the underlying appeal of the products. However, in practice, we cannot

observe these parallel worlds; thus, the ratio of signal to noise in the outcomes in real cul-
tural markets is an open question.

Overall, the results from Experiments 1 and 2 provided strong support for the argument
that social influence at the individual level is simultaneously responsible for increased

inequality and unpredictability in collective outcomes—in this case, the distribution of mar-
ket share. Although simple to state, this finding nevertheless exhibits a curious paradox: On

the one hand, by revealing the existing popularity of songs to individuals, the market pro-
vides them with real, and often useful, information; but on the other hand, if they actually
use this information, the market inevitably aggregates less useful information. This result,

which is analogous to ‘‘information cascades’’ in economics (Banerjee, 1992; Bikhchandani
et al., 1992), suggests, in turn, that social institutions that make us aware of the behavior

of others—the New York Times bestseller list, the Billboard album charts, and lists of

(C)

(A)

(B)

Fig. 6. The relationship between appeal, as measured by market share in the independent condition, and success,

as measured by market share in the social influence worlds in Experiments 1(A), 2(B), and 3(C).
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top-grossing movies—do provide a useful service to individuals, but only at the cost of
increasing the overall inequality and unpredictability of the markets themselves.

6. A new pool of participants

There are risks, however, in drawing conclusions from studies that were based mostly on
the behavior of American teenagers, a population that may be unusual in many ways. For

example, there is some evidence that younger people may be more susceptible to social influ-
ence (Park&Lessig, 1977; Pasupathi, 1999) and that conformity levels vary by country (Bond
& Smith, 1996). For this reason, we now investigate how the individual and collective-levels

result that we observed in Experiment 2 would change if we used a different group of partici-
pants. Further, by observing the same process with two distinct pools of participants, we were

able tomake additional comparisons that were not possible with just one pool of participants.
To recruit this different set of participants, we sent 13,546 e-mails to subjects from a pre-

vious, unrelated Web-based study (Dodds, Muhamad, & Watts, 2003). Given the nature of
Dodds et al.’s (2003) study, we expected these participants to be quite different than the par-

ticipants in Experiments 1 and 2. From March 14, 2005 to April 7, 2005 (24 days), these
e-mails, plus the Web-postings they generated, yielded a pool of 2,930 participants that were
assigned into two social influence worlds and one independent world, corresponding to a

similar number of participants per world as in Experiments 1 and 2.15

Most important for the goals here, these participants differed from those in Experiment 2 in

a number of ways, as we had expected. First, the two groups were different demographically
with participants in Experiment 3 being older, more male, and more international (Table 1).

Second, the participants differed in their behavior—in particular, participants in Experiment 3
listened to twice as many songs, on average, as those in Experiment 2, a difference we had not

anticipated (Table 2). Finally, participants in Experiment 3 had different musical preferences
than those in Experiment 2. Fig. 7A compares the appeal measures from Experiment 2 and 3

and shows that the different pools of participants had slightly different musical preferences

Table 2

Descriptive statistics of participant behavior in Experiments 2 and 3

Experiment 2 Experiment 3

Social Inf.

8 Worlds

(n = 5,746)

Indep.

1 World

(n = 1,446)

Total

9 Worlds

(n = 7,192)

Social Inf.

2 Worlds

(n = 1,471)

Indep.

1 World

(n = 1,459)

Total

3 Worlds

(n = 2,930)

Listens 20,217 5,643 25,860 10,591 11,844 22,435

Listens per participant 3.5 3.9 3.6 7.2 8.1 7.7

Downloads 8,106 2,192 10,298 2,040 1,691 3,731

Downloads per participant 1.4 1.5 1.4 1.4 1.2 1.3

Pr[download | listen] 0.401 0.377 0.398 0.193 0.143 0.166

Mean rating (no. stars) 3.31 3.22 3.29 2.70 2.55 2.62

Note: Social Inf., social influence; Indep., independent.
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(r = .37). Further, participants in Experiment 3 liked the songs less on average than the partici-
pants in Experiment 2 as can be seen in Fig. 7B, which compares the probability that a listen

for a specific song will lead to a download—what Aizen, Huttenlocher, Kleinberg, and Novak
(2004) call the ‘‘batting average.’’ Overall, 46 of the 48 songs had lower batting averages in

Experiment 3,16 a finding that is consistent with the lower song ratings that were reported in
Experiment 3 (mean of 2.6 stars) compared with Experiment 2 (mean of 3.3 stars) (Table 2).17

Thus, we conclude that, as expected, the participants recruited for Experiment 3 differed along
at least three important dimensions: demographics, behavior, andmusical preferences.

In spite of these differences, participants from Experiment 3 were influenced by the
behavior of others in a similar way to participants in Experiment 2. Fig. 8 plots the probabil-
ity that a participant listened to a song of a given rank (independent of which song occupied

that rank at that time). Participants in Experiment 3 had higher listening rates overall, and
thus all the effects observed in Experiment 2 were more pronounced in Experiment 3. In

qualitative terms, however, the impact of social influence, as measured by the difference
between independent (open circles) and social influence (closed circles) conditions, was

similar in both experiments.
Fig. 9 shows that the results at the collective level were also qualitatively similar. For

example, in both Experiments 2 (Fig. 9A) and 3 (Fig. 9B), the inequality of success in the
social influence worlds was greater than the inequality in the independent world (p < .01).
Further, a comparison across experiments shows the amount of inequality in the social influ-

ence worlds was similar to the amount of the inequality in the social influence worlds in
Experiment 2. The independent worlds, however, appear to have different levels of inequal-

ity: G = 0.19 in Experiment 2 and G = 0.27 in Experiment 3. We suspect that this increased
inequality in the independent condition can be attributed to the greater variation in the prob-

ability of download given listen in Experiment 3 than in Experiment 2 (Fig. 6B). Figs. 9C

(A) (B)

Fig. 7. Comparing the preferences of the participants in Experiments 2 and 3 as measured by appeal (A) and

batting average (B).
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(A) (B)

Fig. 8. Probability of listening to a song of a given market rank in Experiments 2 (A) and 3 (B). The patterns in

Experiments 2 and 3 were qualitatively similar.

(A) (B)

(C) (D)

Fig. 9. Inequality of success in Experiments 2 (A and C) and 3 (B and D) as measured by the Gini coefficient.

The inequality of success in Experiment 3 was similar to the inequality of success in Experiment 2.
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and 9D show that the full dynamic trajectories—not just the steady states—were similar

across experiments.
Considering now the unpredictability of success, Fig. 10 shows that in both Experiments

2 (Fig. 10A) and 3 (Fig. 10B), the unpredictability of success was greater in social influence
condition than the independent condition (p < .01). A comparison across experiments, how-

ever, shows that the unpredictability in the social influence condition seems to have
decreased from Experiments 2 to 3. We suspect that this difference could be because partici-

pants in the social influence condition in Experiment 3 listened to so many more songs than
those in Experiment 2: 7.2 compared with 3.5, respectively. This extensive listening behav-
ior ensured that all songs had a reasonable number of listens and therefore prevented the

high appeal songs from escaping notice. Finally, Figs. 10C and 10D show that—as with the
inequality measure above—the dynamics of the unpredictability measure were qualitatively

similar in both experiments.
Collectively, these three experiments illustrate an important point made by the sociologist

Stanley Lieberson (1997): When considering interventions to a social system, it is important
to distinguish between changes that will affect the distribution of outcomes while preserving

(A) (B)

(C) (D)

Fig. 10. Unpredictability of success in Experiments 2 (A and C) and 3 (B and D). The unpredictability of

success in Experiment 3 was similar to the unpredictability of success in Experiment 2.
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relative positions, and changes that, by contrast, will affect relative positions while keeping
the distribution of outcomes unchanged. For example, although the aggregate features of

Experiments 2 and 3 were similar, the results for specific songs were different (as might be
expected given the differences in preferences). Consider ‘‘Life’s Mystery,’’ an acoustic

ballad by the singer Dante; this song did poorly with the mostly teenage participants in
Experiment 2—it was in the bottom half of popularity in six of eight influence worlds. How-

ever, in Experiment 3, with an older, more international population of participants, ‘‘Life’s
Mystery’’ fared much better, coming in sixth and fifth in the two influence worlds. In gen-

eral, if we calculate Ki, the average market rank of song i in all of the social influence
worlds in an experiment, the correlation between this measure in Experiments 2 and 3 was
0.52. Thus, similarity of results at the aggregate level between Experiments 2 and 3 was

coupled with some change in the ordering of the songs.
A comparison between Experiments 1 and 2 reveals a different pattern. In these experi-

ments, there was little change at the song level; the correlation between average market rank
in the social influence worlds of Experiments 1 and 2 was 0.93.18 In other words, songs that

did well in Experiment 1 tended to do well in Experiment 2, as one might suspect given that
participants in both experiments were similar. However, changing the song menu led to

large changes at the aggregate level with the Gini coefficient increasing from G $ 0.34 to
G $ 0.50. Together, therefore, these experiments show that one of our interventions,
increasing the salience of the popularity of the songs (Experiments 1 and 2), led to stability

in the ordering of the songs coupled with changes in the aggregate features of the market;
whereas our other intervention, changing the pool of participants (Experiments 2 and 3), led

to stability in the aggregate features of the market coupled with changes in the ordering of
the songs.

7. Predicting success

The relationship between appeal and success shown in Fig. 6 suggests that one might rea-
sonably think of outcomes that are observed in the social world as arising out of a combina-
tion of both individual preferences and aggregation dynamics. Predicting outcomes,

therefore, requires one to understand not only the distribution of individual preferences in
the target population but also to intuit how all those preferences will aggregate when every-

one is also paying attention to what other people are doing. We have already argued that it
is this second component to success that is inherently unpredictable; but our comparison of

Experiments 2 and 3 raises a related question—namely, how much can one learn from the
results of one experiment that could be applied to another? This question has a practical ana-

log in business. For example, it is often the case that an executive contemplating the launch
of an object X (e.g., a book or a TV show) in market B can observe the success of the same
object in some other market A in which it was launched previously. Given that the two mar-

kets are presumably characterized by different distributions of preferences, the question,
then, is how much weight should the executive place on X’s success in market A relative to

his ⁄her own premarket audience testing in market B?
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Our experiment was not designed to answer this particular question, and so it can offer
no definitive answer. Nevertheless, we can examine our data in order to gain a qualitative

sense of the relative predictive value of these two kinds of information in our experiment.
We begin by calculating the prediction error,

e ¼
X

48

s¼1

msw " m̂swj j

defined as the total (over all songs) difference between the predicted and actual market shares,
where msw is the market share of song s in world w, and m̂sw is the predicted market share of

song s in world w. In this case, the predicted market share will be defined to be the market
share that has been observed; in the hypothetical example, this could be the market share in
either market A or in premarket testing in market B. Unfortunately, e is hard to interpret

directly, ranging from a minimum of 0, if the prediction is perfectly accurate, to a maximum
of 2. To improve understanding, therefore, we can give these results a proportional reduction

in error interpretation by comparing the prediction using our method and a given piece of
information to the prediction that would be made using no information. In this case, the

prediction with no information would be that each song would earn the average market share,

enaive ¼
X

48

s¼1

jmsw " 1=48j

By comparing the errors with different prediction methods, we can give our predictor a
proportional reduction in error interpretation (Costner, 1965),

PRE ¼
enaive " e

enaive

Thismeasure varies from)¥ to 1, where a negative valuemeans that naive predictions are bet-

ter than our predictions, a value of 0 means that both predictions have equal error, and a value
of 1means that our predictions have no error.We can illustrate the measure with our hypothet-

ical example of a business executive who wishes to predict market share in a social influence
world in Experiment 2.19 Using the naive prediction, his ⁄her error would be 0.77;20 however,

if he ⁄ she also has access to extensive premarket testing (analogous to knowing the distribution
of popularity in the Experiment 2 independent condition), his ⁄her expected error is 0.65. The
expected error, in other words, has been reduced by about ð0:77" 0:65Þ=0:77 ¼ 0:16 or 16%,

leaving the remaining 84% of the error unexplained. Even knowing the full distribution of
popularity in the independent condition is therefore of limited value to someone attempting to

predict outcomes in the presence of social influence—a result consistent with our general
claim that some portion of the unpredictability of market success cannot be eliminated, even

with perfect information about the preexisting preferences of individuals.
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Having absorbed the importance of social influence on individual decision making, one
might suspect that evidence of ‘‘real world’’ success (or failure) in a different market would

be more informative than an independent sampling of the audience in question. Yet in fact,
the opposite is true: The proportional reduction in error from using outcomes from a social

influence world in Experiment 3 to predict success in a social influence world from Experi-
ment 2 is a paltry 2%. Performing the same exercise with Experiment 3, moreover, reveals the

same result, but with an even more striking contrast. Whereas knowing the distribution of
popularity in the independent condition of Experiment 3 yields a reduction in error of 38%

when predicting outcomes in a social influence world in Experiment 3, using a social influ-
ence world from Experiment 2 to predict success in a social influence world in Experiment 3
yields an increase in error of 3% relative to the naıve prediction.21 In other words, in this situ-

ation, our hypothetical executive would do just as well simply guessing.
That past performance does not guarantee future returns may not seem like an overly sur-

prising result, and no doubtmany examples can be foundwhere a book,movie, or song that has
been successful in one market had been turned down by executives on the basis that ‘‘it

wouldn’t work over here.’’ Indeed, it was presumably on this basis that the mega-hitAmerican
Idolwas rejected by TV executives in the United States in spite of the popularity of its progeni-

tor,Pop Idol, in the United Kingdom. On the other hand, following on the American success of
the British game showWho Wants to be a Millionaire? NBC eagerly aired The Weakest Link,
another game show popular in theUnitedKingdom,whichwent on to flop (Carter, 2006).

In light of the many complexities involved, we wish to avoid placing too much emphasis
on these results, which are purely suggestive.22 Nevertheless, the result that one could learn

virtually nothing from one market outcome that could be applied in another is, we feel, a
surprising result. Indeed, as indicated in Fig. 11 (which summarizes all the comparisons

Fig. 11. Proportional reduction in error in predicting success. Having information about the success in a social

influence world in one experiment is essentially useless in predicting success in a social influence world in the

other experiment.
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above), even the independent conditions from the ‘‘wrong’’ experiment were more informa-
tive than the social influence outcomes (compare the diagonal arrows with the vertical

arrows on the right-hand side). The results from Fig. 6, however, provide at least some intui-
tion for these findings. If we consider the outcomes of a social influence world to be noisily

related to appeal, then it stands to reason that one noisy outcome cannot predict another
noisy outcome, especially when the underlying signal itself may be changing. We hope that

future modeling or experiments will address these issues in more detail.

8. Discussion and next steps

The experiments presented here provide additional support for the results of Salganik
et al. (2006), suggesting that both inequality and unpredictability in cultural markets inevita-

bly arise from an individual-level process of social influence. Using a pool of participants
with different demographics, behavior, and preferences, the results of Experiment 3 were

qualitatively similar to those from Experiment 2. However, a comparison of the two experi-
ments also reveals that our qualitative understanding of the process is insufficient to explain

the differences between Experiments 2 and 3. There are several things that are different
about the participants and we are not sure which of these lead to the similarities and differ-
ences in collective-level results that we observed. Emphasizing the preliminary nature of

our conclusions, therefore, we end by outlining some possible next steps.
One natural next step would be to formulate a mathematical or agent-based model of this

process. Agent-based models are useful tools for studying collective behavior, but they are
often limited by a lack of empirical foundations at either the individual or collective level

(Epstein & Axtell, 1996; Goldstone & Janssen, 2005; Macy & Willer, 2002).23 We believe
that these experimental results are ideal for guiding agent-based modeling because they

provide both detailed individual-level data that can be used to choose between alternative
microfoundations and detailed collective-level patterns that can then be used to validate the

model. Once researchers are able to formulate a simulation model that can reproduce the
observed collective behavior (both dynamics and steady state), they can then explore how
different parameters affect the observed collective dynamics. An example of this approach

of linking group experiments to agent-based modeling is the work carried out on foraging
patterns by Goldstone and colleagues (Goldstone & Ashpole, 2004; Goldstone et al., 2005;

Roberts & Goldstone, 2006). With a fully calibrated model one can ask many questions.
How would the results have been different if the social influence was increased? What if the

songs were more similar (or different) in terms of their appeal? What if there were 48,000
songs instead of 48? These are all important questions because the experiments presented

here represent only three data points in the set of all possible experiments with this design.24

Careful simulation modeling could suggest interesting predictions about other portions of
this parameter space that can be tested with further experiments, and some work in this

direction has already begun (Borghesi & Bouchaud, 2007).25

In addition to other experiments using similar designs, we suspect that many future

experiments in large-group collective dynamics will also take place on the Web. These
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experiments will pose specific challenges above and beyond the challenges of Web-based
experiments in general (Kraut et al., 2004; Nosek, Banaji, & Greenwald, 2002a; Reips,

2002; Skitka & Sargis, 2006). The experiments performed here allowed for a very limited
form of interaction in the sense that participants made one-time decisions based on the prior

decisions of others. By contrast, many social situations exhibit more complex interactions
where individuals are constantly adjusting their behavior based on the behavior of others. In

an experimental situation when this decision making is happening in continuous time, all
experimental subjects must be participating at exactly the same time. This demand for

simultaneity, which was not present in the experiments described here, introduces consider-
able implementation challenges. Some of these difficulties can be overcome by placing all
subjects physically in the same lab at the same time—for example, in the conformity experi-

ments of Latané and L’Herrou (1996), and the graph coloring experiments of Kearns, Suri,
and Montfort (2006)—but then the difficulty of scaling beyond small groups again becomes

an obstacle. Lifting the scale constraints, therefore, requires a true Web-based ‘‘platform’’
for conducting experiments, but it is not yet clear how such a platform would handle com-

plex coordination of subjects, participant dropout, and other issues that are relatively easily
resolved in the close physical proximity of a physical lab.26

Finally, another limitation to scaling to truly large groups is that most experiments cur-
rently run by social scientists are not intrinsically enjoyable for participants; thus, subjects
are generally paid in exchange for their participation. Although paying people is certainly

reasonable, at just $8 per subject, the three experiments presented here—which collectively
involved 17,271 subjects—would have required about $138,000 just for subject compensa-

tion. To run large experiments on the Web, therefore, researchers will need to develop new
models of compensation, such as micropayments on ‘‘crowd-sourcing’’ platforms like

Amazon’s Mechanical Turk (Mason & Watts, 2009), or, as we have done here, by designing
experiments that are intrinsically rewarding for participants (von Ahn & Dabbish, 2004;

Dodds et al., 2003; Nosek, Banaji, & Greenwald, 2002b; Srivastava, John, Gosling, & Pot-
ter, 2003). It remains to be seen what types of incentive schemes will emerge for Web-based

experiments, but social scientists have proven adept at experimental design in the past, and
we suspect that there will be a number of clever experiments deployed over the Web in the
next few years. Regardless, the Web offers exciting possibilities for the experimental study

of collective social dynamics, and we hope these preliminary results will encourage other
researchers to explore the Web not only as an object of sociological interest in itself but as a

tool for doing social science on a scale only recently imaginable (Watts, 2007).

Notes

1. For those who find this failure rate unbelievably high, it is useful to remember that,
in cultural markets, successes receive much more attention than failures. One way to

attempt to overcome this sampling bias is to review the extremely long list of failed
movies, which is presented in Appendix B of the book Fiasco: A History of

Hollywood’s Iconic Flops (Parish, 2006).
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2. It is an interesting historical note that this very same issue has puzzled researchers
for some time, suggesting that it may not be specific to contemporary cultural

markets. None other than Gustave Le Bon, one of the grandfathers of the study of
collective social dynamics, briefly addressed this puzzle in his classic, The Crowd

(Le Bon, [1895] 1969). He wrote, ‘‘It is often impossible on reading plays to explain
their success. Managers of theaters when accepting pieces are themselves, as a rule,

very uncertain of their success, because to judge the matter it would be necessary that
they should be able to transform themselves into a crowd.’’ Unfortunately, he did not

explain further.
3. This argument is reminiscent of the debates over path dependence and lock-in in the

economics literature. That is, while some scholars have argued that inferior technolo-

gies—the QWERTY keyboard and VHS VCR—became standards due to contingent
historical events (Arthur, 1994; David, 1985), others have argued that these technolo-

gies were not in fact inferior (Liebowitz &Margolis, 1994).
4. Details about song and band selection are available in the study of Salganik et al.

(2006).
5. In some respects, our design is similar to many other experiments in which partici-

pants are randomly assigned to one of several groups (e.g., Sherif, 1936). However,
our experiment does differ in two important respects: First, the size of our ‘‘groups’’
is many times larger than in traditional lab experiments, comprising over 700 people

per group; and second, the outcome we are measuring—the full distribution of mar-
ket share of 48 songs—is considerably more complex. For these reasons, and our

desire to connect with the motivating thought experiment, we prefer the term
‘‘worlds’’ in place of the more familiar ‘‘groups,’’ but the meaning is not otherwise

different.
6. Complete details about the website, including the text of the consent form, survey, and

instructions as well as screenshots, are available in the study of Salganik (2007).
7. These experimental procedures were approved by the Columbia University Institu-

tional Review Board (protocol: IRB-AAAA5286).
8. In the experiments presented here, the download counts were updated honestly, but

in another experiment we explored the possibility that manipulated download counts

could create self-fulfilling prophecies (Salganik & Watts, 2008).
9. Wenote that therewas a large change in the percentage of females betweenExperiments

1 and 2. Subjects in both experiments were mainly drawn from http://www.bolt.
com, but they were drawn from different parts of the site. A majority of the subjects in

Experiment 1 were likely drawn from the ‘‘music’’ and ‘‘free stuff’’ sections, while a
majorityof the subjects inExperiment2were likelydrawn froma ‘‘BoltNote’’ sent to all

users and banner ads. Ideally, these differenceswould not have occurred, butwe have no
reason tobelieve that theyhada substantial effect onourfindings.

10. One pattern in Experiment 2, but not present in Experiment 1, was that participants

were also slightly more likely to listen to the least popular songs. This pattern could
represent a form of anticonformist behavior (Berger & Heath, 2008; Simmel, 1957),

or it might merely be an artifact of the list format in the song menu, similar to ballot
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order effects in elections (Meredith & Salant, 2007). This issue is considered further
in the study of Salganik (2007).

11. Other measures of inequality such as the Herfindahl index, coefficient of variation,
and total market share of the top five songs give essentially the same results

(Salganik, 2007).
12. Another difference between the results from Experiments 1 and 2—one that we did

not anticipate—was the decrease in inequality in the independent condition from
G = 0.24 to G = 0.19. We believe that this decrease was caused by a decrease in

inequality in the number of listens per song in Experiment 2, which occurred as a
result of changing the song menu from a grid to a list (Salganik, 2007).

13. A careful inspection of Figs. 4C and 4D reveals that one of the worlds in Experiment

1 experienced an extreme drop in inequality followed by a gradual rise, a pattern
qualitatively different from the others (Salganik, 2007). The reason for this differ-

ence is that in this world, the seventh participant downloaded almost every song
causing a large drop in inequality, but one that was eventually washed out over the

course of the experiment. By the end of the experiment, this world—world 1—ended
up with a Gini coefficient of 0.33, consistent with the other social influence worlds in

Experiment 1.
14. This nonlinear relationship between appeal and success is thought to be a feature of

real cultural markets as has been noted by Rosen (1981) and Frank and Cook (1995).

15. Ideally, we would have made a complete replication with eight social influence
worlds and one independent world, but that would have required many more partici-

pants than our scaled-down replication.
16. The two songs that had higher batting averages in Experiment 3 were ‘‘Gnaw’’ by

Silverfox and ‘‘Life’s Mystery’’ by Dante. These two songs could be described as
two of the more ‘‘mellow’’ or ‘‘easy-listening’’ of the available songs.

17. In general, the self-reported ratings were consistent with participants’ download deci-
sions (Salganik, 2007). The probability that a song would be downloaded and given a

listen (i.e., the batting average) was highly correlated to the average rating of that
song in Experiment 1 (r = .87), 2 (r = .91), and 3 (r = .91). It was also the case in all
three experiments that the higher rating a subject gave to a song, the more likely that

subject would download that song.
18. Some readers may find this correlation between average market rank in Experiments

1 and 2 surprisingly high given the unpredictability described previously. However,
it is important to recall that our definition of unpredictability was based on market

share, a key measure in cultural markets, but to be consistent with Lieberson (1997)
here we compare market rank. Further, as was shown in Fig. 6, averaging across the

eight worlds as we are doing to construct Ki obscures a lot of variability.
19. Of course, executives rarely, if ever, attempt to predict the entire distribution of mar-

ket share, or transplant multiple objects from one market to another simultaneously.

In this sense, therefore, our proposed prediction exercise is more difficult than what
real-world executives typically face. Nevertheless, we feel that the results still pro-

vide some insight.
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20. When there are multiple worlds involved (e.g., predicting the success in a social
influence world in Experiment 2), we averaged the prediction errors over all

worlds.
21. The proportional reduction in error when predicting success in Experiments 2 and 3

is not symmetric because the error from the naıve prediction, enaive, differs in Experi-
ments 2 and 3.

22. Again, we want to emphasize that our experiment is clearly unlike real cultural mar-
kets in a number of ways. First, the media (e.g., MTV, radio, magazines) were not

included in any way. Also, we had only 48 songs and a small fraction of participants
listened to and downloaded almost all of them. This behavior is clearly not possible
in real cultural markets where the number of products is overwhelming. Another dif-

ference is that the 48 songs used were fixed at the beginning of the experiment,
whereas in practice new products are continually introduced.

23. There are of course some agent-based models with empirical foundations—for exam-
ple, Axtell et al. (2002) and Bruch and Mare (2006)—but such models are rare.

24. A fourth experiment described elsewhere provides one additional, but slightly differ-
ent, data point (Salganik & Watts, 2008).

25. These model-based predictions, however, would need to be tested with additional
experiments because it is not clear that the individual behavioral parameters that
were estimated from this set of experiments would carry over to other experiments.

26. When the interaction in the experiment happens in discrete rounds, the subjects no
longer need to be participating at exactly the same time (e.g., a game of chess by

mail). However, in practice, subject dropout probably means that simultaneous parti-
cipation will be required.
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