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Abstract 

Drivers of contemporary vehicles are now able to relinquish control of the driving task to the vehicle, 

essentially allowing the driver to be completely hands and feet free. However, changes to legislation 

taking effect in 2016 will require the driver to be able to override the automated driving systems or 

switch them off completely. Initially this functionality is likely to be limited to certain areas, such as 

motorways. This creates a situation where the driver is expected to take control of the vehicle after 

being removed from the driving control-loop for extended periods of time, which places high demand 

on coordination between driver and automation. Resuming control after being removed from the 

control-loop have proven difficult in domains where automation is prevalent, such as aviation. 

Therefore the authors propose the Gricean Maxims of Successful Conversation as a means to identify, 

and mitigate flaws in Human-Automation-Interaction. As automated driving systems have yet to 

penetrate the market to a sufficient level to apply the Maxims, the authors applied the Maxims to two 

accidents in aviation. By applying the Maxims to the case studies from a Human-Automation-

Interaction perspective, the authors were able to identify lacking feedback in different components of 

the pilot interface. By applying this knowledge to the driving domain, the authors argue that the 

Maxims could be used as a means to bridge the gulf of evaluation, by allowing the automation to act 

like a chatty co-driver, thereby increasing system transparency and reducing the effects of being out-

of-the-loop. 

Keywords: Automated Driving, Communication, Common Ground, Human Automation 

Collaboration, Transfer of Control, Learning From Incidents 
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1. Introduction 

Driving Automation (DA) involves the automation of one, or more, higher level cognitive driving 

tasks such as maintaining longitudinal and/or lateral vehicle position in relation to traffic and road 

environments (Young et al., 2007). DA distinguishes itself from vehicle automation by entailing 

forms of automation that involve the psychological part of driving, namely the tactical, operational 

and strategic levels of driving (Michon, 1985). The higher levels of control involving complex 

decisions and planning would qualify as DA (Young et al., 2007). By using DA in highly automated 

vehicles, all but the strategic level of driving could be transferred from the driver to the DA system. 

Only the highest level of control, i.e. goal setting on a strategical level, would remain with the driver 

for the main part of the journey. According to the SAE International and the Bundesanstalt für 

Straßenwesen (BASt), DA functionality is likely to be limited to certain geographical areas, such as 

motorways (Gasser et al., 2009; SAE J3016, 2016). Thus, there is a need for a human driver whose 

task is to resume control of the vehicle when the operational limits of DA are approached (Hollnagel 

& Woods, 2005; Stanton et al., 1997). This use of DA fundamentally alters the driving task 

(Hollnagel & Woods, 1983; Parasuraman et al., 2000; Woods, 1996), and will likely give rise to 

automation surprises (Sarter et al., 1997) and ironies (Bainbridge, 1983) such as unevenly distributed 

workload (Hollnagel & Woods, 1983, 2005; Kaber & Endsley, 1997; Kaber et al., 2001; Norman, 

1990; Parasuraman, 2000; Sheridan, 1995; Woods, 1993; Young & Stanton, 1997, 2002, 2007b), loss 

of Situation Awareness (SA) and poor vigilance (Endsley, 1996; Endsley et al., 1997; Kaber & 

Endsley, 1997; Kaber & Endsley, 2004; Kaber et al., 2001; Sheridan, 1995; Woods, 1993), with the 

risk of ending up Out-Of-the-Loop (Endsley, 1996; Endsley et al., 1997; Kaber & Endsley, 1997; 

Kaber & Endsley, 2004; Kaber et al., 2001; Norman, 1990) as well as the possibility of mode errors 

(Andre & Degani, 1997; Degani et al., 1995; Leveson, 2004; Norman, 1983; Rushby et al., 1999; 

Sarter & Woods, 1995; Sheridan, 1995) 

These problems manifest when the driver is required to return to the driving control loop, either due to 

mechanical malfunctions, sensor failure, or when the vehicle approaches a context where automation 

is no longer supported, such as adverse weather conditions, adverse behaviour of other road users or 

unforeseen events in the road environment. An example of a contextual restriction in contemporary 

DA is Automated Cruise Control (ACC). Using ACC for prolonged periods of time may cause drivers 

to forget that ACC system is still engaged when it is time to leave the motorway, which, in busy 



traffic where vehicle speed is limited by other road users, could result in an increase of vehicle 

velocity when taking an off ramp as there are no vehicles in front of the car (Norman, 2009). It is 

therefore important to ensure that the driver receives the support and guidance necessary to safely get 

back in to the vehicle control loop (Cranor, 2008).  

 

 

Failure-induced transfer of control has been extensively studied (see Desmond et al., 1998; Molloy & 

Parasuraman, 1996; Stanton et al., 1997; Strand et al., 2014; Young & Stanton, 2007a). It takes 

approximately <1 second for a driver to respond to a sudden braking event in traffic (Summala, 2000; 

Swaroop & Rajagopal, 2001; Wolterink et al., 2011). A technical failure leading to an unplanned and 

immediate transfer of vehicle control back to the driver will likely give rise to an incident as the 0.3s 

time headway (the time between the leading and host vehicle as a function of velocity and distance) is 

shorter than driver response times (Willemsen et al., 2015). Given that drivers are unlikely to be able 

to intervene in situations where a response time of less than one second is required, it is arguable that 

the likelihood of failure-induced transfer of control must be made negligible. The feasibility of DA 

rests on the systems’ ability to cope with all but the most severe technical failures without loss of 

control on public roads.  

Routine transfers of control under ‘normal’ circumstances has not been studied as extensively as 

failure-induced transfers of control (Eriksson & Stanton, 2017), therefore many factors still need to be 

explored, such as: what method and time is used to transfer control, how will the Human Machine 

Interface (HMI) convey necessary information, and how will the transfer of control be managed by 

the driver (Beiker, 2012; Hoc et al., 2009; Merat et al., 2014). Christoffersen and Woods (2002) stated 

that in order to ensure coordination between human and machine, the system state must be transparent 

enough for the agents to understand problems and activities, as well as the plans of other agents and 

how they cope with external events such as traffic and sensor disturbances (Beller et al., 2013; 

Inagaki, 2003; Kaber et al., 2001; Klein et al., 2004; Rankin et al., 2013; Weick et al., 2005). This 

decreases the size of what Norman (2013) refers to as the gulf of evaluation, which is the effort 

required to interpret the state of the system and determine how well the behaviour corresponds to 

expectations. This puts a requirement on designers and engineers of automation to make the 

operational limits transparent (Seppelt & Lee, 2007).  

A crucial part of ensuring system transparency is to ensure that Common Ground (CG) has been 

established. Common Ground is defined as the sum of two or more peoples (or agents) mutual beliefs, 

knowledge and suppositions (Clark, 1996; Heath et al., 2002; Hoc, 2001; Huber & Lewis, 2010; 

Keysar et al., 1998; Stalnaker, 2002; Vanderhaegen et al., 2006). CG may be achieved by ensuring 

that the driver receives feedback that either; acknowledges that inputs have been registered, or that an 



error in the input transmission has occurred. According to Brennan (1998), feedback of this type is of 

utmost importance in achieving CG. Ensuring that CG is achieved is crucial in a highly automated 

vehicle as the driving task is distributed between driver and automation and to succeed both entities 

need to be aware of  the other entities actions (Hollan et al., 2000; Hutchins, 1995a, 1995b; Wilson et 

al., 2007).  An example of how this is applied in human-human communication is the use of 

acknowledging phrases such as “roger” when acknowledging statements in nuclear power plant 

control rooms and on the flight deck (Min et al., 2004).  

Furthermore, if the system provides continuous, timely, and task relevant feedback to the driver 

during for example highly automated driving, it is possible to reduce the cognitive effort of 

understanding the system state and whether user inputs are registered or not when it is time to resume 

manual control (Brennan, 1998; Clark & Wilkes-Gibbs, 1986; Sperber & Wilson, 1986). According to 

Patterson and Woods (2001) the purpose of the handover is to make sure that the incoming entity does 

not have an incorrect model of the process state, is aware of significant changes to the process, is 

prepared to deal with effects from previous events, is able to anticipate future events, and have the 

necessary knowledge to perform their duties. This is supported by research from Beller et al. (2013) 

who found that drivers who received automation reliability feedback were on average 1.1 seconds 

faster to respond to a failure, which, according to Summala (2000), is approximately the time it takes 

to respond to an unexpected braking event during manual driving.  

Evidently, appropriate feedback may reduce the time needed for a successful takeover as it could 

allow the driver to anticipate the need to intervene. Research by Kircher et al. (2014) has shown that 

drivers adapt their usage of automation by disengaging DA systems before operational limits are 

reached. These insights indicate that drivers are able to anticipate when to disengage automation in 

contemporary systems to ensure safe transfers of control. This does not necessarily mean that drivers 

will be able to adapt in such a way using systems in the future, as the majority of the driving task will 

be automated and the driver will be less involved in the driving task. 

 

1.1 Principles of communication 

In order to demonstrate the importance of communication and feedback Norman (1990) posited a 

thought experiment. In the first part of the experiment an airline pilot handed over control to the 

aircraft autopilot. In the second part of the experiment control was handed to a co-pilot instead of the 

autopilot. Norman argued that the task is “automated” from the captains point of view in both 

examples.  If an event were to occur mid-flight to create an imbalance in the aircraft, both autopilot 

and co-pilot have the ability to successfully compensate for the imbalance. However, there is a large 

difference in the way the information about compensatory actions would be communicated to the 

captain. In the case of the autopilot, the compensatory behaviour would only be communicated 



through the changes of controller settings in the cockpit and could easily be missed by the crew, as 

they are out-of-the-loop. In the case of the co-pilot, compensatory actions would be executed by 

means of the physical movements of the co-pilot that is required to change controller settings and to 

move control yokes as well as verbal communication such as “the aircraft started to bank to the left so 

I have had to increase the right wing down setting of the control wheel”. Thus, in the case of the co-

pilot, the compensatory actions taken would be significantly more obvious to the captain. Examples of 

such situations are given in Section 2 of this paper. 

In a DA context, a similar, but strictly theoretical scenario could be that the DA system compensates 

for an imbalance in the steering system caused, for example, by a partially deflated tire, by 

countersteering. If the vehicle utilised steer-by-wire technology, with which the physical connection 

between the wheels and the steering wheel is replaced by sensors, torque motors, and servos, it would 

be possible for the DA system to compensate for this imbalance by adjusting the position of the 

wheels to produce a countersteering effect without moving the steering wheel. If this was the case, 

and the driver was prompted to resume control it is very unlikely that the transient manoeuvre would 

be carried out in a safe manner as the vehicle would suddenly turn as the countersteering ceased at the 

moment of control transfer. If the DA system was to mimic the countersteering effect on the wheels 

on the steering wheel, thus quite clearly communicating that compensatory action is being taken the 

transfer of control may be successful. The driver is then able to continue applying counterforce by 

maintaining the same steering wheel angle as the DA system when the compensatory action was 

carried out. Contemporary research has found similar results whereby the steering torque has changed 

from when drivers relinquish control to when they resume control from the automation, such a change 

in torque is experienced when vehicle velocity changes during transit (Russell et al., 2016).   

Norman concluded that when automated systems work in silence, not communicating its actions and 

state, with the crew being out-of-the-loop, a sudden automation failure or shutdown due to reaching 

the operational limits of the systems, might take the crew by surprise leading to an unrecoverable 

situation. Furthermore, he stated that feedback is essential in updating operators mental models of the 

system (thus achieving Common Ground) and that feedback is essential for the appropriate 

monitoring and error detection and correction (Norman, 1990). In an effort to reduce the gulf of 

evaluation (Norman, 2013) and to increase behavioural transparency of automation to a similar level 

to that of a human co-pilot, the authors would like to introduce a “Chatty Co-Driver paradigm” 

(Eriksson & Stanton, 2016; Hoc et al., 2009; Stanton, 2015). The authors argue that human 

automation interaction may be facilitated through the application of the cooperative principle (Grice, 

1975) as a heuristic in designing the automation human-machine interface and feedback. 

To ensure that system feedback is communicated in an effective manner it has to adhere to certain 

principles. As part of the cooperative principle, Grice (1975) posited four maxims for successful 

conversation: Quantity, Quality, Relation and Manner detailed below. 



1. The Maxim of Quantity states that contributions should be made as informative as required 

without contributing more information than required to do so. 

2. The Maxim of Quality states that information provided should not be false, and it should be 

supported by adequate evidence.  

3. The Maxim of Relation states that the information contributed should be relevant for the 

task/activity, context and the need in the current situation. 

4. The Maxim of Manner relates to how the information is provided rather than what information 

is provided. The maxim states that obscurity and ambiguity should be avoided, information 

should be conveyed briefly and orderly. 

The Gricean maxims have primarily been used to assess human-human interaction (Attardo, 1993; 

Rundquist, 1992; Surian, 1996) and one study used the Gricean maxims to design automated system 

etiquette in aviation resulting in an increase in operator performance when automation etiquette was 

optimal and vice versa (Sheridan & Parasuraman, 2005). 

 However, the potential use of the Gricean maxims in assessing information quality and its effects on 

coordination in human machine/automation interaction has yet to be explored. In DA the crucial part 

of the coordinative act is the transfer of vehicle control between man and machine. A successful 

control transition necessitates a meaningful exchange of information between driver and automation. 

Through applying the chatty co-driver paradigm, feedback could be designed in a similar fashion to 

the feedback provided by a human co-pilot in aviation, for example by verbally announcing decisions 

and actions, and changes to controller inputs are salient through physical movements of controllers by 

the human pilot. Through the application of the Gricean maxims in this way, it could be possible to 

determine when and how to display information in a contextually and temporally relevant way. 

2. Case Studies 

Contemporary Driving Automation is still in its infancy and therefore currently restricted to test 

tracks, pre-determined test-beds and manufacturer prototypes. Therefore, the perspectives from 

Section 1 will be applied to the aviation domain in which autopilots are commonplace and where 

human-automation interaction is prevalent.  

2.1 Method 

To illustrate the explanatory ability of the maxims they will be applied to two case studies, the Air 

France 447 crash  (Bureau d’Enquêtes et d’Analyses pour la sécurité de l’aviation civile, 2012, BEA), 

and the ComAir Flight 3272 crash (National Transportation Safety Board, 1997, NTSB), because 

aviation is a domain where communication breakdowns are regarded as a serious threat to safety 

(Molesworth & Estival, 2015). The analysis of the case studies is based on data from the official 



investigations by BEA (2012) and NTSB (1997) as well as previous analysis by Eriksson and Stanton 

(2015). 

2.2 Air France 447 

2.2.1 Synopsis 

On May 31 2009 an Airbus A330-200 operated by Air France was scheduled to carry 216 passengers 

and twelve crew members on flight AF447 between Rio de Janeiro Galeão and Paris Charles de 

Gaulle. The captain was assigned Pilot Not Flying (PNF) and one of the co-pilots was assigned Pilot 

Flying (PF). AF447 was in cruise at Flight Level 350 (FL350) in calm conditions at the start of the 

Cockpit Voice Recorder (CVR) recording, just after midnight. At 01:52 the captain woke the resting 

co-pilot and requested that he were to take his place as the PNF, 8 minutes later the PF briefed the 

newly arrived co-pilot. In the briefing the PNF mentioned that the recommended maximum altitude 

(REC MAX) was limiting their ability to climb above a turbulent area due to a higher than expected 

temperature. Following the briefing, the captain left the PF and the replacement PNF to continue the 

flight. At 02:08 the PNF suggested a heading alteration of 12 degrees to avoid a turbulent area, the 

crew also decided to decrease speed from Mach 0.82 to Mach 0.8 (~529kt) and to turn on engine de-

icing. At 02:10:05 the autopilot and the auto-thrust disconnected, likely due to all of the pitot probes 

of the Airbus freezing over, resulting in unreliable speed readings. Following the autopilot 

disconnection the PF said “I have the controls” indicating he was in control of the aircraft. 

 The PF simultaneously gave a nose up and left input as a response to the aircraft rolling to the right at 

the time of autopilot disconnecting. The actions of the PF triggered a stall warning as angle of attack 

increased beyond the flight envelope boundaries at Mach 0.8 (Fig 1. Angle of Attack, AOA > 4°). 

This was the start of a series of events of miscommunication between the flight crew and between the 

crew and aircraft. During the remaining 4 minutes and 23.8 seconds the aircraft continued to climb, 

leaving the lift envelope, trading kinetic energy for potential energy, until it unavoidably started to 

descend. The PF, unaware of the situation, continued to apply nose up inputs which further increased 

the AOA which, from 02:12 to the end of the flight were on average around 40°. The last recorded 

vertical speed value was -10,912ft/min as it crashed into the Atlantic Ocean. 

 

2.2.2 Analysis 

At 02:10:04 a Cavalry charge sounded in the cockpit of AF447, indicating that the autopilot had 

disengaged. An immediate change in roll angle from 0°–8.4° without any sidestick input followed the 

autopilot disengagement. The PF responded appropriately by acknowledging the event by stating he 

had the controls, thereby making the PNF aware that manual control was resumed. At this point the 

PF’s task was to maintain control of the aircraft and the PNF’s task was to identify the fault and 



ensure that the designated flight path was followed. The PNF does this by checking the instruments 

and the Electronic Centralised Aircraft Monitor (ECAM) display. 

The ECAM is designed to provide pilots with information in a quick and effective manner as well as 

displaying the necessary corrective actions needed to resolve any errors. As the PNF tried to identify 

the reason for the unexpected disconnection of the autopilot by checking the ECAM messages (see 

Figure 1a) there was nothing to indicate that the autopilot disconnect had anything to do with the pitot 

probes freezing over, causing inaccurate speed readings. The only ECAM indication of a speed-related 

error was a message that indicated that the max speed was Mach 0.82, which, according to the BEA 

investigation, could be misinterpreted as the aircraft being in an over-speeding situation.  

 

 

 

 

 

 

Fig. 1.  A) Information readily available for PNF at the time of autopilot disconnect. B) AOA 

threshold for stall warning at different speeds. Source: BEA www.bea.aero 

 

At the time of the transition of control of the aircraft from autopilot to pilot there was nothing to indicate 

why the transfer had occurred, and what future actions needed to be taken to ensure continued safe 

operation of the flight.  

According to Patterson and Woods (2001), the main purpose of a transfer of control or handover is to 

ensure that the agent taking over control has a correct mental model of the current process state and is 

aware of any changes to the process. The agent resuming control must also be prepared to deal with the 

effects from previous events and needs to be able to anticipate future events. These requirements failed 

to be fulfilled at the time of the transfer of control, as neither the PF, nor the PNF, succeeded in 

identifying the underlying cause of the autopilot disengagement in the initial period after control was 

transferred. As the PF and PNF failed to create an accurate mental model of the current system state 

due to lacking system feedback, their action responses to the events unfolding were inappropriate for 

the situation, and thus resulted in worsening, rather than improving the situation.  

 

Using a Gricean perspective it is possible to identify several violations of the Gricean maxims in the 

moments where control was transferred from autopilot to PF. The absence of any information related 

to the pitot readings being inaccurate is a clear violation of the Maxim of Quantity as information clearly 

was not sufficient to provide the PF/PNF with the necessary information to assess the situation. The 

Maxim of Quality was also violated as the MAX SPEED information was of no help in resolving the 

http://www.bea.aero/


situation as at the time of the incident, the aircraft was nowhere near an over-speeding situation, thus 

information indicating an over-speeding risk was provided of which no underlying evidence of such a 

risk was present. Furthermore, the Maxim of Relation was violated as the MAX SPEED information 

was irrelevant to the context at hand and did not assist in creating an accurate mental model. The Maxim 

of Manner was also violated as the ambiguous nature of the speed warning, giving an indication of the 

risk of over-speeding rather than the erroneous readings of the pitot probes. 

 

2.3 Com Air 3272 

2.3.1 Synopsis 

Comair flight 3272, an Embraer EMB 120 Brasilia, departed Covington, Kentucky on its way to the 

Detroit Metropolitan/Wayne Country Airport, on January 9th 1997 about 15:08, with 2 flight-crew 

members, 1 flight attendant, and 26 passengers on board. The flight was routine with some 

intermittent, light chop. At 15:52.13 the ATC cleared the pilots to descend to 4,000 ft mean sea level 

(msl). The pilots acknowledged and complied with the clearance. At 15:54.05 the pilot initiated a left 

turn to heading 090° by changing the heading setting for the autopilot. According to Flight Data 

Recorder (FDR) data at 15:54.08 the aircraft was in a shallow left bank remaining at 4000ft msl. As 

the aircraft reached its assigned altitude of 4000ft msl the autopilot switched mode from “Altitude Pre 

Select (arm)” to “Altitude Hold”. At 15:54.10, the aircraft was flying at an airspeed of 156kt and the 

roll attitude of the aircraft had steepened to an approximate 23° left wing down bank, causing the 

autopilot to turn the control wheel position (CWP, the control wheel that control aircraft roll angle) in 

a right wing down direction. Unfortunately, this corrective action had no effect as the left wing down 

angle continued to steepen.  

 

At 15:54.15 the left bank continued to steepen whilst the autopilot continued to apply compensatory 

measures by turning the CWP to apply right wing down commands. Approximately 15 seconds later 

the bank angle was steepening beyond 45° at which point the autopilot disconnected and the stick 

shaker-engaged. In less than two seconds after the disconnection of the autopilot the CWP moved 

from 18° right wing down command to 19° left wing down command, the roll increased from 45° left 

to 140° and pitch attitude decreased from 2° nose up to 17° nose down. At 15:54.25 the sound of the 

stick-shaker ceased, followed by an utterance of “Oh” from both the Captain and the First Officer. 

Approximately 30 seconds after the autopilot disengagement the aircrafts left roll attitude increased 

beyond 140° and the pitch attitude approached 50° nose down. According to the CVR data the ground 

proximity warning system triggered the “bank angle” aural warning follow by three chimes and the 

autopilot aural warning repeatedly until the end of the recording.  

 
2.3.2 Analysis 



As Comair 3272 descended to 4000ft msl the pilots were instructed to carry out a heading change to 

090° by entering the new heading into the autopilot. The autopilot responded by banking to the left to 

achieve the desired heading by adjusting the ailerons and thus, the CWP in the cockpit. During the 

descent the aircraft had accumulated ice on the aerofoil and as the aircraft entered the left bank. NTSB 

theorise that the change in bank angle caused asymmetrical ice self-shedding which combined with 

aileron deflection effects caused the left bank angle to steepen. As the bank angle steepened beyond 

the instructed bank angle the autopilot’s design logic responded by instructing the aileron servos to 

move the ailerons, and the CWP, in a RWD fashion to counter the increasing roll rate. When the 

autopilot was working in the heading mode the maximum commanded bank angle was 25°, which 

was exceeded as the bank angle increased, this limitation reduced the compensatory behaviour that the 

autopilot could carry out. When the maximum autopilot bank angle of 25° is exceeded, no alarm nor 

any other cues are issued in the cockpit, the first indication occurs when the bank angle exceeds 45° 

and the autopilot automatically disengage. As the bank angle steepened beyond 45°, the autopilot 

disengaged and the following events occurred simultaneously: the stick shaker activated. A repeated 

“ding, ding, ding, autopilot” aural alert sounded, red autopilot fail/disengage lights illuminated on the 

autopilot, flight control, and master warning panels, the aircraft went from 45° left bank to 140° left 

bank, the CWP changed from 18° RWD to 19° LWD and the pitch attitude changed from 2° nose up 

to 19° nose down. 

 

This particular accident is similar to the one described in Section 1. The official investigation 

suggested that if one of the pilots had been gripping the control wheel to monitor automation 

performance the error would likely have been detected. However, as humans are notoriously bad at 

maintaining sustained attention for longer periods time of it is arguable that such behaviours are 

unlikely and should not be expected (Heikoop et al., 2016; Molloy & Parasuraman, 1996). From a 

Gricean perspective, the control wheel was designed in such a fashion that any changes in CWP were 

not salient enough. The control wheel design does provide information that is both correct, relevant to 

the task, and the design carries enough information to understand what is going on, thus fulfilling the 

requirements of the Maxim of Quantity, Maxim of Quality and Maxim of Relation. However, the 

control wheel does not provide unambiguous and salient information, thereby violating the Maxim of 

Manner. 

 

The autopilot feedback was also found insufficient. As the aircraft passed the 25° command limit of 

the autopilot no alarm sounded and no feedback was shown in the cockpit displays. No feedback was 

issued at all until the bank angle exceeded 45° and the autopilot disconnected along with the autopilot 

warning. As there was no indication of the aircraft approaching and exceeding the autopilots 

performance boundaries the pilots were unaware of the severity of the aerodynamic degradation. 

Thus, the compensatory actions taken by the aircraft until the autopilot reached its bank-limit and 



disengaged.  From a Gricean perspective, the lack of warning violates the Maxim of Quantity, as there 

is no information presented to the pilots regarding the bank angle exceeding 25°. Furthermore the lack 

of information implies that the systems was working normally, thus violating the Maxim of Quality, 

and the Maxim of Relation, as the system was past its interaction boundary (the bank angle envelope 

of 25° in which the autopilot could apply RWD/LWD commands) and had feedback been presented, 

the pilots would have had a chance to compensate manually. Due to the lack of any feedback, The 

Maxim of Manner was violated in the sense that there is no information/feedback that could be 

assessed using the maxim.  

 

The FDR data indicated that the pilots responded by applying RWD commands on the control wheel 

within one second after the autopilot disconnected to counter the sudden increase in left bank. If 

changes to the CWP had been more salient, clearly indicating both the corrective actions taken by the 

autopilot in terms of bank angle but also the force that was applied to the control wheel the pilots 

would have had a clear indication of the actions taken by the autopilot. Furthermore, had there been a 

warning or a notice on one of the cockpit displays when the autopilot exceeded its interaction 

boundary the might have been made aware of the autopilot struggling to maintain the bank angle 

required for the heading change due degrading aerodynamic characteristics of the aerofoil.   

Such an indication would have been in accordance with the Maxim of Relation, through providing 

temporally and contextually relevant information. This would have allowed the pilots to resume 

manual control earlier and have allowed them to increase airspeed and abort the heading change, thus 

reducing the bank angle, before the autopilot reached its 45° performance boundary and disconnected.  

 

2.4 Summary of Case studies  

To summarise the results of the case studies from a Gricean perspective it is clear that there was 

several Maxim violations that contributed to the crash of Air France AF447 and Comair 3272. The 

maxims highlighted issues relating to lack of, or non-salient, feedback to mode changes and system 

actions. Furthermore, the use of the maxims allowed for the identification of an issue related to non-

salient feedback of a piece of equipment that otherwise functioned according to specification, namely 

the autopilot controlled changes to CWP as shown in Table 1.  

Table 1: A summary of the maxim violations in each part of the case studies. Key:  = maxim fulfilled,  = 

maxim violated 

 AF447 

speed readings 

Comair 

control wheel 

Comair 

Autopilot warning 

Maxim of Quantity    

Maxim of Quality    



Maxim of Relation    

Maxim of Manner    

 

The Maxims show promise in identifying flawed communication in the human-cockpit system, 

therefore they have potential as a tool to inform the design of similar systems. Such a system could be 

highly automated driving systems in which interaction could be designed in such a way that events 

similar to the case studies above may be avoided in future automated vehicles. 

3. Lessons Learnt 

The case studies in Section 2 have illustrated how operator mental models deteriorate as they are 

removed from the control loop. In the case studies this resulted in loss of life due to crashes when the 

operator suddenly had to resume control with an inaccurate mental model after prolonged exposure to 

automated systems with no, or poor feedback. The motor industry have been spared of such issues, 

but with the introduction of new technology, drivers have been able to relinquish control of certain 

sub-tasks of the driving task. These systems have allowed drivers to take their feet of the pedals, and 

more recently, have their lane position controlled automatically as well. Although drivers have yet to 

be able to fully relinquish control to the vehicle, recent amendments to the Vienna Convention on 

Road Traffic now enables drivers to be fully hands and feet free as long as the system “can be 

overridden or switched off by the driver” (Miles, 2014).  

This amendment, when it takes effect in March 2016, will allow autonomous vehicles owned by the 

public to be driven hands and feet free, on public roads. The change in legislation implies significant 

changes to the driving task. Whilst contemporary DA systems require intermittent driver feedback, by 

for example, touching the steering wheel or the indicator stalk thus maintaining some level of driver 

engagement, the amended section of the Vienna Convention of Road Traffic will allow the driver to 

be completely out-of-the-loop.  

As drivers are given more freedom to relinquish the driving task to the automated systems their role in 

the DA system is altered, approaching that of a pilot flying by means of the autopilot (Hollnagel & 

Woods, 1983; Parasuraman et al., 2000; Woods, 1996). The driver will, much like a pilot, have to 

monitor the DA system for errors or deviant behaviours and will be expected to resume control when 

something goes wrong or when operational limits are reached (Hollnagel & Woods, 2005; SAE 

J3016, 2016; Stanton et al., 1997).  

As shown in section 2, pilots may fail to successfully recover their aircraft when the automated 

systems failed to cope despite being subjected to extensive training before receiving their pilots-

license as well as regular training sessions of fringe scenarios in simulators. This training is supposed 

to prepare pilots for rare occurrences such as: degraded aerodynamic properties of the aerofoil due to 



icing, autopilot operational limits, or the safety envelope of an Airbus A380 in different laws, which 

allows them to adapt to ever-changing conditions. The fact that highly trained, professional pilots 

sometimes struggle to cope in such high-complexity situations are particularly worrying as drivers 

soon will be able to purchase vehicles equipped with DA that enables similar features in the vehicle 

which will allow hands and feet free driving without any additional training.  

Section 2 showed that breakdowns in human-machine communication could be attributed to the cause 

of the accidents. In the aviation domain, communication breakdowns are considered a serious threat to 

safety (Molesworth & Estival, 2015), and the same should be considered for the driving domain. 

Especially since there is a differing degree of complexity in the DA domain caused by a large fleet of 

vehicles occupying a relatively small space where non-connected road users such as pedestrians, 

cyclists as well as wild animals co-exist. This puts even higher demands on Engineers responsible for 

designing the driver interface for the DA systems.  

The case studies in Section 2 clearly identify, by means of the Gricean Maxims, non-salient feedback, 

non-existing feedback, and erroneous feedback to be a contributing factor in the accidents that 

transpired. Humans are known to be poor monitors in situations where passive monitoring is required 

(Heikoop et al., 2016; Molloy & Parasuraman, 1996), and as they are removed from the driving loop, 

measures must be taken to ensure that DA systems does not succumb to similar issues as described in 

the case studies. Aviation accidents may be rare, but the consequences of similar communication 

issues being present in DA systems, coupled with the exposure of untrained operators to such systems, 

has the potential to be dire. 

To ensure that incidents caused by poor communication between man and machine is reduced Human 

Factors Engineers must aim to reduce the gulf of evaluation, thereby retaining driver common ground 

and thus a representative mental model of the DA system (Klein et al., 2004; Norman, 1990). This 

could potentially be done using a “Chatty Co-Driver paradigm” (Eriksson & Stanton, 2016; Hoc et al., 

2009; Stanton, 2015). The Chatty Co-Driver paradigm tries to reduce the gulf of evaluation by 

providing feedback in a similar manner to what a co-pilot would do, why, and what its next action is 

(Wiener, 1989) thus increasing system transparency (Christoffersen & Woods, 2002).  

Such feedback could entail information regarding what the vehicle sensors are able to register, thus 

providing an indication of the limitations of the vehicle radars as well as whether the vehicle have 

picked up objects entering the automated vehicles trajectory (Jenkins et al., 2007; Stanton et al., 

2011).  

Furthermore, as shown by Beller et al. (2013), contextually relevant information could reduce the time 

to transfer of control as it brings the driver back into the control loop by restoring driver mental 

models and thus reduces the likelihood of an escalation of cognitive activities (Woods & Patterson, 

2000). Furthermore, research by Eriksson et al. (2015) indicate that information needs change 



depending on contextual and temporal factors. Based on the aforementioned maxims of successful 

conversation (Grice, 1975) , the authors propose that by adhering to the Maxim of Quantity, Quality, 

Relation, and Manner in designing automated system the gulf of evaluation could be reduced, and 

system transparency could be increased. 

4. Concluding remarks 

This paper highlighted some of the problems drivers will face when encountering DA systems, such 

as automation surprises, and ending up out of the loop. When drivers are out of the loop and a change 

in operational conditions occur, requiring a control transition from DA to manual control, the driver 

must have access to sufficient information to safely complete the transition. Due to the lack of DA 

systems available to the public, two case studies were presented from the aviation domain. It was 

demonstrated that highly trained professionals failed to safely resume control after a control transition 

due to poor, or lacking feedback, from the automated system.  

By applying the Gricean maxims of successful conversation to the case studies from a human-

automation interaction perspective, the authors were able to identify lacking feedback in different 

components of the pilot interface. In addition, it is argued that the maxims could be used as a means to 

bridge the gulf of evaluation in contemporary DA systems, by allowing the DA system to act like a 

chatty co-driver, thereby increasing system transparency and reducing the effects of being out of the 

loop. Some high level proposals for design based on the maxims are provided in Table 2 below.  

Table 2: Design proposals for information presentation based on the Gricean Maxims.  

 Design proposal 

Maxim of Quantity  Avoid oversaturating the information presentation modality by 

limiting the information presented to the bare necessity. 

Maxim of Quality  Ensure that the information presented is based on reliable data 

 If the information is based on unreliable data, ensure that it is 

made clear in the HMI 

Maxim of Relation  Ensure that the presented information is contextually relevant, for 

example based on Michon’s (1985) operational, tactical and 

strategical levels of information. 

 Do not present information that is non-relevant to accomplish the 

task. 

Maxim of Manner  Avoid ambiguity by for example reducing similarities of auditory 

tones or, increasing contrast between similar modes in the visual 

HMI. 



 Ensure that the right information is presented in the right 

modality, for example, urgent signals could be presented both 

haptically, auditory and visually whereas non-urgent information 

could be presented visually in the HMI (Meng & Spence, 2015). 
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