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Abstract. MD4 is a cryptographic hash function introduced in 1990 by Rivest. After
MD4 was proposed, several hash functions such as MD5, HAVAL, RIPEMD, RIPEMD-
160, SHA-1 and SHA-256 were designed based on the MD4 structure. In this paper,
we cryptanalyze the compression functions of MD4, MD5 and 4-, 5-pass HAVAL in en-
cryption modes. We exploit the recently proposed related-key rectangle and boomerang
techniques to show non-randomness of MD4, MD5 and 4-, 5-pass HAVAL and to dis-
tinguish them from a randomly chosen cipher. The attacks are highly practical and
have been confirmed by our experiments.

1 Introduction

Hash functions are an important type of cryptographic algorithms and are widely
used in cryptography such as digital signature, data authentication, e-cash and many
other applications. Hash functions are at work in the millions of transactions that take
place on the internet every day. The purpose of the use of hash functions in many
cryptographic protocols is to ensure their security as well as improve their efficiency.
The most widely used hash functions are dedicated hash functions such as MD5 [14]
and SHA-1 [24], which follow the design principle of MD4.

MD4 [13] is a cryptographic hash function introduced in 1990 by Rivest. It uses
basic arithmetic operations and several Boolean functions which are suitable for fast
software implementations on 32-bit processors. After MD4 was published, several
hash functions based on the design philosophy of MD4 have been proposed: MD5
[14], HAVAL [22], RIPEMD [23], RIPEMD-160 [5], SHA-1 [24], SHA-256 [25], etc.

In 2004 and 2005 several important cryptanalytic articles [1,2,17-20] have been
published that demonstrate collisions for the MD4-family of hash functions. Espe-
cially, a “precise” differential attack proposed by Wang et al. enables us to greatly
improve previous known collision attacks of MD4, MD5, HAVAL, RIPEMD, SHA-0
and SHA-1 [17-20].
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Table 1. Distinguishing Attacks of Encryption Modes of MD4, MD5 and HAVAL

Primitive Type of Number of Data Number of  Paper
Attack Source Keys Complexity Weak Keys
MD4 R 2 269RK-CP . This paper
Bf 2 218RK-CP/218RK-ACC . This paper
Bf 2 2RK-CP/2RK-ACC 2320 This paper
R 4 269RK-CP . This paper
Bf 4 26RK-CP/2°RK-ACC . This paper
Bf 4 2RK-CP/2RK-ACC 2384 Thig paper
MD5 D 1 250CP . [15]
R 2 2102.8RK-CP . This paper
B 2 280.6RK-CP/278:6RK-ACC . This paper
Bf 2 12RK-CP/12RK-ACC 296 This paper
R 4 271.1RK-CP . This paper
Bf 4 213 6RK-CP/2'1SRK-ACC . This paper
Bf 4 6RK-CP/6RK-ACC 2352 This paper
HAVAL D 1 2127CP . [21]
(4 passes) R 2 2148 5RK-CP . This paper
Bf 2 237 9RK-CP/235-9RK-ACC . This paper
Bf 2 2123RK-CP/2'23RK-ACC 2576  This paper
R 4 2133RK-CP . This paper
Bf 4 211.6RK-CP/22 6 RK-ACC . This paper
Bf 4 32RK-CP/32RK-ACC 2896 Thig paper
HAVAL D 1 2170CPp . [21]
(5 passes) R 2 2188.6RK-CP . This paper
B 2 2127T9RK-CP/2125-9RK-ACC . This paper
R 4 2158-5RK-CP . This paper
B 4 263RK-CP /261 RK-ACC . This paper

T: the attack can be implemented in a real time

D: Differential, B: Boomerang, R: Rectangle

RK: Related-Key, CP: Chosen Plaintexts, ACC: Adaptively Chosen Ciphertexts
Time complexity is the same as the amount of data complexity

There have been also several cryptanalytic articles that investigate non-randomness
of the compression functions of MD5, HAVAL, SHA-1 and SHA-256 in encryption
mode. The encryption modes of SHA-1 and SHA-256 have been proposed in the
NESSIE project, which are called SHACAL-1 and SHACAL-2 [7], respectively. For
the encryption modes of SHA-1 and SHA-256, the security has been checked against
various block cipher cryptanalyses [3,6,8-12, 15, 16], while differential cryptanalysis
has been applied to the encryption modes of MD5 and HAVAL [15, 21].

In this paper, we check the security of encryption modes of MD4, MD5 and HAVAL
against the recently proposed related-key rectangle and boomerang attacks [4,9, 10,
12], and we compare our results with the previous ones in terms of distinguishing
attacks. Especially, we can distinguish the encryption modes of MD4, MD5 and 4-pass
HAVAL from a randomly chosen cipher in practice by using a related-key boomerang
attack. Furthermore, we can distinguish them more efficiently for a large class of weak
keys (i.e., special subset of messages in hash mode). See Table 1 for a summary of
our results and a comparison with the previous attacks.

The outline of this paper is as follows: in Sect. 2, we give a brief description of
MD4, MD5 and HAVAL. In Sect. 3, we describe the methods of related-key rectangle
and boomerang attacks. Section 4 presents our related-key rectangle and boomerang
attacks on encryption modes of MD4, MD5 and HAVAL. We conclude in Sect. 5.



2 Description of MD4, MD5 and HAVAL

The MD4, MD5 and HAVAL hash functions are message digest algorithms which
compress any arbitrary-bit length message into a hash value with a small and fixed
bit-length. These hash functions are performed based on the well-known Davies-Meyer
construction, which is described as follows. Before applying the hash function to a mes-
sage M of arbitrary bit-length, it is divided into /-bit sub-messages Mg, My, -+, M, _1,
where [ is specified. Then the ¢-bit hash value I,, for the message M is computed as
follows:

Ip=1V; I, = COIII(IZ',MZ') = E(IZ,Ml) + 1I; for 0<i<n, (1)

where IV is a t-bit fixed initial value, com is a compression function and E is an
iterative step function. In MD4, MD5 and HAVAL, the function F is composed of
3, 4 or 5 passes and in each pass there are 16 or 32 steps that use only simple
basic operations and Boolean functions on 32-bit words. The ¢-bit input I; is loaded
into ¢/32 32-bit registers denoted (A%, BY,---) and the I-bit message block is divided
into 1/32 32-bit words denoted (X° X' ... X!/32) The ¢/32 registers are updated
through a number of steps. In each pass, every message word X* is used exactly once
in a specified order, and a fixed Boolean function f and 32-bit constants C'tr are used.

Table 2 shows the parameters of MD4, MD5 and HAVAL, and Fig. 1 shows the
r-th step of MD4, MD5 and HAVAL. In Fig. 1, the rotation amount s” is specified.
See [13, 14, 22] for details.

Encryption Modes of MD4, MD5 and HAVAL: Each of the steps described in
Fig. 1 is an invertible function for each message word X". Hence, if we insert a secret
key in the message part of M; and a plaintext in the chaining value part of I;, we get
an invertible function from a compression function by removing the final addition with
the previous chaining value. That is, E(I;, M;) of Eq. (1) can be used in encryption
mode E(P, K), where P is a plaintext and K is a secret key. Therefore, according to
Table 2, the encryption modes of MD4 and MD5 are 128-bit block ciphers with 512-
bit keys and with 48 and 64 rounds, respectively, and the encryption mode of HAVAL
is a 256-bit block cipher with 1024-bit keys and with 96, 128 or 160 round. In the
encryption modes of MD4, MD5 and HAVAL, we use the terminology rounds instead
of steps and we use the notation P and K for a plaintext and a key, respectively.

Table 2. Parameters of MD4, MD5 and HAVAL

Hash Bit-Length of Bit-Length of # of  # of Steps Total # of
Functions|Message Block (I) Hash Value (t) Passes in a Pass Steps

MD4 512 128 3 16 48

MD5 512 128 4 16 64
HAVAL 1024 256 3,4 or 5 32 96, 128 or 160

3 Related-Key Rectangle and Boomerang Attacks

Related-key rectangle and boomerang attacks were presented in several papers [4,
9,10, 12]. They exploit related-key rectangle and boomerang distinguishers based on
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2, 4 or 256 related keys. In this paper, we use related-key rectangle and boomerang
distinguishers based on 2 or 4 related keys.

The following notations are used to facilitate the descriptions of related-key rect-
angle and boomerang distinguishers.

— E:{0,1}* x {0,1}™ — {0,1}" : a block cipher that uses {0,1}* and {0,1}" as
key space and plaintext/ciphertext space, respectively.

— E=FE'0E° (ie.,, Ex(P) = EL 0o E%(P)) : E is composed of E° and E' (E first
performs E° and then E'), where K is a master key and P is a plaintext.

— p(a, B, AK) : a probability of a related-key differential o« — § for E° under the
related-key difference AK, i.e., p(a, B, AK) = Prx g [E% (X)® E)g (X ®a) =
B]. Note that this is same as a probability of a related-key differential 5 — « for
(E°)~! under the related-key difference AK.

— q(v,6, AK) : a probability of a related-key differential ¥ — d for E' under the
related-key difference AK, i.e., ¢(7,6, AK) = Prx x[Ep(X) ® Ejpix (X ®7) =
d]. Note that this is same as a probability of a related-key differential § —  for
(EY)~! under the related-key difference AK.

— p(D, B, AK) : a probability of a related-key truncated differential § — o for
(E°)~! under the related-key difference AK, where D is a nonempty set and
o € D, ie., p(D,B,AK) = Prx g[(E%)"H(X) & (E%@AK)*l(X ® p) € D].

— q(v,D, AK) : a probability of a related-key truncated differential y — ¢’ for E!
under the related-key difference AK, where D is a nonempty set and ¢’ € D, i.e.,
Q(77D7AK) = PrX,K[E}((X) @E}(GBAK(X @7) S D]

We first describe a related-key rectangle distinguisher based on two related keys.
The related-key rectangle distinguisher works in the following process (refer to Fig. 2).

— Choose two plaintexts Py and P at random and compute two other plaintexts
Py =P ®aand P, = P ®a.

— With a chosen plaintext attack, obtain the corresponding ciphertexts Cy = Ex (FP),
Cy = Ex(P1), Cf = Eg~(Fy) and Cf = Eg«(Pf), where K @ K* = AK.

— Check if Co @ Cf, Cy @ C) € D.

What is the probability that the ciphertext quartet satisfies the last D test? The
probability is computed as follows. Let Xy, X;, Xj and X| denote the encrypted
values of Py, Py, P{ and P} under E°, respectively. Then the probabilities that Xy @
X§ =pand X10X| = (' are p(a, 8, AK) and p(«, 8, AK), respectively. In the above
process we randomly choose two plaintexts Py and P and thus we expect Xo®X| =y
with probability 27". Therefore, for any S, ' and v, Xo® X} = 8, X1 ® X] = /' and
Xo @ X} = (as in these cases Xfd X, = (Xo®p)d (Xfdp) =88 &) hold
with probability p(«, 8, AK)-p(a, ', AK)-27". Since the probabilities of related-key
truncated differentials v — 6(€ D) and B B'@y — §'(€ D) for E' under related-key
difference AK are q(v,D,AK) and q(y & 8 ® ', D, AK), the probability that the
last D test in the above process is satisfied equals

PT[REC_z] = Z p(avﬁvAK) 'p(Oé,IBI,AK) 27" q(fY?DvAK) q(’)’@ﬁ@lgl,D,AK)
BBy

On the other hand, for a random cipher, the D test holds with probability
|D|? - 272" and thus if the above probability is larger than |D|? - 272" for any triple
(o, D, AK), the related-key rectangle distinguisher based on two related keys can be
used to distinguish £ from a random cipher.



How many plaintext pairs are required to get at least two ciphertext quartets
(this amount of quartets will be used in our attacks) that satisfy the D test? If
the number of plaintext pairs (P;, P¥) we collect is m, we can generate m? - 27!
quartets and thus we have at least m? - 27! - Pr[REC—2] ciphertext quartets which
satisfy the D test. Therefore, in order to get at least 2 such quartets we need about
4 - (Pr[REC—2])~'/? chosen plaintext queries. It means that the number of required
plaintexts to use this distinguisher is at least 2n/2 However, under an adaptive chosen
plaintext and ciphertext attack we can make a related-key boomerang distinguisher
which can remove the factor 2"/2 in the data requirement. The related-key boomerang
distinguisher based on two related keys works as follows (refer to Fig. 2).

— Choose two plaintexts Py and FPj such that Py @ Py = «, and obtain the corre-
sponding ciphertexts Cyp = Ex (FPy) and C§ = Ek~+(F§), where K @ K* = AK.

— Compute other two ciphertexts C; = Cj @ 0 and Cf = Cy @ ¢, and obtain the
corresponding plaintexts Py = B! (Cy) and Pf = E¢L(CY).

— Check P, @ P} € D.

(6,0" € D) (o/ € D)

Fig. 2. Related-Key Rectangle Distinguisher (Left) and Related-Key Boomerang Distinguisher
(Right) Based on Two Related Keys

Similarly, we can check the probability that the last o test is satisfied. The prob-
ability that Xo @ X = g is p(«, 8, AK) (in the encryption direction) and the prob-
abilities that X5 & X; = v and Xy @ X] = 4 are ¢(v,9, AK) and ¢(v',0, AK) (in
the decryption direction), respectively. Therefore, for any 3, v and v/, Xo & X} = £,
Xi@® X, =vand Xo® X; =+ (as in these cases X1 ® X} = (Xi @)@ (XoDy) =
v @« @ ) hold with probability p(«, 8, AK) - q(v,9, AK) - q(v', 9, AK). Since the
probability of related-key truncated differential v ® 7' @ 8 — o/(€ D) for (E°)~!
under related-key difference AK is p(D,vy®~' @ 3, AK), the probability that satisfies
the last D test in the above process is

Pr[BOO-2] = Y pla, B, AK) - q(v,6, AK) - q(7, 6, AK) - p(D,f @y &, AK).

!

Byvsy



P; Py P; Py

Poa"l_ Pl,a_,l_ PoaJ_ Py ,J_

—
|
=)
e
S|
=}
.
|
o
e
3|
=}

e

(6,0" € D) (o € D)

Fig. 3. Related-Key Rectangle Distinguisher (Left) and Related-Key Boomerang Distinguisher
(Right) Based on Four Related Keys

Since for a random cipher, the D test holds with probability |D|-27", Pr[BOO—
2] > |D|- 27" must hold for the related-key boomerang distinguisher to work. More-
over, 2 - (Pr[BOO—-2])~! chosen plaintext pairs and 2 - (Pr[BOO—2])~! adaptively
chosen ciphertext pairs produce at least 2 quartets that satisfy the D test.

Related-key rectangle and boomerang distinguishers based on four related keys are
the same as the previous distinguishers except for using four related keys K, K*, K’
and K'* such that K ® K* = K' # K* = AK and K @ K' = K*® K'* = AK'
(see Fig. 3). Similarly, we can calculate the probabilities of related-key rectangle
and boomerang distinguishers and the required data complexity. For a related-key
rectangle distinguisher, the probability is

Pr[REC—4] = > p(e, B, AK) - p(a, B, AK) - 27" - q(y,D, AK") - q(y® B @ ', D, AK") .
B.8" v

If the number of plaintext pairs (P, P¥) and (P, P,*) we collect is m, respectively,
we can generate m? quartets and thus we have at least m? - Pr[REC—4] ciphertext
quartets which satisfy the D test. Therefore, in order to get at least 2 such quartets
we need about 4 - (Pr[REC—4])~'/2 - 21/2 chosen plaintext queries.

For a related-key boomerang distinguisher, the probability® is

Pr(BOO—-4] = Y p(a,8,AK) - q(7,6,AK") - q(+',6, AK') - p(D, 8 & v &', AK).
By

So the data requirement to generate at least two good quartets is about 2- (Pr[BOO—
4])~! chosen plaintext pairs and 2-(Pr[BOO-4])~! adaptively chosen ciphertext pairs.
Table 3 summarizes probabilities of related-key rectangle and boomerang dis-
tinguishers and the required data complexity, which is useful to calculate our data
complexity of Table 1.
! If the set D has a single element o in Pr[BOO-4] and the set D has a single element § in Pr[REC],

it holds PrlREC—4] = 27" - Pr[BOO—4]. This relationship also holds between Pr[BOO-2] and
Pr[REC-2]. We use these relationships to estimate Pr[REC—2] and Pr[REC—4] in our attacks.



Table 3. Probabilities and Data Requirements for Related-Key Rectangle and Boomerang Distinguishers

Distinguisher Probability Data Complexity for
Generating Two Good Quartets
2-Key Rectangle Pr[REC-2] 22 . (Pr[REC-2])~1/? RK-CP
4-Key Rectangle Pr[REC—4] 225 . (Pr[REC—4])~1/2 RK-CP
2-Key Boomerang|  Pr[BOO-2] 22 . (Pr[BOO-2])~! RK-CP/22 . (Pr[BOO-2])~! RK-ACC
4-Key Boomerang|  Pr[BOO—4] 22 . (Pr[BOO-4])~! RK-CP/22 . (Pr[BOO—4])~! RK-ACC

4 Related-Key Rectangle and Boomerang Attacks on Encryption
Modes of MD4, MD5 and HAVAL

In this section, we present related-key rectangle and boomerang attacks on the en-
cryption modes of MD4, MD5 and HAVAL. First, we present related-key rectangle
and boomerang distinguishers of MD4 and show how to use them to distinguish MD4
from a random cipher. Second, we apply related-key rectangle and boomerang attacks
to MD5 and HAVAL.

4.1 Cryptanalysis of MD4

In MD4 the message expansion algorithm is a linear function in each pass every
message word is used exactly once in a specified order. It means that in the encryption
mode of MD4 the key scheduling algorithm is the same linear function of the message
expansion algorithm of MD4. We exploit the simple linear key scheduling algorithm
in our distinguishers. The main idea behind our constructions of related-key rectangle
and boomerang distinguishers based on two related keys is to give a difference in one
key word whose interval between the first and third passes is as wide as possible.
Let the round numbers involved in such a key word in the three passes be r1,ro and
r3. Then we can make probability-one differentials for rounds 71 ~ 7} and 7} ~ r3
by giving appropriate differences « and -y, respectively, where 74 is a certain number
between r1 and ry. Therefore, in order to find distinguishers with high probablilities
we should find one key word for which the interval of | ~ r3 is as wide as possible.

In our observation giving a difference in the 3-rd key word provides the best
probabilities to our distinguishers, which are described as follows. In MD4 there exist
a related-key differential characteristic (0, es1,0,0)—(0,0,0,0) for rounds 0 ~ 27 with
probability 272 (denoted p) and a related-key differential characteristic (e3;,0,0,0) —
(€2, €5,17,26,28, €13,22, €11) for rounds 28 ~ 47 with probability 277 (denoted ¢) under
key difference AK = (0,0,0, AK? = e3,0,---,0), where e; represents a 32-bit word
that has 0's in all bit positions except for bit 7 and e;, ... ;, represents e;, ®---@e;, (in
our notation the right most bit is referred to as the 0-th bit, i.e., the least significant
bit). See Table 4 for more details. The notation used in Table 4 is essential in our
distinguishing attacks. The REC-2 and BOO-2 rows represent probabilities which
will be used in related-key rectangle and boomerang attacks, respectively and the
BOOY -2 row represents a weak key class as well as a probability which will be
used in a related-key boomerang attack under a weak key class. The notation (r —
)1 O 2 means related-key differentials for rounds from r to 7/ (which have the fixed
difference in round 7 or ' described in the table) used in our distinguishers. Here,
the superscript 1 or 2 represents how many times related-key differentials are used in
our distinguishers. Note that if 7 > 7’ then the related-key differential works through
decryption process.



Table 4. Related-Key Distinguishers of MD4 (Two Related Keys)

‘ Round (i)| AA! AB! ACY AD? AK? Prob.
0 0 es1 0 0 0 1
1 0 0 es1 0 0 2-1
2 0 0 0 €31 0 2-1
3 €31 0 0 0 es1(= AK?) 1
4 0 0 0 0 0 1
27 0 0 0 0 0 1
0 0 0 0 p=2"2
28 €31 0 0 0 es1(= AK?) 1
29 0 0 0 0 0 1
43 0 0 0 0 0 1
44 0 0 0 0 es1(= AK?) 1
45 0 e 0 0 0 2-1
46 0 €11 e 0 0 272
47 0 €13,22 el €2 0 P
€2 €5,17,26,28 €13,22 €11 q= 277
REC-2 (0 — 27)2, (28 — 45)2 Pr[REC-2] ~ 2137
BOO-2 (0 — 27), (47 — 28)2, (27 — 3) Pr[BOO-2] ~ 2716
BOOW -2 |Fixed KO1.27ILI6 (3 27) (44 — 28)2, (27 — 3)| Pr[BOO-2] =1

In order to estimate Pr[BOO—2] we have carried out experiments on a number
of related keys with 223 chosen plaintext pairs and 223 adaptively chosen ciphertext
pairs each and we have observed 136, 115, 136, 125, 132, 130, 132, 131, 119, 144, - --
boomerangs returning for each related-key. This simulation result provides that the
probability Pr[BOO—2] is approximately 27'6 (which can be also calculated from
the probabilities of related-key differential characteristics in Table 4). We can use the
value of Pr[BOO-2] or the probabilities of related-key differential characteristics in
Table 4 to obtain the probability Pr{REC-2].

We now present a distinguishing attack of the encryption mode of MD4 using a
related-key rectangle distinguisher in Table 4. As stated in Table 4, in this attack
we use Pr{[REC—2] ~ 2'3*  which is derived from p = 272 and ¢’ = 27! (the ¢ is
the probability for rounds 28 ~ 45 in Table 4). In order to use p = 272 we should
collect plaintext pairs (P;, P;*) which satisfy not only the (0, e31,0,0) difference but
also c31 = d3; = 0, where ¢; and d; represent the j-th bits of words C' and D of
P;, respectively. Moreover, since we use ¢’ = 27! for rounds 28 ~ 45 in our attack,
our desired ¢ after round 47 can be any one of the differences which can be derived
from the input difference of round 46, (0, e11, e2,0). It is easy to see that the number
of all possible §'s is at most 236, We denote the set of all these possible ¢’s by O.
Next we describe our distinguishing attack on the encryption mode of MD4 using the
related-key rectangle distinguisher.

1. Prepare 298 plaintext pairs (P;, P),i = 0,1, -, 2% —1 with difference (0, 31,0, 0)
and C31 = d31 = 0.

2. With a chosen plaintext attack, obtain the 2% corresponding ciphertext pairs
(Ci,CY), ie., C; = Eg(P;) and Cf = Eg-(P}), where E is either MD4 or a
randomly chosen cipher and K @ K* = (0,0,0, AK? = e31,0,---,0).
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3. If there exists at least one ciphertext quartet such that C; @ C7,CF @ C; € O
for 0 < i # j < 2% — 1, we identify £ as MD4. Otherwise, we identify E as a
randomly chosen cipher.

From the 2% plaintext pairs we obtain 2!3% quartets. Since our related-key rect-
angle distinguisher has a probability of (272)% - (271)2.27128 — 2-134 if [ is MD4,
this attack will succeed with a probability of 1 — (1 —27134)2"*" ~ 0.86. On the other
hand, in case E is a randomly chosen cipher, the probability that each ciphertext
quartet satisfies one of all possible ¢’s is less than (2%68)2 = 2718 50, in this case this

attack will succeed with a probability of (1 — 27184)2"" ~ 1. Therefore, the success
rate of this attack is about 3 - 0.86 + 4 - 1 = 0.93.

Based on the foregoing two related-key differentials we can also exploit a boomerang
technique to distinguish MD4 from a randomly chosen cipher. In a boomerang tech-
nique we use Pr{[BOO—2] ~ 2716, Since we use related-key differentials for rounds
27 ~ 3 in the upper right in Fig. 2, our desired a before round 0 can be any
one of the differences which can be derived from the input difference of round 3,
(e31,0,0,0), through the inverse direction. It is easy to see that the all possible o's
are (0,e31,0,0), (es1,e31,0,0),(0,e31,€31,e31) and (es1,es1,es1,e31). We denote the
set of all these possible o’s by Z. Here is our distinguishing attack on the encryption
mode of MD4 using the related-key boomerang distinguisher.

1. Prepare 2'7 plaintext pairs (P;, P;),i = 0,1, ,2!7—1 with difference (0, 31,0, 0)
and C31 = d31 =0.

2. Obtain the 2!7 corresponding ciphertext pairs (C;, C}), i.e., C; = Ex(P;) and
Cr = Eg+(P}), where E is either MD4 or a randomly chosen cipher and K @ K* =

(0,0,0, AK® = e31,0,---,0).

3. Calculate CZI - Cl &) 0 and CZI* - Cz* &) (5, where § = (62,65717726728,613’22,611),
and obtain the 2'7 corresponding plaintext pairs (P!, P*), i.e., P! = E;.'(C!) and
P = B (CP).

4. If there exists at least one plaintext pair such that P! @ P/* € Z for 0 <4 < 2'7—1,
we identify F/ as MD4. Otherwise, we identify E as a randomly chosen cipher.

Since our related-key boomerang distinguisher has a probability of 272 - (277)2 =
2716 if E is MD4 this attack will succeed with a probability of 1— (1—2*16)217 ~ 0.86.
In order to verify this estimation we have performed hundreds of simulations using 2'8
chosen plaintext and adaptively chosen ciphertext pairs each (in each simulation we
used randomly chosen related keys and plaintext/ciphetext pairs). In our simulations
we could check that about 88 among 100 tests satisfy the above distinguishing attack
on average. This result is quite similar to our estimation.

On the other hand, if ' is a randomly chosen cipher, the probability that each

plaintext pair satisfies one of the four a’s is 2{% = 27126 50, in this case this attack

will succeed with a probability of (1 — 2*126)217 ~ 1. Therefore, the success rate of
this attack is almost same as that of the related-key rectangle attack.

Moreover, we can increase the boomerang probability from 2716 to 1 by using some
weak key class. Assume that the first three and the last three round keys K°, K*, K2,
K7, K" and K" are fixed and known to the attacker. Then we can use p' = 1 for
rounds 3 ~ 27 and ¢’ = 1 for rounds 44 ~ 28 in our attack under the weak key class
assumption. Following is our distinguishing attack on the encryption mode of MD4
with a weak key using the related-key boomerang distinguisher .
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1. Choose one input pair (X, X*) of round 3 with difference (e31,0,0,0) and calculate
the corresponding plaintext pair (P, P*) by using the known keys K°, K', K2 K*",
K*' K*? and MDA4.

2. Obtain the corresponding ciphertext pair (C,C*), i.e., C = Eg(P) and C* =
Eg-(P*), where E is either MD4 or a randomly chosen cipher and K & K* =
(0,0,0, AK® = e31,0,---,0).

3. Calculate the corresponding input pair (Y,Y™) of round 45 by using the known
keys K7, K'', K'5 K*7, K*!1 K*15 and MD4, and calculate Y/ =Y @ (0, e2,0,0)
and Y™ = Y* & (0,e3,0,0). Also calculate the corresponding ciphertext pair
(C',C"™) by using the known keys K7, K'', K'5 K*7 K*'1| K*15 and MD4.

4. Obtain the corresponding plaintext pair (P', P™*), i.e., P' = E;'(C") and P =
E L (C™).

5. Calculate the corresponding input pair (X', X"*) of round 3 by using the known
keys KO K1, K2, K*0 K*1 K*? and MD4.

6. If X' @ X"™* = (e31,0,0,0), we identify F as MD4. Otherwise, we identify E as a
randomly chosen cipher.

If E is MD4, this attack will succeed with probability one (we have checked with
thousands of simulations that this attack always works in MD4), but if E is a randomly
chosen cipher, this attack will succeed with probability 1 — 27128, Therefore, the
success rate of this attack is almost 1.

Similarly, we can construct related-key rectangle and boomerang distinguishers
based on four related keys and distinguish MD4 from a randomly chosen cipher by
using them. As a compensation of the use of four related keys, these attacks are more
efficient than those with two related keys. See Table 5 in Appendix B for our distin-
guishers and Table 1 for our results. We have also performed a series of simulations
to verify related-key boomerang attacks of the encryption mode of MD4 based on
four related keys. Like the above distinguishing attacks based on two related keys, we
could check that our simulation results follow our estimations.

4.2 Cryptanalysis of MD5 and HAVAL

Similarly, in the MD5 and HAVAL attacks, we first find consecutive two related-key
differential characteristics with high probabilities which are independent of each other,
and then we can estimate the probability Pr[BOO-k] on the basis of those differential
characteristics by a series of simulations, where k is 2 or 4. As for 5-pass HAVAL, we
can carry out an experiment on a reduced-round variant (which is truncated for the
first and the last several rounds) to get Pr[BOO—k] for the reduced variant and then
we can use the obtained value as well as probabilities for the truncated rounds of the
consecutive two related-key differential characteristics (which were found in the first
stage) to estimate Pr[BOO-2] for the full 5-pass HAVAL. Once we get the probability
Pr[BOO—k|, we can estimate the probability Pr[REC—k] by using the relationship
between them described in Section 3. See Appendix C and D for our distinguishers
of MD5 and HAVAL.

The MD5 and HAVAL attacks are exactly the same as those of MD4 except for
boomerang attack procedures. The boomerang attack works by finding not only a
chosen plaintext pair but also an adaptively chosen ciphertext pair that satisfy a
boomerang distinguisher. For MD5 and HAVAL, once we obtain a ciphertext pair
by asking for the encryption of a chosen plaintext pair, we know whether or not the
adaptively chosen ciphertexts can be a boomerang candidate. For example, consider
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the boomerang distinguisher of Table 6 in Appendix B. Assume that the ciphertext
pair obtained by asking for the encryption of a chosen plaintext pair is (C, C*) and
((131,631,d31) of C' or (agl,cgl,dgl) of C* is in {(0,0,0), (0, 1,0), (1,0, 1), (1, 1, 1)}
Then the adaptively chosen ciphertext pair (C' @ §,C* @ §) can not satisfy our
boomerang distinguisher, where § = (es, es, €5, e5). That is, in this case AA% can’t
be of the form e5 since the difference induced by the Boolean function of the last
round is 0 for (C @ §,C* @ §). (Note that in the boomerang attacks of MD4 we can
not use this procedure since the Boolean function used in the last round of MD4 is
linear.) This is the reason why the required number of queries for decryption process
is smaller than that for encryption process.

We have also performed a series of simulations to verify related-key boomerang
attacks of the encryption modes of MD5 and HAVAL, which are indicated in Table 1
by the symbol t. According to our probabilities of related-key boomerang distinguish-
ers in Appendix C and Appendix D and the data complexity in Table 1, related-key
boomerang attacks work with a success rate of about 0.87, when F is MD5 or HAVAL.
During our simulations, we have observed that the simulation results follow our esti-
mation of success rate. As an example, we give in Appendix A a related-key quartet,
a chosen plaintext pair and an adaptively chosen ciphertext pair of MD5 obtained by
the boomerang distinguisher described in Table 7.

5 Conclusion

In this paper, we have applied the recently proposed related-key rectangle and boomerang
attacks to the encryption modes of MD4, MD5 and HAVAL. The MD4, MD5 and
HAVAL used in encryption modes are all vulnerable to those attacks, in particular,
they can be broken by related-key boomerang attacks in a real time. The attacks have
been experimentally tested and run milliseconds on a PC.

Our results show that one should be very careful when using existing hash func-
tions in encryption mode.
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A An Example of Experimental Results: A Boomerang Quartet
for MD5

— Four Related Keys:

K = 0x08b870eb 0x33024180 0x7cec2bd3 0x3c8b1b4d 0x50044c2a 0x14b9206¢
0z4aa22bcd 051 f907af 021096337 0x2ee8led4 022c¢0734bb 027423191
0255¢31 f6a 0xT7cad2870 0x43 f418b1 0259917add

K* = 0208b870e5 0233624180 0x f cec25d3 0x3¢8b1b4d 0x50b44c2a 0x1469206¢
0z4aa22bch 0251 f907af 021096337 0z2ee81leb54 0x2c0734bb 027423191
0255¢31 f6a 0x7cad2870 0243 f418b1 0259917add

K' = 0208b870e5 0233024180 0xTcec25d3 0x3c8b1b4d 0x50b44c2a 021469206¢
0z4aa22bch 0x51f907af 021096337 O0x2ee8lebd 0x2c0734bb Ox f4231c91
0255¢31 f6a 0x7cad2870 0x43f418b1 025991 7add

K™ = 0208b870eb 0233024180 0z f cec25d3 02:3¢8b1b4d 0x50b44c¢2a 011469206¢
0z4aa22bch 0x51f907af 021096337 0x2ee8lebd 0x2c0734bb 0x f4231c91
0255¢31 f6a 0x7cad2870 0243 f418b1 0259917add

— Chosen Plaintext Pair:
P = 0x6a951691 0x44c50ced 0x4 f533b21 026605358
P* = 0264951691 0x44c50ced Oxcf533621 0x66c05368
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— Corresponding Ciphertext Pair (C' = M D5k (P),C* = M D5~ (P*)):
C = 0zef54db89 0xdc642d4e 0x5b10b6d8 f 0x f8abOcd7?
C* = 02£989429¢ 028583799¢ 0ze3e1603f 0281 f0c43c

— Adaptively Chosen Ciphertext Pair (C' = C®(0, eg, €9, €9), C"™* = C*®(0, eg, €9, €9)):
C'" = 0zef54db89 0xdc642f4e 0x5b10bf8f Ox f8abled?
C"™ = 02 £989429¢ 0285837b9¢ 0ze3el623f 0x81 f0c63c

— Corresponding Plaintext Pair (P = M D5, (C"), P"* = MD5,.(C™)):

P' = 0x393c8bdc 052¢6a7690 0x37d728 f1 0xd778127 f
P = 02393c8bdc 0x2c¢6a7690 0xb7d728 f1 0xd 778127 f

B Related-Key Distinguishers of MD4 and their Probabilities

Table 5. Related-Key Distinguishers of MD4 (Four Related Keys)

| Round (i)| A4 AB! AC! AD? AK' Prob.
0 0 es1 0 0 0 1
1 0 0 e31 0 0 21
2 0 0 0 e31 0 2T
3 €31 0 0 0 es1(= AK?) 1
4 0 0 0 0 0 1
27 0 0 0 0 0 1
28 0 0 0 0 es1(= AK?) 1
0 e 0 0 p=22
29 €31 0 0 0 es1(= AK") 1
30 0 0 0 0 0 1
45 0 0 0 0 0 1
46 0 0 0 0 es1(= AK") 1
47 0 €10 0 0 0 2-1
0 €25 €10 0 0 g=2"1
REC-4 (0 — 28)%, (29 — 46) Pr[REC-4] ~ 27132
BOO-4 (0 — 28), (47 — 29), (28 — 3) Pr[BOO-4] ~ 2~ 7%
BOOY -4 | TFixed K%1215 (3 — 28), (46 — 29)2, (28 — 3) Pr[BOO-4] = 1




C Related-Key Distinguishers of MD5 and their Probabilities

Table 6. Related-Key Distinguishers of MD5 (Two Related Keys)

| Round (i)‘ AA! AB? AC! AD? AK? Prob.
0 e1r 0 es €7,12 0 2-2
1 e7,12 €24 0 e 0 2-6
2 €9 €19 €24 0 0 2-1
3 0 0 €19 €24 0 272
4 €24 0 0 e1o 0 2—2
5 €19 e31 0 0 0 2-2
6 0 0 es1 0 0 2-T
7 0 0 0 €31 0 2T
8 es1 0 0 0 es1(= AKF) 1
9 0 0 0 0 0 1
26 0 0 0 0 0 1
27 0 0 0 0 831(: AKS) 2T
28 0 €19 0 0 0 272
29 0 €19 €19 0 0 273
0 €19,28 €19 €19 0 p=2"72°
30 €17,31 €31 €31 0 0 2-1
31 0 0 €31 €31 0 2-1
32 es1 0 0 es1 0 1
33 es1 0 0 0 es1(= AK®) 1
34 0 0 0 0 0 1
55 0 0 0 0 0 1
56 0 0 0 0 e31(= AK?) 2T
57 0 es 0 0 0 272
58 0 es es 0 0 2-2
59 0 es es es 0 2-2
60 es es es es 0 2—3
61 es es es es 0 2-3
62 es es es es 0 2-3
63 es es es es 0 2-3
es es es es q= 221
REC-2 (0 — 29)%, (30 — 62) Pr[REC-2] ~ 272016
BOO-2 (0 — 29), (63 — 30)2, (29 — 1) Pr[BOO-2] s 27786
BOOW ) Fixed KO,1,2,3,4,5,6,7,8,9,11,13,15 PI‘[BOO—?] ~ 271.6
(8 — 29), (55 — 30)2, (29 — 8)

15
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Table 7. Related-Key Distinguishers of MD5 (Four Related Keys)

‘ Round (z)|

AA? AB? ACt AD? ‘ AK?

Prob.
0 0 0 es1 0 0 1
1 0 0 0 es1 0 2~ 1
2 es31 0 0 0 e31(= AKQ) 1
3 0 0 0 0 0 1
28 0 0 0 0 0 1
29 0 0 0 0 es1(= AK?) 2-1
30 0 es 0 0 0 272
0 eg es 0 p= 2-1
31 €11,31 €31 €31 0 0 21
32 0 0 231 e31 0 1
33 esl 0 0 es1 0 1
34 es1 0 0 0 es1(= AKTT) 1
35 0 0 0 0 0 1
60 0 0 0 0 0 1
61 0 0 0 0 es1(= AKTT) 2-1
62 0 €9 0 0 0 272
63 0 e9 e9 0 0 272
0 eg eg eg q= 2-6
REC-/ (0 — 30)2, (31 — 62)2 Pr[REC-4] s 2~ 1371
BOO-4 (0 — 30), (63 — 31)?, (30 — 2) Pr[BOO-4] s 27116
BOOYW -/ | Fixed KO-L29%11 (2 5 30), (60 — 31)2, (30 — 2) | Pr[BOO-4] ~ 270:6
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D Related-Key Distinguishers of HAVAL and their Probabilities

Table 8. Related-Key Distinguishers of 4-pass HAVAL (Two Related Keys)

Prob.

AK?
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Table 9. Related-Key Distinguishers of 5-pass HAVAL (Two Related Keys) — Extension of the distinguishers

for 4-pass HAVAL

Prob.

AK?

271

4

o

271

[N}

9—1

271

271

271

271

271

272,

272,

272,

272,

9—2

272,

Pr[REC-2] ~# 273751
Pr[BOO-2] ~ 27125:9

o=

—(= 4K

€31

€20

€20

€20

€20

€20

€20

(en)

(en)

o=

o=

(en)

o=

(en)

€9

€9

€9

€9

€9

€9

€9

€9

€30

€30

€31

€30

€31

€30

€31

€30

€31

€30

€31

€30

€31

€30

€19

€31

€19

€31

€20

€19

€20

€19

€20

€19

€20

€19

€20

€19

€20

€19

€8

€20

(0 — 63)2, (64 — 155)2
(0 — 63), (159 — 64)7, (63 — 4)

‘Round (i)‘AAi ABY ACY! AD' AE' AF' AG' AH!

128
129

o=l
—

131
132
133
134

136
137
138

139
140
141

142
143

144

145
146
147

148

149
150
151

152
153
154
155
156
157
158
159

REC-2
BOO-2




Table 10. Related-Key Distinguishers of 4-pass HAVAL (Four Related Keys)

|Round (i)‘AA" AB! AC! AD' AE' AF' AG' AHY

AK'? Prob.

0 0 0 €10 0 0 0 0 0 0 1

1 0 €10 0 0 0 0 0 0 0 2-1

2 €10 0 0 0 0 0 0 0 [esi(= AK?) 1

3 0 0 0 0 0 0 0 0 0 1

59 0 0 0 0 0 0 0 0 0 1

60 0 0 0 0 0 0 0 0 [esi(= AK?) 1

61 0 0 0 0 0 0 0 €31 0 2T

62 0 0 0 0 0 0 e31 0 0 2T

63 0 0 0 0 0 €31 0 0 0 2-1

0 0 0 0 €31 0 0 0 p=2"7%

64 0 0 0 0 0 €10 0 0 0 2~ T

65 0 0 0 0 €10 0 0 0 0 2-T

66 0 0 0 e10 0 0 0 0 0 2T

67 0 0 €10 0 0 0 0 0 0 2T

68 0 e10 0 0 0 0 0 0 0 2~ T

69 €10 0 0 0 0 0 0 0 831(: AK”) 1

70 0 0 0 0 0 0 0 0 0 1
123 0 0 0 0 0 0 0 0 0 1
124 0 0 0 0 0 0 0 0 J[esi(= AK™) 1
125 0 0 0 0 0 0 0 €31 0 2-1
126 0 0 0 0 0 0 €31 0 0 2~ 1
127 0 0 0 0 0 €31 0 0 0 2-1

0 0 0 0 €31 0 0 0 0 qg=2"8
REC-} (0 — 63)2, (64 — 124)2 Pr[REC-4] ~ 2~ %610
BOO-4 (0 — 63), (127 — 64)2, (63 — 2) Pr[BOO-4] s 2798
BOOW -4 Fixed K01 15217 (2 — 63), (124 — 64)2, (63 — 2) Pr[BOO-4] ~s 273

19
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Table 11. Related-Key Distinguishers of 5-pass HAVAL (Four Related Keys)

Prob.

AK?

|R0und (i)‘AAi AB! AC' AD' AE' AF? AG' AH?

9—1

271

9—1T

2—1

271

271

9—1

271

271

™

271

271

271

271

271

2—1

9—1

271

271

271

9—T1

9—33

p=

271

™

271

271
g=27°

Pr[REC-4] &~ 2~ 312
Pr[BOO-4] & 2~ 01

= AKQ)

e31(

(e}

= AK4)

e31(

— AKY)

e31(

€10

€10

0

€10
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(e}

(e}

(e}

=]
Q

(e}
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<
W

=]
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€9

€9
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€30

€19
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€19

€10

(=)
Q

(e}

€10

0
€31

€31

€31

€31

(0 — 94)2, (95 — 156)2
(0 — 94), (159 — 95)?, (94 — 2)

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73
74

76

7
78

79

(=]
[¢%s]

81

82

83

84
85

86

87

88

89

90

91

92

93

94

95

©
o

97
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155
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157
158
159

REC-]
BOO




