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ABSTRACT

We present a recurrent network for 3D reconstruction of neu-
rons that sequentially generates binary masks for every ob-
ject in an image with spatio-temporal consistency. Our net-
work models consistency in two parts: (i) local, which allows
exploring non-occluding and temporally-adjacent object rela-
tionships with bi-directional recurrence. (ii) non-local, which
allows exploring long-range object relationships in the tem-
poral domain with skip connections. Our proposed network
is end-to-end trainable from an input image to a sequence
of object masks, and, compared to methods relying on ob-
ject boundaries, its output does not require post-processing.
We evaluate our method on three benchmarks for neuron seg-
mentation and achieved state-of-the-art performance on the
SNEMI3D [1] challenge.

Index Terms— Recurrent Neural Network, Neuron Seg-
mentation, Instance Segmentation, Object Consistency.

1. INTRODUCTION

The field of connectomics aims to reconstruct the brain’s
wiring diagram by mapping the neural connections at the
level of individual synapses. A reconstruction of neurons’
anatomical structures and the synaptic connectivity between
them can help neuroscientists better understand the structure
and function of the brain [2]. Recent advances in Electron
Microscopy (EM) technology make it possible to generate
terabytes of brain images at the nanometer scale on an hourly
basis [3]. Thus, efficient and accurate neuron segmentation
methods are required to process these images.

Previous approaches [4, 5] addressed neuron segmenta-
tion in multiple steps. First, a convolutional neural network
(CNN) is applied to predict neurons’ instance boundaries or
affinities. A watershed transform [6] is then used to gener-
ate an initial 3D over-segmentation, where segments are fur-
ther merged based on hand-crafted or learned features. How-
ever, the CNNs are applied independently on each local sub-
volume without any shape information about neighboring re-
gions. Thus, when image artifacts or unexpected appearance
occurs in the input volume, the CNNs make wrong predic-
tions, leading to merging and splitting errors in the final seg-
mentation.

More recent approaches [7, 8] treat neuron segmentation
as video object tracking along the z-axes of a 3D image vol-
ume. These approaches alleviate the appearance problem
by learning spatial features through recurrent neural network
models. These models segment one object and generate the
object mask for the input sub-volume with additional input
features from the previous inference step. However, these
methods are computationally expensive. For instance, on a
9x9x20nm image volume of the zebra finch songbird dataset,
one inference step of the flood-filling networks [7] costs 41.05
EFLOPS with a wall time of 3.15 hrs.

In terms of spatial consistency, the affinity-based meth-
ods [4, 5] learn them all-in-one, while the tracking-based
methods [7, 8] learn them one-by-one without exploiting the
pairwise non-occluding relationships. In terms of temporal
consistency during inference, the tracking-based methods run
the inference only in forward and backward directions, with-
out long-range consistency. As such, image slices with severe
artifacts can lead to broken segmentation. Our approach is
inspired by the idea of spatio-temporal recurrence previously
demonstrated for video object segmentation [9], where ob-
jects are segmented by propagating masks from a reference
frame. We argue that exploiting the reference frame’s se-
mantic meaning has benefits in learning long-range object
relationships in sequences. As such, we aim to extend spatial
and temporal recurrence to explore local and non-local rela-
tionships between objects in the volume to connect broken
segments and form more complete object masks.

Therefore, we propose a recurrent model that performs a
sequential analysis of the input image volume to deal with
complex object distributions and generate consistent predic-
tions. We create a new recurrent module based on Convo-
lutional LSTM [10], as a building block of our network, to
model local and non-local object consistency. Given a sin-
gle label map, our model can segment multiple objects with-
out post-processing. We require no intermediate representa-
tion for our model; as such, its training is performed in an
end-to-end fashion. Accuracy results on three connectomics
datasets show that our method performs similar to state-of-
the-art methods and surpasses human accuracy for 3D neu-
ron segmentation on the SNEMI3D [1] dataset. Our results
also demonstrate that our method consistently produces ob-
ject masks that are robust to image artifacts.



Fig. 1. Our proposed architecture for multi-neuron segmentation. (a) A network of our Consistent ConvLSTM extract neurons
from a sequence I based on a single label map Lt. (b) A single forward pass of our model predicting the first object St,o of a
frame given the mask of the object from the previous frame St−1,o. When t is the reference frame, St−1,o = Lt,o

2. METHODOLOGY

2.1. Consistent Recurrent Neural Network

We propose a recurrent network, depicted in Fig 1, based
on an encoder-decoder architecture to solve the task of neu-
ron segmentation. The network incorporates spatio-temporal
recurrence with our Consistent ConvLSTM (CConvLSTM)
module defined in Section 2.2. Our recurrence is configured
in the spatial domain (rows) to represent the object instances
in a frame and in the temporal domain (columns) to repre-
sent frames. The model’s input consists of 3D patches trans-
formed into sequences of images along the z-direction of the
input volume and a single label map for each sequence. For
refinement, each sequence is accompanied by a channel car-
rying initial object mask estimation. The output of our model
is a set of predicted masks S = {St,o, St,o+1, ..., St,o+M},
where St,o is the predicted mask of object o at frame t and M
is the number of objects.

2.2. Spatio-Temporal Consistency Module

To model object consistency, we introduce a new recurrent
module, CConvLSTM shown in Fig. 2, as a building block
of our network. This module models local object consistency
by combining two ConvLSTM layers that process input in
the forward and backward directions. The output of the two
layers is convolved with the reference hidden state to model
non-local object consistency. The bi-directional flow analy-
sis in the temporal domain has been shown in [11] to yield
improved predictive performance.

Fig. 2. A CConvLSTM module models local object consis-
tency with two ConvLSTM layers to process input in the for-
ward and backward directions. Non-local object consistency
is modeled with a skip connection that integrates the reference
hidden state hk

r,o

Therefore, given a sequence and a set of objects propa-
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where, B2 is the bilinear upsampling of the output of the pre-



vious CConvLSTM layer by a factor of 2. fk
t is the fea-

tures from the encoder at frame t and fk′

t,k is the projection
of fk

t to lower dimension via a convolution layer. St−1,o is
the predicted segmentation mask of the object from the pre-

vious frame.
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previous object.
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ward components of the temporal hidden state of the object
from the previous frame. For the first hidden state h0

t,o of the
object, we use the segmentation mask from the reference Sr,o

frame and the zero matrix for the spatial hidden state. We
assess the importance of the local and non-local object con-
sistency in Section 3.2.

2.3. Encoding Path

The encoder, illustrated in pink in Fig. 1, is a Resnet50 [12]
that is truncated at the last convolution layer. The encoder
learns to extract features, f = {ft, ft+1, ft+2, ft+3, ft+4},
from an RGB image x ∈ Rh×w×3 corresponding to the out-
put of Resnet blocks. ft corresponds to the output of the deep-
est block, and ft+4 corresponds to the output of the block
whose input is the image. A convolution operation is used to
extract the features from each block.

2.4. Decoding Path

The decoder, shown in dark blue in Fig. 1 (b), is a hierarchical
recurrent architecture of CConvLSTMs leveraging the differ-
ent resolutions of the input features f and label map Lt. The
label map is extracted with a series of down-sampling opera-
tions corresponding to the resolution of features f as shown
in blue in Fig. 1 (b). The output of each CConvLSTM is sub-
sequently merged with corresponding encoder features and
object masks, which allows the decoder to reuse low-level
features and refine the final segmentation. The decoder ap-
plies equation 4 in chains for the number of CConvLSTMs.
The decoder’s output is a set of M predictions per image. M
is the number of objects propagated and is always constant
per sequence to ensure an object mask will be empty if it dis-
appears in subsequent frames. The constant M also ensures
the predicted mask in the temporal domain is consistent with
the spatial recurrence.

2.5. Implementation Details

Since the number of propagated objects is always equal to the
number of predicted objects, we estimate the parameters of
our model by optimizing an objective function based on the
Hungarian algorithm [13] using soft intersection over union.
Thus, given a sequence of m predicted and g ground truth
masks of length N , the loss can be expressed as:

sIoU(m, g) = 1.0−
∑N

i=1 migi

(
∑N

i=1 mi + gi −migi)

The network is trained using the Adam optimizer with a
learning rate of 10−6 and a batch size of 1 over 40 epochs. For
the early ten epochs, the ground-truth mask of objects from
the previous frame is included as an additional input chan-
nel to our CConvLSTM. For the remaining 30 epochs, the
object’s inferred mask is used to fine-tune the model, thus al-
lowing the model to learn to fix errors that may occur at infer-
ence time. The training was carried out on a single NVIDIA
Titan X GPU with 12GB RAM for 24 hours.

3. EXPERIMENTS

3.1. Setup

We evaluate our method’s efficacy with experiments on three
EM datasets from different species, as described in Table 1.
The (x, y, z) dimensions of each datasets in voxels is: (1024×
1024 × 100), (500 × 500 × 500), and (1024 × 1024 × 105)
for SNEMI [1], FIBSEM [14], and FIBER respectively. The
FIBER dataset is in-house generated, the FIBSEM is public,
and the SNEMI is a benchmark for the SNEMI challenge.

Name Species (region) Volume
SNEMI [15] Mouse (Cortex) 6× 6× 3 µm3

FIBSEM [14] Fruit Fly (Medulla) 5× 5× 5 µm3

FIBER (in-house) Mouse (Cerebellum) 8× 8× 3 µm3

Table 1. The list of datasets used to evaluate our system. Each
consists of a training and testing volume. The training volume
is split 80% for training and 20% for validation.

Our baseline model implements spatio-temporal (ST) re-
currence. We consider three options to analyze the impor-
tance of consistency: (i) local consistency model STL (non-
local consistency not used), (ii) non-local consistency model
STN (local consistency not used), and (iii) a combined model
STC (both local and non-local consistency used). We com-
pare our best model against the SNEMI challenge leaderboard
and the affinity-based model, waterz [4]. We use the author’s
publicly available waterz method implementation and use the
original paper’s suggested hyper-parameters.

During inference, we process the input 3D volume patches
in an overlapping manner, starting with a labeled frame. The
segmentation of the first frame is initialized with its corre-
sponding ground-truth. A watershed transform output is used
to initialize the first frame’s segmentation for volumes where
no ground-truth exists.

We analyze our results using the Adaptive Rand Index
(ARI) [16] used by the SNEMI challenge [1] to be consis-
tent. The ARI measures the similarity between two data clus-
ters. The error is defined as one minus the maximal F-score
of the Rand index. A lower ARI score corresponds to better
segmentation quality.



Fig. 3. We extract 15 neurons from a sequence of 30 images
from the SNEMI dataset using the ST and our STC models.
In comparison to the ground truth, errors are circled in white.

3.2. Results

In Fig. 3, we show the segmentation of 15 objects by the
ST and STC models in a validation sequence compared to
ground-truth. As shown by the white circles, propagation
errors occur when consistency is not used. These observa-
tions are further confirmed with the quantitative evaluations,
shown in Table 2. The non-local consistency model (STN) is
faster and connects distant segments better, and when com-
bined with local consistency, produces the lowest ARI value
as demonstrated by the STC model shown in Table 2.

Model Accuracy (ARI) Inference Time (seconds)
ST [9] 0.13 520.0
STL 0.082 640.0
STN 0.045 605.0
STC 0.035 660.0

Table 2. An assessment of local (L) and non-local (N) con-
sistency compared to baseline ST [9] model in terms of ARI
(lower is better) and inference time in seconds.

For a fair comparison against state-of-the-art methods,
we start from the same watershed output as the waterz[4]
method. In Fig. 4, we highlight in red circles errors in the
waterz method that are addressed by our spatio-temporal
consistency. Although our method is robust to segmentation
breakage, some artifacts may not be fully corrected as shown
in black if the watershed is bad. In this case, fine-tuning the
watershed before applying our model is an alternate solu-
tion. In table 3, we compare our best model STC against the
SNEMI3D [1] challenge leaderboard. Our method achieved
0.035 ARI score, surpassing the human accuracy, and is cur-

Fig. 4. Qualitative comparison of our STC to the waterz [4]
method. Errors shown in red and black circles.

Method/Dataset SNEMI3D FIBSEM FIBER
PNI [5] 0.024 N/A N/A
FFN [7] 0.029 N/A N/A
STC (ours) 0.035 0.106 0.091
(human values) 0.059 N/A N/A
waterz [4] 0.072 0.163 0.210

Table 3. Our STC achieved third place ranking on
SNEMI3D [1] leaderboard and outperform waterz [4] on all
three datasets.

rently ranked third after PNI [5] and FNN [7]. Our method
also consistently outperformed the waterz[4] method on all
three datasets. We attribute our method’s strength to its ability
to learn long-range object relationships, critical for connec-
tomics data. This is demonstrated, in Figure 4, with the
presence of segment splits in waterz and their absense in our
method. In terms of inference time on the SNEMI dataset,
our method requires 660 seconds compared to 61 minutes for
the FFN [7] model.

4. CONCLUSION

The proposed recurrent model learns to deal with complex ob-
ject distribution across long sequences and produces segments
that are consistent with each other. By training our model end-
to-end, we eliminated intermediate representations that could
potential introduce errors such as in the affinity-based meth-
ods. Our model is also suited for interactive segmentation
where object propagation is driven by the user. Therefore, we
plan to incorporate our model in the proofreading of neurons
to help correct automatic segmentation errors.
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