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What is Amazon EC2?

Amazon Elastic Compute Cloud (Amazon EC2) provides on-demand, scalable computing capacity

in the Amazon Web Services (AWS) Cloud. Using Amazon EC2 reduces hardware costs so you can
develop and deploy applications faster. You can use Amazon EC2 to launch as many or as few
virtual servers as you need, configure security and networking, and manage storage. You can add
capacity (scale up) to handle compute-heavy tasks, such as monthly or yearly processes, or spikes in
website traffic. When usage decreases, you can reduce capacity (scale down) again.

An EC2 instance is a virtual server in the AWS Cloud. When you launch an EC2 instance, the
instance type that you specify determines the hardware available to your instance. Each instance
type offers a different balance of compute, memory, network, and storage resources. For more
information, see the Amazon EC2 Instance Types Guide.
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Features of Amazon EC2

Amazon EC2 provides the following high-level features:

Instances

Virtual servers.

Amazon Machine Images (AMls)

Preconfigured templates for your instances that package the components you need for your
server (including the operating system and additional software).

Instance types

Various configurations of CPU, memory, storage, networking capacity, and graphics hardware
for your instances.

Features 1
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Amazon EBS volumes

Persistent storage volumes for your data using Amazon Elastic Block Store (Amazon EBS).

Instance store volumes

Storage volumes for temporary data that is deleted when you stop, hibernate, or terminate
your instance.

Key pairs

Secure login information for your instances. AWS stores the public key and you store the private
key in a secure place.

Security groups

A virtual firewall that allows you to specify the protocols, ports, and source IP ranges that can
reach your instances, and the destination IP ranges to which your instances can connect.

Amazon EC2 supports the processing, storage, and transmission of credit card data by a merchant
or service provider, and has been validated as being compliant with Payment Card Industry (PClI)
Data Security Standard (DSS). For more information about PCI DSS, including how to request a
copy of the AWS PCI Compliance Package, see PCI DSS Level 1.

Related services

Services to use with Amazon EC2
You can use other AWS services with the instances that you deploy using Amazon EC2.

Amazon EC2 Auto Scaling

Helps ensure you have the correct number of Amazon EC2 instances available to handle the
load for your application.

AWS Backup

Automate backing up your Amazon EC2 instances and the Amazon EBS volumes attached to
them.

Amazon CloudWatch

Monitor your instances and Amazon EBS volumes.

Related services 2
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Elastic Load Balancing

Automatically distribute incoming application traffic across multiple instances.

Amazon GuardDuty

Detect potentially unauthorized or malicious use of your EC2 instances.

EC2 Image Builder

Automate the creation, management, and deployment of customized, secure, and up-to-date
server images.

AWS Launch Wizard

Size, configure, and deploy AWS resources for third-party applications without having to
manually identify and provision individual AWS resources.

AWS Systems Manager

Perform operations at scale on EC2 instances with this secure end-to-end management
solution.

Additional compute services

You can launch instances using another AWS compute service instead of using Amazon EC2.

Amazon Lightsail

Build websites or web applications using Amazon Lightsail, a cloud platform that provides the
resources that you need to deploy your project quickly, for a low, predictable monthly price. To
compare Amazon EC2 and Lightsail, see Amazon Lightsail or Amazon EC2.

Amazon Elastic Container Service (Amazon ECS)

Deploy, manage, and scale containerized applications on a cluster of EC2 instances. For more
information, see Choosing an AWS container service.

Amazon Elastic Kubernetes Service (Amazon EKS)

Run your Kubernetes applications on AWS. For more information, see Choosing an AWS
container service.
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Access Amazon EC2

You can create and manage your Amazon EC2 instances using the following interfaces:
Amazon EC2 console

A simple web interface to create and manage Amazon EC2 instances and resources. If you've
signed up for an AWS account, you can access the Amazon EC2 console by signing into the AWS
Management Console and selecting EC2 from the console home page.

AWS Command Line Interface

Enables you to interact with AWS services using commands in your command-Lline shell. It is
supported on Windows, Mac, and Linux. For more information about the AWS CLI, see AWS
Command Line Interface User Guide. You can find the Amazon EC2 commands in the AWS CLI
Command Reference.

AWS CloudFormation

Amazon EC2 supports creating resources using AWS CloudFormation. You create a template, in
JSON or YAML format, that describes your AWS resources, and AWS CloudFormation provisions
and configures those resources for you. You can reuse your CloudFormation templates to
provision the same resources multiple times, whether in the same Region and account or in
multiple Regions and accounts. For more information about supported resource types and
properties for Amazon EC2, see EC2 resource type reference in the AWS CloudFormation User
Guide.

AWS SDKs

If you prefer to build applications using language-specific APIs instead of submitting a request
over HTTP or HTTPS, AWS provides libraries, sample code, tutorials, and other resources

for software developers. These libraries provide basic functions that automate tasks such

as cryptographically signing your requests, retrying requests, and handling error responses,
making it easier for you to get started. For more information, see Tools to Build on AWS.

AWS Tools for PowerShell

A set of PowerShell modules that are built on the functionality exposed by the AWS SDK

for .NET. The Tools for PowerShell enable you to script operations on your AWS resources from
the PowerShell command line. To get started, see the AWS Tools for Windows PowerShell
User Guide. You can find the cmdlets for Amazon EC2, in the AWS Tools for PowerShell Cmdlet
Reference.
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Query API

Amazon EC2 provides a Query API. These requests are HTTP or HTTPS requests that use the
HTTP verbs GET or POST and a Query parameter named Action. For more information about
the API actions for Amazon EC2, see Actions in the Amazon EC2 API Reference.

Pricing for Amazon EC2

Amazon EC2 provides the following pricing options:
Free Tier

You can get started with Amazon EC2 for free. To explore the Free Tier options, see AWS Free
Tier.

On-Demand Instances

Pay for the instances that you use by the second, with a minimum of 60 seconds, with no long-
term commitments or upfront payments.

Savings Plans

You can reduce your Amazon EC2 costs by making a commitment to a consistent amount of
usage, in USD per hour, for a term of 1 or 3 years.

Reserved Instances

You can reduce your Amazon EC2 costs by making a commitment to a specific instance
configuration, including instance type and Region, for a term of 1 or 3 years.

Spot Instances

Request unused EC2 instances, which can reduce your Amazon EC2 costs significantly.

Dedicated Hosts

Reduce costs by using a physical EC2 server that is fully dedicated for your use, either On-
Demand or as part of a Savings Plan. You can use your existing server-bound software licenses
and get help meeting compliance requirements.

On-Demand Capacity Reservations

Reserve compute capacity for your EC2 instances in a specific Availability Zone for any duration
of time.

Pricing 5
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Per-second billing

Removes the cost of unused minutes and seconds from your bill.

For a complete list of charges and prices for Amazon EC2 and more information about the purchase
models, see Amazon EC2 pricing.

Estimates, billing, and cost optimization

To create estimates for your AWS use cases, use the AWS Pricing Calculator.

To estimate the cost of transforming Microsoft workloads to a modern architecture that uses
open source and cloud-native services deployed on AWS, use the AWS Modernization Calculator for
Microsoft Workloads.

To see your bill, go to the Billing and Cost Management Dashboard in the AWS Billing and Cost
Management console. Your bill contains links to usage reports that provide details about your bill.
To learn more about AWS account billing, see AWS Billing and Cost Management User Guide.

If you have questions concerning AWS billing, accounts, and events, contact AWS Support.

To calculate the cost of a sample provisioned environment, see Cloud Economics Center. When

calculating the cost of a provisioned environment, remember to include incidental costs such as
snapshot storage for EBS volumes.

You can optimize the cost, security, and performance of your AWS environment using AWS Trusted
Advisor.

You can use AWS Cost Explorer to analyze the cost and usage of your EC2 instances. You can view
data up to the last 13 months, and forecast how much you are likely to spend for the next 12
months. For more information, see Analyzing your costs with AWS Cost Explorer in the AWS Cost

Management User Guide.

Resources

Amazon EC2 features
AWS re:Post

AWS Skill Builder
AWS Support
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« Hands-on Tutorials

» Web Hosting
« Windows on AWS

Resources 7


https://aws.amazon.com/getting-started/hands-on/
https://aws.amazon.com/websites/
https://aws.amazon.com/windows/

Amazon Elastic Compute Cloud User Guide

Get started with Amazon EC2

Use this tutorial to get started with Amazon Elastic Compute Cloud (Amazon EC2). You'll learn how
to launch and connect to an EC2 instance. An instance is a virtual server in the AWS Cloud. With
Amazon EC2, you can set up and configure the operating system and applications that run on your
instance.

Overview

The following diagram shows the key components that you'll use in this tutorial:
« An image - A template that contains the software to run on your instance, such as the operating
system.

» A key pair — A set of security credentials that you use to prove your identity when connecting to
your instance. The public key is on your instance and the private key is on your computer.

« A network - A virtual private cloud (VPC) is a virtual network dedicated to your AWS account.
To help you get started quickly, your account comes with a default VPC in each AWS Region, and
each default VPC has a default subnet in each Availability Zone.

« A security group — Acts as a virtual firewall to control inbound and outbound traffic.

« An EBS volume - We require a root volume for the image. You can optionally add data volumes.
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Cost for this tutorial

When you sign up for AWS, you can get started with Amazon EC2 using the AWS Free Tier. If you
created your AWS account less than 12 months ago, and have not already exceeded the Free Tier
benefits for Amazon EC2, it won't cost you anything to complete this tutorial, because we help you
select options that are within the Free Tier benefits. Otherwise, you'll incur the standard Amazon
EC2 usage fees from the time that you launch the instance until you terminate the instance (which
is the final task of this tutorial), even if it remains idle.

For instructions to determine whether you are eligible for the Free Tier, see the section called

“Track your Free Tier usage”.

Tasks

Step 1: Launch an instance

Step 2: Connect to your instance

Step 3: Clean up your instance

Next steps
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Step 1: Launch an instance

You can launch an EC2 instance using the AWS Management Console as described in the following
procedure. This tutorial is intended to help you quickly launch your first instance, so it doesn't
cover all possible options.

To launch an instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation bar at the top of the screen, we display the current AWS Region — for
example, Ohio. You can use the selected Region, or optionally select a Region that is closer to
you.

3. From the EC2 console dashboard, in the Launch instance pane, choose Launch instance.
4. Under Name and tags, for Name, enter a descriptive name for your instance.
5. Under Application and OS Images (Amazon Machine Image), do the following:
a. Choose Quick Start, and then choose the operating system (OS) for your instance. For
your first Linux instance, we recommend that you choose Amazon Linux.
b. From Amazon Machine Image (AMI), select an AMI that is marked Free Tier eligible.

6. Under Instance type, for Instance type, choose t2.micro, which is eligible for the Free Tier.
In Regions where t2.micro is not available, t3.micro is eligible for the Free Tier.

7. Under Key pair (login), for Key pair name, choose an existing key pair or choose Create new
key pair to create your first key pair.

/A Warning

If you choose Proceed without a key pair (Not recommended), you won't be able to
connect to your instance using the methods described in this tutorial.

8. Under Network settings, notice that we selected your default VPC, selected the option to use
the default subnet in an Availability Zone that we choose for you, and configured a security
group with a rule that allows connections to your instance from anywhere. For your first
instance, we recommend that you use the default settings. Otherwise, you can update your
network settings as follows:

o (Optional) To use a specific default subnet, choose Edit and then choose a subnet.
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o (Optional) To use a different VPC, choose Edit and then choose an existing VPC. If the VPC
isn't configured for public internet access, you won't be able to connect to your instance.

o (Optional) To restrict inbound connection traffic to a specific network, choose Custom
instead of Anywhere, and enter the CIDR block for your network.

o (Optional) To use a different security group, choose Select existing security group and
choose an existing security group. If the security group does not have a rule that allows
connection traffic from your network, you won't be able to connect to your instance. For
a Linux instance, you must allow SSH traffic. For a Windows instance, you must allow RDP
traffic.

9. Under Configure storage, notice that we configured a root volume but no data volumes. This
is sufficient for test purposes.

10. Review a summary of your instance configuration in the Summary panel, and when you're
ready, choose Launch instance.

11. If the launch is successful, choose the ID of the instance from the Success notification to open
the Instances page and monitor the status of the launch.

12. Select the check box for the instance. The initial instance state is pending. After the instance
starts, its state changes to running. Choose the Status and alarms tab. After your instance
passes its status checks, it is ready to receive connection requests.

Step 2: Connect to your instance

The procedure that you use depends on the operating system of the instance. If you can't connect
to your instance, see Troubleshoot issues connecting to your Amazon EC2 Linux instance for

assistance.
Linux instances

You can connect to your Linux instance using any SSH client. If you are running Windows on
your computer, open a terminal and run the ssh command to verify that you have an SSH client
installed. If the command is not found, install OpenSSH for Windows.

To connect to your instance using SSH

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Instances.

3. Select the instance and then choose Connect.

Step 2: Connect to your instance 11
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4. On the Connect to instance page, choose the SSH client tab.

5. (Optional) If you created a key pair when you launched the instance and downloaded the
private key (.pem file) to a computer running Linux or macQOS, run the example chmod
command to set the permissions for your private key.

6. Copy the example SSH command. The following is an example, where key-pair-name.pem
is the name of your private key file, ec2-user is the username associated with the image, and
the string after the @ symbol is the public DNS name of the instance.

ssh -i key-pair-name.pem ec2-user@ec2-198-51-100-1.us-east-2.compute.amazonaws.com

7. In aterminal window on your computer, run the ssh command that you saved in the previous
step. If the private key file is not in the current directory, you must specify the fully-qualified
path to the key file in this command.

The following is an example response:

The authenticity of host 'ec2-198-51-100-1.us-east-2.compute.amazonaws.com
(198-51-100-1)' can't be established.

ECDSA key fingerprint is 14UB/neBad9tvkgJf1QZWxheQmR59WgrgzEimCG6kZY .

Are you sure you want to continue connecting (yes/no)?

8. (Optional) Verify that the fingerprint in the security alert matches the instance fingerprint
contained in the console output when you first start an instance. To get the console output,
choose Actions, Monitor and troubleshoot, Get system log. If the fingerprints don't match,
someone might be attempting a man-in-the-middle attack. If they match, continue to the next
step.

9. Enteryes.

The following is an example response:

Warning: Permanently added 'ec2-198-51-100-1.us-
east-2.compute.amazonaws.com' (ECDSA) to the list of known hosts.

Windows instances

To connect to a Windows instance using RDP, you must retrieve the initial administrator password
and then enter this password when you connect to your instance. It takes a few minutes after
instance launch before this password is available.

Step 2: Connect to your instance 12
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The default username for the Administrator account depends on the language of the operating
system (OS) contained in the AMI. To ascertain the correct username, identify the language of
your AMI's OS, and then choose the corresponding username. For example, for an English OS, the
username is Administrator, for a French OS it's Administrateur, and for a Portuguese OS it's
Administrador. If a language version of the OS does not have a username in the same language,
choose the username Administrator (Other). For more information, see Localized Names for
Administrator Account in Windows in the Microsoft TechNet Wiki.

To retrieve the initial administrator password

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, choose Instances.
Select the instance and then choose Connect.

On the Connect to instance page, choose the RDP client tab.

i A W

For Username, choose the default username for the Administrator account. The username you
choose must match the language of the operating system (OS) contained in the AMI that you
used to launch your instance. If there is no username in the same language as your OS, choose
Administrator (Other).

6. Choose Get password.

7. On the Get Windows password page, do the following:

a. Choose Upload private key file and navigate to the private key (. pem) file that you
specified when you launched the instance. Select the file and choose Open to copy the
entire contents of the file to this window.

b. Choose Decrypt password. The Get Windows password page closes, and the default
administrator password for the instance appears under Password, replacing the Get
password link shown previously.

c. Copy the password and save it in a safe place. This password is required to connect to the
instance.

The following procedure uses the Remote Desktop Connection client for Windows (MSTSC). If
you're using a different RDP client, download the RDP file and then see the documentation for the
RDP client for the steps to establish the RDP connection.
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To connect to a Windows instance using an RDP client

1.

On the Connect to instance page, choose Download remote desktop file. When the
file download is finished, choose Cancel to return to the Instances page. The RDP file is
downloaded to your Downloads folder.

Run mstsc.exe to open the RDP client.
Expand Show options, choose Open, and select the .rdp file from your Downloads folder.

By default, Computer is the public IPv4 DNS name of the instance and User name is the
administrator account. To connect to the instance using IPv6 instead, replace the public IPv4
DNS name of the instance with its IPv6 address. Review the default settings and change them
as needed.

Choose Connect. If you receive a warning that the publisher of the remote connection is
unknown, choose Connect to continue.

Enter the password that you saved previously, and then choose OK.

Due to the nature of self-signed certificates, you might get a warning that the security
certificate could not be authenticated. Do one of the following:

« If you trust the certificate, choose Yes to connect to your instance.

« [Windows] Before you proceed, compare the thumbprint of the certificate with the value
in the system log to confirm the identity of the remote computer. Choose View certificate
and then choose Thumbprint from the Details tab. Compare this value to the value of
RDPCERTIFICATE-THUMBPRINT in Actions, Monitor and troubleshoot, Get system log.

« [Mac OS X] Before you proceed, compare the fingerprint of the certificate with the
value in the system log to confirm the identity of the remote computer. Choose Show
Certificate, expand Details, and choose SHA1 Fingerprints. Compare this value to the
value of RDPCERTIFICATE-THUMBPRINT in Actions, Monitor and troubleshoot, Get
system log.

If the RDP connection is successful, the RDP client displays the Windows login screen and
then the Windows desktop. If you receive an error message instead, see the section called

“Remote Desktop can't connect to the remote computer”. When you are finished with the RDP

connection, you can close the RDP client.
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Step 3: Clean up your instance

After you've finished with the instance that you created for this tutorial, you should clean up by
terminating the instance. If you want to do more with this instance before you clean up, see Next

steps.

/A Important

Terminating an instance effectively deletes it; you can't reconnect to an instance after
you've terminated it.

You'll stop incurring charges for that instance or usage that counts against your Free Tier limits as
soon as the instance status changes to shutting down or terminated. To keep your instance
for later, but not incur charges or usage that counts against your Free Tier limits, you can stop the
instance now and then start it again later. For more information, see Stop and start Amazon EC2

instances.
To terminate your instance

1. In the navigation pane, choose Instances. In the list of instances, select the instance.
2. Choose Instance state, Terminate instance.

3. Choose Terminate when prompted for confirmation.

Amazon EC2 shuts down and terminates your instance. After your instance is terminated, it
remains visible on the console for a short while, and then the entry is automatically deleted.
You cannot remove the terminated instance from the console display yourself.

Next steps

After you start your instance, you might want to explore the following next steps:

» Learn how to track your Amazon EC2 Free Tier usage using the console. For more information,
see the section called “Track your Free Tier usage”.

» Configure a CloudWatch alarm to notify you if your usage exceeds the Free Tier. For more
information, see Tracking your AWS Free Tier usage in the AWS Billing User Guide.
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Add an EBS volume. For more information, see Create an Amazon EBS volume in the Amazon EBS
User Guide.

Learn how to remotely manage your EC2 instance using the Run command. For more
information, see AWS Systems Manager Run Command in the AWS Systems Manager User Guide.

Learn about instance purchasing options. For more information, see Amazon EC2 billing and

purchasing options.

Get advice about instance types. For more information, see Get recommendations from EC2

instance type finder.
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Best practices for Amazon EC2

To ensure the maximum benefit from Amazon EC2, we recommend that you perform the following
best practices.

Security

« Manage access to AWS resources and APIs using identity federation with an identity provider and
IAM roles whenever possible. For more information, see Creating IAM policies in the IAM User
Guide.

« Implement the least permissive rules for your security group.

» Regularly patch, update, and secure the operating system and applications on your instance.
For more information, see Update management. For guidelines specific to Windows operating

systems, see Security best practices for Windows instances.

« Use Amazon Inspector to automatically discover and scan Amazon EC2 instances for software
vulnerabilities and unintended network exposure. For more information, see the Amazon
Inspector User Guide.

» Use AWS Security Hub controls to monitor your Amazon EC2 resources against security best
practices and security standards. For more information about using Security Hub, see Amazon
Elastic Compute Cloud controls in the AWS Security Hub User Guide.

Storage

« Understand the implications of the root device type for data persistence, backup, and recovery.
For more information, see Root device type.

» Use separate Amazon EBS volumes for the operating system versus your data. Ensure that the
volume with your data persists after instance termination. For more information, see Preserve
data when an instance is terminated.

« Use the instance store available for your instance to store temporary data. Remember that the
data stored in instance store is deleted when you stop, hibernate, or terminate your instance.
If you use instance store for database storage, ensure that you have a cluster with a replication
factor that ensures fault tolerance.

« Encrypt EBS volumes and snapshots. For more information, see Amazon EBS encryption in the
Amazon EBS User Guide.
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Resource management

Use instance metadata and custom resource tags to track and identify your AWS resources.
For more information, see Use instance metadata to manage your EC2 instance and Tag your

Amazon EC2 resources.

View your current limits for Amazon EC2. Plan to request any limit increases in advance of the
time that you'll need them. For more information, see Amazon EC2 service quotas.

Use AWS Trusted Advisor to inspect your AWS environment, and then make recommendations
when opportunities exist to save money, improve system availability and performance, or help
close security gaps. For more information, see AWS Trusted Advisor in the AWS Support User
Guide.

Backup and recovery

Regularly back up your EBS volumes using Amazon EBS snapshots, and create an Amazon
Machine Image (AMI) from your instance to save the configuration as a template for launching
future instances. For more information about AWS services that help achieve this use case, see
AWS Backup and Amazon Data Lifecycle Manager.

Deploy critical components of your application across multiple Availability Zones, and replicate
your data appropriately.

Design your applications to handle dynamic IP addressing when your instance restarts. For more
information, see Amazon EC2 instance IP addressing.

Monitor and respond to events. For more information, see Monitor Amazon EC2 resources.

Ensure that you are prepared to handle failover. For a basic solution, you can manually attach

a network interface or Elastic IP address to a replacement instance. For more information, see
Elastic network interfaces. For an automated solution, you can use Amazon EC2 Auto Scaling. For
more information, see the Amazon EC2 Auto Scaling User Guide.

Regularly test the process of recovering your instances and Amazon EBS volumes to ensure data
and services are restored successfully.

Networking

« Set the time-to-live (TTL) value for your applications to 255, for IPv4 and IPv6. If you use a
smaller value, there is a risk that the TTL will expire while application traffic is in transit, causing
reachability issues for your instances.
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Amazon Machine Images in Amazon EC2

An Amazon Machine Image (AMI) is an image that provides the software that is required to set up
and boot an Amazon EC2 instance. Each AMI also contains a block device mapping that specifies
the block devices to attach to the instances that you launch. You must specify an AMI when you
launch an instance. The AMI must be compatible with the instance type that you chose for your
instance. You can use an AMI provided by AWS, a public AMI, an AMI that someone else shared with
you, or an AMI that you purchased from the AWS Marketplace.

An AMl is specific to the following:

Region

Operating system

Processor architecture

Root device type

Virtualization type

You can launch multiple instances from a single AMI when you require multiple instances with the
same configuration. You can use different AMIs to launch instances when you require instances
with different configurations, as shown in the following diagram.
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You can create an AMI from your Amazon EC2 instances and then use it to launch instances with
the same configuration. You can copy an AMI to another AWS Region, and then use it to launch
instances in that Region. You can also share an AMI that you created with other accounts so that
they can launch instances with the same configuration. You can sell your AMI using the AWS
Marketplace.

Contents

« AMI types and characteristics in Amazon EC2

« Find an AMI that meets the requirements for your EC2 instance

» Paid AMIs in the AWS Marketplace for Amazon EC2 instances

« Amazon EC2 AMI lifecycle

« Instance launch behavior with Amazon EC2 boot modes

» Use encryption with EBS-backed AMls

« Understand shared AMI usage in Amazon EC2

« Monitor AMI events using Amazon EventBridge

» Understand AMI billing information

o AMI quotas in Amazon EC2
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AMI types and characteristics in Amazon EC2

When you launch an instance, the AMI that you choose must be compatible with the instance type
that you choose. You can select an AMI to use based on the following characteristics:

e Region
« Operating system
« Processor architecture

o Launch permissions

» Root device type

 Virtualization types

Launch permissions

The owner of an AMI determines its availability by specifying launch permissions. Launch
permissions fall into the following categories.

Launch Description

permission

public The owner grants launch permissions to all AWS accounts.

explicit The owner grants launch permissions to specific AWS accounts, organizat

ions, or organizational units (OUs).

implicit The owner has implicit launch permissions for an AMI.

Amazon and the Amazon EC2 community provide a large selection of public AMIs. For more
information, see Understand shared AMI usage in Amazon EC2. Developers can charge for their
AMIs. For more information, see Paid AMIs in the AWS Marketplace for Amazon EC2 instances.

Root device type

All AMIs are categorized as either backed by Amazon EBS or backed by instance store.

AMI characteristics 21
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« Amazon EBS-backed AMI — The root device for an instance launched from the AMI is an Amazon
Elastic Block Store (Amazon EBS) volume created from an Amazon EBS snapshot. Supported for
both Linux and Windows AMIs.

« Amazon instance store-backed AMI - The root device for an instance launched from the AMIl is an

instance store volume created from a template stored in Amazon S3. Supported for Linux AMls

only. Windows AMIs do not support instance store for the root device.

For more information, see Root volumes for your Amazon EC2 instances.

The following table summarizes the important differences when using the two types of AMils.

Characteristic

Root device volume

Boot time for an
instance

Data persistence

Stopped state

Modifications

Charges

Amazon EBS-backed AMI

EBS volume

Usually less than 1 minute

By default, the root volume

is deleted when the instance
terminates.* Data on any other
EBS volumes persists after
instance termination by default.

Can be in a stopped state. Even
when the instance is stopped and
not running, the root volume is
persisted in Amazon EBS

The instance type, kernel, RAM
disk, and user data can be
changed while the instance is
stopped.

Amazon instance store-backed
AMI

Instance store volume

Usually less than 5 minutes

Data on any instance store
volumes persists only during the
life of the instance.

Cannot be in a stopped state;
instances are running or
terminated

Instance attributes are fixed for
the life of an instance.

Root device type
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Characteristic Amazon EBS-backed AMI Amazon instance store-backed
AMI
You're charged for instance You're charged for instance usage
usage, EBS volume usage, and and storing your AMI in Amazon
storing your AMI as an EBS snaps  S3.
hot.
AMI creation/bundling  Uses a single command/call Requires installation and use of

AMI tools

* By default, EBS root volumes have the DeleteOnTermination flag set to true. For information
about how to change this flag so that the volume persists after termination, see Keep an Amazon

EBS root volume after an Amazon EC2 instance terminates.

** Supported with i02 EBS Block Express only. For more information, see Provisioned IOPS SSD
Block Express volumes in the Amazon EBS User Guide.

Determine the root device type of your AMI

The AMI that you use to launch an EC2 instance determines the type of the root volume. The root
volume of an EC2 instance is either an EBS volume or an instance store volume. Current generation
instance types support only EBS root volumes. The only instance types that support instance store
root volumes are C1, C3, D2, 12, M1, M2, M3, R3, and X1.

To determine the root device type of an AMI using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMIs, and select the AMI.

3. On the Details tab, check the value of Root device type as follows:

e ebs - This is an EBS-backed AMI.

e« instance store - This is an an instance store-backed AMI.

To determine the root device type of an AMI using the command line

You can use one of the following commands.
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 describe-images (AWS CLI)

» Get-EC2Image (AWS Tools for Windows PowerShell)

Virtualization types

Amazon Machine Images use one of two types of virtualization: paravirtual (PV) or hardware virtual
machine (HVM). The main differences between PV and HVM AMIs are the way in which they boot
and whether they can take advantage of special hardware extensions (CPU, network, and storage)

for better performance. Windows AMls are HVM AMls.

The following table compares HVM and PV AMis.

Characteristic

Description

Supported instance types

HVM

HVM AMiIs are presented
with a fully virtualized set

of hardware and boot by
executing the master boot
record of the root block
device of your image. This
virtualization type provides
the ability to run an operating
system directly on top of a
virtual machine without any
modification, as if it were run
on the bare-metal hardware.
The Amazon EC2 host system
emulates some or all of the
underlying hardware that is
presented to the guest.

All current generation
instance types support HVM
AMls.

PV

PV AMIs boot with a special
boot loader called PV-
GRUB, which starts the boot
cycle and then chain loads
the kernel specified in the
menu. lst file on your image.
Paravirtual guests can run
on host hardware that does
not have explicit support
for virtualization. For more
information about PV-GRUB
and its use in Amazon EC2,
see User provided kernels.

The following previous
generation instance types
support PV AMis: C1, C3,

M1, M3, M2, and T1. Current
generation instance types do
not support PV AMls.

Virtualization types
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Characteristic

Support for hardware
extensions

How to find

PV on HVM

HVM

HVM guests can take
advantage of hardware
extensions that provide

fast access to the underlyin

g hardware on the host
system. They are required

to use enhanced networkin

g and GPU processing. To
pass through instructions to
specialized network and GPU
devices, the OS must have
access to the native hardware
platform, and HVM virtualiz
ation provides this access.
For more information, see
Enhanced networking on

Amazon EC2 instances.

Verify that the virtualization
type of the AMI is set to hvm,
using the console or the
describe-images command.

PV

No, they can't take advantage
of special hardware extension
s such as enhanced networkin
g or GPU processing.

Verify that the virtualization
type of the AMl is set to
paravirtual , using the
console or the describe-
images command.

Paravirtual guests traditionally performed better with storage and network operations than HVYM

guests because they could leverage special drivers for /0O that avoided the overhead of emulating

network and disk hardware, whereas HVM guests had to translate these instructions to emulated

hardware. Now PV drivers are available for HVM guests, so operating systems that cannot be

ported to run in a paravirtualized environment can still see performance advantages in storage and

network 1/0O by using them. With these PV on HVM drivers, HVM guests can get the same, or better,

performance than paravirtual guests.

Virtualization types
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Find an AMI that meets the requirements for your EC2 instance

An AMI includes the components and applications, such as the operating system and type of root
volume, required to launch an instance. To launch an instance, you must find an AMI that meets
your needs.

When selecting an AMI, consider the following requirements you might have for the instances that
you want to launch:

« The AWS Region of the AMI as AMI IDs are unique to each Region.
» The operating system (for example, Linux or Windows).

« The architecture (for example, 32-bit, 64-bit, or 64-bit ARM).

» The root device type (for example, Amazon EBS or instance store).
» The provider (for example, Amazon Web Services).

» Additional software (for example, SQL Server).

To find an Amazon Linux 2023 AMI, see AL2023 on Amazon EC2 in the Amazon Linux 2023 User
Guide.

To find an Ubuntu AMI, see Amazon EC2 AMI Locator on the Canonical Ubuntu website.

To find a RHEL AMI, see Red Hat Enterprise Linux Images (AMI) Available on Amazon Web Services
(AWS) on the Red Hat website.

There are various ways to find an AMI that meets your needs. You can find an AMI using the
Amazon EC2 console, AWS CLI, AWS Tools for Windows PowerShell, and AWS Systems Manager.

Find an AMI using the Amazon EC2 console

You can find AMIs using the Amazon EC2 console. You can select from the list of AMIs when you
use the launch instance wizard to launch an instance, or you can search through all available AMIs
using the Images page.

To find an AMI using the launch instance wizard

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the navigation bar, select the Region in which to launch your instances. You can select
any Region that's available to you, regardless of your location. AMI IDs are unique to each AWS
Region.

Find an AMI 26


https://docs.aws.amazon.com/linux/al2023/ug/ec2.html
https://cloud-images.ubuntu.com/locator/ec2/
https://access.redhat.com/solutions/15356
https://access.redhat.com/solutions/15356
https://console.aws.amazon.com/ec2/

Amazon Elastic Compute Cloud User Guide

3. From the console dashboard, choose Launch instance.

4. (New console) Under Application and OS Images (Amazon Machine Image), choose Quick
Start, choose the operating system (OS) for your instance, and then, from Amazon Machine
Image (AMI), select from one of the commonly used AMIs in the list. If you don't see the AMI
that you want to use, choose Browse more AMIs to browse the full AMI catalog. For more
information, see Application and OS Images (Amazon Machine Image).

(Old console) On the Quick Start tab, select from one of the commonly used AMils in the list.
If you don't see the AMI that you want to use, choose the My AMIs, AWS Marketplace, or
Community AMIs tab to find additional AMis. .

To find an AMI using the AMIs page

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the navigation bar, select the Region in which to launch your instances. You can select
any Region that's available to you, regardless of your location. AMI IDs are unique to each AWS
Region.

In the navigation pane, choose AMls.

4. (Optional) Use the filter and search options to scope the list of displayed AMIs to see only the
AMIs that match your criteria.

For example, to list all AMIs provided by AWS, choose Public images. Then use the search
options to further scope the list of displayed AMIs. Choose the Search bar and, from the menu,
choose Owner alias, then the = operator, and then the value amazon. To find AMIs that match
a specific platform, for example Linux or Windows, choose the Search bar again to choose
Platform, then the = operator, and then the operating system from the list provided.

5. (Optional) Choose the Preferences icon to select which image attributes to display, such as the
root device type. Alternatively, you can select an AMI from the list and view its properties on
the Details tab.

6. Before you select an AM|, it's important that you check whether it's backed by instance store or
by Amazon EBS and that you are aware of the effects of this difference. For more information,
see Root device type.

7. To launch an instance from this AMI, select it and then choose Launch instance from image.
For more information about launching an instance using the console, see Launch an EC2

instance using the launch instance wizard in the console. If you're not ready to launch the

instance now, make note of the AMI ID for later.
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Find an AMI using the AWS CLI

You can use the describe-images AWS CLI command to list only the AMIs that match your

requirements. After locating an AMI that matches your requirements, make note of its ID so that
you can use it to launch instances. For more information, see Launch your instance in the AWS

Command Line Interface User Guide.

The describe-images command supports filtering parameters. For example, use the --owners

parameter to display public AMIs owned by Amazon.

aws ec2 describe-images --owners amazon

You can add the following filter to the previous command to display only Windows AMIs.

--filters "Name=platform,Values=windows"

You can add the following filter to the previous command to display only AMIs backed by Amazon
EBS.

--filters "Name=root-device-type,Values=ebs"

/A Important

If you omit the - -owners parameter from the describe-images command, all images
are returned for which you have launch permissions, regardless of ownership.

Find an AMI using the AWS Tools for Windows PowerShell

You can use PowerShell cmdlets to list only the Windows AMIs that match your requirements. For
information and examples, see Find an Amazon Machine Image Using Windows PowerShell in the
AWS Tools for Windows PowerShell User Guide.

After locating an AMI that matches your requirements, make note of its ID so that you can use it
to launch instances. For more information, see Launch an Amazon EC2 Instance Using Windows
PowerShell in the AWS Tools for Windows PowerShell User Guide.
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Find an AMI using a Systems Manager parameter

When you launch an instance using the EC2 launch instance wizard in the Amazon EC2 console,
you can either select an AMI from the list (described in Find an AMI using the Amazon EC2 console),
or you can select an AWS Systems Manager parameter that points to an AMI ID (described in

this section). If you use automation code to launch your instances, you can specify the Systems
Manager parameter instead of the AMI ID.

A Systems Manager parameter is a customer-defined key-value pair that you can create in Systems
Manager Parameter Store. The Parameter Store provides a central store to externalize your
application configuration values. For more information, see AWS Systems Manager Parameter
Store in the AWS Systems Manager User Guide.

When you create a parameter that points to an AMI ID, make sure that you specify the data
type as aws :ec2:image. Specifying this data type ensures that when the parameter is created
or modified, the parameter value is validated as an AMI ID. For more information, see Native
parameter support for Amazon Machine Image IDs in the AWS Systems Manager User Guide.

Topics

Use cases

Permissions

Limitations

Launch an instance using a Systems Manager parameter

Use cases

When you use Systems Manager parameters to point to AMI IDs, it is easier for your users to select
the correct AMI when launching instances. Systems Manager parameters can also simplify the
maintenance of automation code.

Easier for users

If you require instances to be launched using a specific AMI, and the AMl is regularly updated, we
recommend that you require your users to select a Systems Manager parameter to find the AMI.
Requiring your users to select a Systems Manager parameter ensures that the latest AMI is used to
launch instances.

For example, every month in your organization you might create a new version of your AMI that
has the latest operating system and application patches. You also require your users to launch
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instances using the latest version of your AMI. To ensure that your users use the latest version,

you can create a Systems Manager parameter (for example, golden-ami) that points to the
correct AMI ID. Each time a new version of the AMI is created, you update the AMI ID value in the
parameter so that it always points to the latest AMI. Your users don't have to know about the
periodic updates to the AMI because they continue to select the same Systems Manager parameter
each time. Using a Systems Manager parameter for your AMI makes it easier for them to select the
correct AMI for an instance launch.

Simplify automation code maintenance

If you use automation code to launch your instances, you can specify the Systems Manager
parameter instead of the AMI ID. If a new version of the AMI is created, you can change the AMI
ID value in the parameter so that it points to the latest AMI. The automation code that references
the parameter doesn’t have to be modified each time a new version of the AMI is created. This
simplifies the maintenance of the automation and helps to drive down deployment costs.

(® Note

Running instances are not affected when you change the AMI ID pointed to by the Systems
Manager parameter.

Permissions

If you use Systems Manager parameters that point to AMI IDs in the launch instance wizard, you
must add the following permissions to your 1AM policy:

« ssm:DescribeParameters - Grants permission to view and select Systems Manager
parameters.

« ssm:GetParameters - Grants permission to retrieve the values of the Systems Manager
parameters.

You can also restrict access to specific Systems Manager parameters. For more information and
example IAM policies, see Example: Use the EC2 launch instance wizard.

Limitations

AMIs and Systems Manager parameters are Region specific. To use the same Systems Manager
parameter name across Regions, create a Systems Manager parameter in each Region with the
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same name (for example, golden-ami). In each Region, point the Systems Manager parameter to
an AMI in that Region.

Launch an instance using a Systems Manager parameter

You can launch an instance using the console or the AWS CLI. Instead of specifying an AMI ID, you
can specify an AWS Systems Manager parameter that points to an AMI ID.

New console

To find an AMI using a Systems Manager parameter (console)

1.
2.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

From the navigation bar, select the Region in which to launch your instances. You can select
any Region that's available to you, regardless of your location.

From the console dashboard, choose Launch instance.
Under Application and OS Images (Amazon Machine Image), choose Browse more AMis.

Choose the arrow button to the right of the search bar, and then choose Search by
Systems Manager parameter.

For Systems Manager parameter, select a parameter. The corresponding AMI ID appears
below Currently resolves to.

Choose Search. The AMIs that match the AMI ID appear in the list.

Select the AMI from the list, and choose Select.

For more information about launching an instance using the launch instance wizard, see Launch

an EC2 instance using the launch instance wizard in the console.

Old console

To find an AMI using a Systems Manager parameter (console)

1.
2.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

From the navigation bar, select the Region in which to launch your instances. You can select
any Region that's available to you, regardless of your location.

From the console dashboard, choose Launch instance.

Choose Search by Systems Manager parameter (at top right).

Find an AMI
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5. For Systems Manager parameter, select a parameter. The corresponding AMI ID appears
next to Currently resolves to.

6. Choose Search. The AMiIs that match the AMI ID appear in the list.
7. Select the AMI from the list, and choose Select.

To launch an instance using an AWS Systems Manager parameter instead of an AMI ID (AWS
CLI)

The following example uses the Systems Manager parameter golden-ami to launch an
m5.xlarge instance. The parameter points to an AMI ID.

To specify the parameter in the command, use the following syntax: resolve:ssm:/parameter-
name, where resolve:ssmis the standard prefix and parameter-name is the unique parameter
name. Note that the parameter name is case-sensitive. Backslashes for the parameter name are
only necessary when the parameter is part of a hierarchy, for example, /amis/production/
golden-ami. You can omit the backslash if the parameter is not part of a hierarchy.

In this example, the --count and --security-group parameters are not included. For --count,
the default is 1. If you have a default VPC and a default security group, they are used.

aws ec2 run-instances
--image-id resolve:ssm:/golden-ami
--instance-type m5.xlarge

To launch an instance using a specific version of an AWS Systems Manager parameter (AWS CLI)

Systems Manager parameters have version support. Each iteration of a parameter is

assigned a unique version number. You can reference the version of the parameter as follows
resolve:ssm:parameter-name:version, where version is the unique version number. By
default, the latest version of the parameter is used when no version is specified.

The following example uses version 2 of the parameter.

In this example, the --count and --security-group parameters are not included. For --count,
the default is 1 If you have a default VPC and a default security group, they are used.

aws ec2 run-instances
--image-id resolve:ssm:/golden-ami:2
--instance-type m5.xlarge
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To launch an instance using a public parameter provided by AWS

Systems Manager provides public parameters for public AMIs provided by AWS. You can use the
public parameters when launching instances to ensure that you're using the latest AMls.

For more information, see Find the latest AMIs using a Systems Manager public parameter.

Find the latest AMIs using a Systems Manager public parameter

AWS Systems Manager provides public parameters for public AMIs maintained by AWS. You can
use the public parameters when launching instances to ensure that you're using the latest AMIs.
For example, the public parameter /aws/service/ami-amazon-linux-latest/al2023-ami-
kernel-default-arm64 is available in all Regions and always points to the latest version of the
Amazon Linux 2023 AMI for arm64 architecture in a given Region.

The public parameters are available from the following paths:

e Linux-/aws/service/ami-amazon-linux-latest

e Windows - /aws/service/ami-windows-latest

To view a list of all the Linux or Windows AMIs in the current AWS Region

Use the following get-parameters-by-path AWS CLI command to view a list of all the Linux or
Windows AMls in the current AWS Region. The value for the --path parameter is different for

Linux and Windows.

For Linux;

aws ssm get-parameters-by-path \
--path /aws/service/ami-amazon-linux-latest \
--query "Parameters[].Name"

For Windows:

aws ssm get-parameters-by-path \
--path /aws/service/ami-windows-latest \
--query "Parameters[].Name"

To launch an instance using a public parameter
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The following example specifies a Systems Manager public parameter for the image ID to launch an
instance using the latest Amazon Linux 2023 AMI.

To specify the parameter in the command, use the following syntax: resolve:ssm:public-
parameter, where resolve:ssmis the standard prefix and public-parameter is the path and
name of the public parameter.

In this example, the --count and --security-group parameters are not included. For --count,
the default is 1. If you have a default VPC and a default security group, they are used.

aws ec2 run-instances \

--image-id resolve:ssm:/aws/service/ami-amazon-linux-latest/al2023-ami-kernel -
default-x86_64 \

--instance-type m5.xlarge \

--key-name MyKeyPair

For more information, see Working with public parameters in the AWS Systems Manager User
Guide.

For examples that use Systems Manager parameters, see Query for the latest Amazon Linux AMI

IDs Using AWS Systems Manager Parameter Store and Query for the Latest Windows AMI Using

AWS Systems Manager Parameter Store.

Paid AMIs in the AWS Marketplace for Amazon EC2 instances

A paid AMI is an AMI that is listed for sale in the AWS Marketplace. The AWS Marketplace is an
online store where you can buy software that runs on AWS, including AMils that you can use

to launch your EC2 instance. The AWS Marketplace AMIs are organized into categories, such as
Developer Tools, to enable you to find products to suit your requirements. For more information
about AWS Marketplace, see the AWS Marketplace website.

You can purchase AMils in the AWS Marketplace from a third party, including AMIs that come
with service contracts from organizations such as Red Hat. You can also create an AMI and sell
it in the AWS Marketplace to other Amazon EC2 users. Building a safe, secure, usable AMI for
public consumption is a fairly straightforward process, if you follow a few simple guidelines.
For information about how to create and use shared AMIs, see Understand shared AMI usage in
Amazon EC2.

Launching an instance from a paid AMl is the same as launching an instance from any other AMI.
No additional parameters are required. The instance is charged according to the rates set by the
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owner of the AMI, as well as the standard usage fees for the related web services, for example,
the hourly rate for running an m5.small instance type in Amazon EC2. Additional taxes might also
apply. The owner of the paid AMI can confirm whether a specific instance was launched using that
paid AML.

/A Important

Amazon DevPay is no longer accepting new sellers or products. AWS Marketplace is now
the single, unified e-commerce platform for selling software and services through AWS. For
information about how to deploy and sell software from AWS Marketplace, see Selling in
AWS Marketplace. AWS Marketplace supports AMIs backed by Amazon EBS.

Contents

« Sell your AMI in the AWS Marketplace

» Find a paid AMI

» Purchase a paid AMI in the AWS Marketplace

» Retrieve the AWS Marketplace product code from your instance

» Use paid support for supported AWS Marketplace offerings

« Bills for paid and supported AMIs

« Manage your AWS Marketplace subscriptions

Sell your AMI in the AWS Marketplace

You can sell your AMI using AWS Marketplace. AWS Marketplace offers an organized shopping
experience. Additionally, AWS Marketplace also supports AWS features such as Amazon EBS-backed
AMIs, Reserved Instances, and Spot Instances.

For information about how to sell your AMI on the AWS Marketplace, see Selling in AWS
Marketplace.

Find a paid AMI

There are several ways that you can find AMiIs that are available for you to purchase. For example,
you can use AWS Marketplace, the Amazon EC2 console, or the command line. Alternatively, a

developer might let you know about a paid AMI themselves.

Sell your AMI in the AWS Marketplace 35


https://aws.amazon.com/marketplace/partners/management-tour
https://aws.amazon.com/marketplace/partners/management-tour
https://aws.amazon.com/marketplace/partners/management-tour
https://aws.amazon.com/marketplace/partners/management-tour
https://aws.amazon.com/marketplace

Amazon Elastic Compute Cloud User Guide

Find a paid AMI using the console
To find a paid AMI using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, choose AMls.
Choose Public images for the first filter.

In the Search bar, choose Owner alias, then =, and then aws-marketplace.

A A

If you know the product code, choose Product code, then =, and then enter the product code.

Find a paid AMI using AWS Marketplace
To find a paid AMI using AWS Marketplace

1. Open AWS Marketplace.

2. Enter the name of the operating system in the search field, and then choose the search button
(magnifying glass).

To scope the results further, use one of the categories or filters.
4. Each product is labeled with its product type: either AMI or Software as a Service.

Find a paid AMI using the AWS CLI

You can find a paid AMI using the following describe-images command (AWS CLI).

aws ec2 describe-images
--owners aws-marketplace

This command returns numerous details that describe each AMI, including the product code for
a paid AML. The output from describe-images includes an entry for the product code like the
following:

"ProductCodes": [

{
"ProductCodeld": "product_code",

"ProductCodeType": "marketplace"

1,
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If you know the product code, you can filter the results by product code. This example returns the
most recent AMI with the specified product code.

aws ec2 describe-images
--owners aws-marketplace \
--filters "Name=product-code,Values=product_code" \
--query "sort_by(Images, &CreationDate)[-1].[ImageId]"

Find a paid AMI using the Tools for Windows PowerShell

You can find a paid AMI using the following Get-EC2Image command.

PS C:\> Get-EC2Image -Owner aws-marketplace

The output for a paid AMI includes the product code.

ProductCodeld ProductCodeType

product_code marketplace

If you know the product code, you can filter the results by product code. This example returns the
most recent AMI with the specified product code.

PS C:\> (Get-EC2Image -Owner aws-marketplace -Filter @{'Name"="product-
code";"Value"="product_code"} | sort CreationDate -Descending | Select-Object -First
1).Imageld

Purchase a paid AMI in the AWS Marketplace

You must sign up for (purchase) a paid AMI before you can launch an Amazon EC2 instance using
the AMI.

Typically a seller of a paid AMI presents you with information about the AMI, including its price and
a link where you can buy it. When you click the link, you're first asked to log into AWS, and then
you can purchase the AMI.

Purchase a paid AMI using the console

You can purchase a paid AMI by using the Amazon EC2 launch wizard. For more information, see
Launch an Amazon EC2 instance from an AWS Marketplace AMI.
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Subscribe to a product using AWS Marketplace

To use the AWS Marketplace, you must have an AWS account. To launch instances from AWS
Marketplace products, you must be signed up to use the Amazon EC2 service, and you must be
subscribed to the product from which to launch the instance. You can use one of the following
methods to subscribe to products in the AWS Marketplace:

« AWS Marketplace website: You can launch preconfigured software quickly with the 1-Click
deployment feature. For more information, see AMI-based products in AWS Marketplace.

« Amazon EC2 launch wizard: You can search for an AMI and launch an instance directly from the
wizard. For more information, see Launch an Amazon EC2 instance from an AWS Marketplace
AMI.

Retrieve the AWS Marketplace product code from your instance

You can retrieve the AWS Marketplace product code for your instance using its instance metadata.
If the instance has a product code, Amazon EC2 returns it. For more information about retrieving
metadata, see Access instance metadata for an EC2 instance.

To retrieve a product code, use the command for your instance's operating system.

Linux

IMDSv2

[ec2-user ~]$ TOKEN="curl -X PUT "http://169.254.169.254/latest/api/token" -H "X-
aws-ec2-metadata-token-ttl-seconds: 21600"" \

&& curl -H "X-aws-ec2-metadata-token: $TOKEN" http://169.254.169.254/latest/meta-
data/product-codes

IMDSv1

[ec2-user ~]$ curl http://169.254.169.254/1latest/meta-data/product-codes

Windows

PS C:\> Invoke-RestMethod -uri http://169.254.169.254/latest/meta-data/product-codes
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Use paid support for supported AWS Marketplace offerings

Amazon EC2 also enables developers to offer support for software (or derived AMls). Developers
can create support products that you can sign up to use. During sign-up for the support product,
the developer gives you a product code, which you must then associate with your own AMI. This
enables the developer to confirm that your instance is eligible for support. It also ensures that
when you run instances of the product, you are charged according to the terms for the product
specified by the developer.

/A Important

You can't use a support product with Reserved Instances. You always pay the price that's
specified by the seller of the support product.

To associate a product code with your AMI, use one of the following commands, where ami_id is
the ID of the AMI and product_code is the product code:

« modify-image-attribute (AWS CLI)

aws ec2 modify-image-attribute --image-id ami_id --product-codes "product_code"

» Edit-EC2ImageAttribute (AWS Tools for Windows PowerShell)

PS C:\> Edit-EC2ImageAttribute -Imageld ami_id -ProductCode product_code

After you set the product code attribute, it cannot be changed or removed.

Bills for paid and supported AMIs

At the end of each month, you receive an email with the amount your credit card has been charged
for using any paid or supported AMIs during the month. This bill is separate from your regular
Amazon EC2 bill. For more information, see Paying for products in the AWS Marketplace Buyer
Guide.

Manage your AWS Marketplace subscriptions

On the AWS Marketplace website, you can check your subscription details, view the vendor's usage
instructions, manage your subscriptions, and more.
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To check your subscription details

1. Login to the AWS Marketplace.

2. Choose Your Marketplace Account.
3. Choose Manage your software subscriptions.
4

All your current subscriptions are listed. Choose Usage Instructions to view specific

instructions for using the product, for example, a username for connecting to your running
instance.

To cancel an AWS Marketplace subscription
1. Ensure that you have terminated any instances running from the subscription.

a. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

b. In the navigation pane, choose Instances.
c. Select the instance, and then choose Instance state, Terminate (delete) instance.
d. Choose Terminate (delete) when prompted for confirmation.

2. Loginto the AWS Marketplace, and choose Your Marketplace Account, then Manage your
software subscriptions.

3. Choose Cancel subscription. You are prompted to confirm your cancellation.

(® Note

After you've canceled your subscription, you are no longer able to launch any instances
from that AMI. To use that AMI again, you need to resubscribe to it, either on the AWS
Marketplace website, or through the launch wizard in the Amazon EC2 console.

Amazon EC2 AMI lifecycle

An Amazon Machine Image (AMI) is an image that provides the software that is required to set up
and boot an instance. You must specify an AMI when you launch an instance.

Amazon provides AMiIs that you can use to launch your instances, or you can create your own AMls.
For example, you can launch an instance from an existing AMI, customize the instance (for example,
install software and configure operating system settings), and then save this updated environment
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as a new AMI. Any instance customizations are saved to the AMI, so that the instances that you
launch from your new AMI include these customizations.

You can use an AMI only in the AWS Region in which it was created. If you need to launch instances
with the same configuration in multiple Regions, you can create an AMI in one Region and then
copy your AMI to additional Regions.

To prevent an instance from being used temporarily, you can disable the AMI. After you disable an
AMI, you can't use it to launch new instances. After you enable the AMI, you can use it to launch
instances again. Note that deregistering an AMI does not affect the instances that you already
launched from the AMI.

When you no longer require an AMI, you can deregister it. After you deregister an AMI, you can't
use it to launch new instances. Note that deregistering an AMI does not affect the instances that
you already launched from the AMI.

You can use Amazon Data Lifecycle Manager to automate the creation, retention, copy,
deprecation, and deregistration of Amazon EBS-backed AMIs and their backing snapshots. For
more information, see Amazon Data Lifecycle Manager.

Contents

+ Create an Amazon EBS-backed AMI

+ Create an instance store-backed AMI

o Create an Amazon EC2 AMI using Windows Sysprep

o Copy an Amazon EC2 AMI

« Store and restore an AMI using S3

¢ Check when an Amazon EC2 AMI was last used

e Deprecate an Amazon EC2 AMI

+ Disable an Amazon EC2 AMI

« Deregister an Amazon EC2 AMI

Create an Amazon EBS-backed AMI

You can create your own Amazon EBS-backed AMI from an Amazon EC2 instance or from a
snapshot of the root device of an Amazon EC2 instance.
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To create an Amazon EBS-backed AMI from an instance, start by launching an instance using an
existing Amazon EBS-backed AMI. This AMI can be one you obtained from the AWS Marketplace,
created using VM Import/Export, or any other AMI that you can access. After customizing the

instance to meet your specific requirements, create and register a new AMI. You can then use the
new AMI to launch new instances with your customizations.

The procedures described below work for Amazon EC2 instances backed by encrypted Amazon
Elastic Block Store (Amazon EBS) volumes (including the root volume) as well as for unencrypted
volumes.

The AMI creation process is different for instance store-backed AMls. For more information, see
Create an instance store-backed AMI.

Contents

e Overview of AMI creation from an instance

e Create an AMI from an instance

o Create an AMI from a snapshot

Overview of AMI creation from an instance

The following diagram summarizes the process for creating an Amazon EBS-backed AMI from a
running EC2 instance: Start with an existing AMI, launch an instance, customize it, create a new AMI
from it, and finally launch an instance of your new AMI. The numbers in the diagram match the
numbers in the description that follows.

AMI #1 EC2 instance #1 AMI #2 EC2 instance #2
Y e (TT1 ekt kS
1 I
S EBS a— | N EBS — \ EBS A
| root ol :_ Launch _}J' root s | launch root
I volume ' | instance I volume ' | instance volume
| |
| snapshot #1 : | snapshot #2 : #2
N y N\ ’
1 2 5 6 7

1 - AMI #1: Start with an existing AMI

Find an existing AMI that is similar to the AMI that you'd like to create. This can be an AMI you
have obtained from the AWS Marketplace, an AMI that you have created using VM Import/
Export, or any other AMI that you can access. You'll customize this AMI for your needs.

In the diagram, EBS root volume snapshot #1 indicates that the AMI is an Amazon EBS-backed
AMI and that information about the root volume is stored in this snapshot.
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2 - Launch instance from existing AMI

The way to configure an AMI is to launch an instance from the AMI on which you'd like to base
your new AMI, and then customize the instance (indicated at 3 in the diagram). Then, you'll
create a new AMI that includes the customizations (indicated at 4 in the diagram).

3 - EC2 instance #1: Customize the instance

Connect to your instance and customize it for your needs. Your new AMI will include these
customizations.

You can perform any of the following actions on your instance to customize it:

« Install software and applications

» Copy data

» Reduce start time by deleting temporary files and defragmenting your hard drive
« Attach additional EBS volumes

4 - Create image

When you create an AMI from an instance, Amazon EC2 powers down the instance before
creating the AMI to ensure that everything on the instance is stopped and in a consistent
state during the creation process. If you're confident that your instance is in a consistent state
appropriate for AMI creation, you can tell Amazon EC2 not to power down and reboot the
instance. Some file systems, such as XFS, can freeze and unfreeze activity, making it safe to
create the image without rebooting the instance.

During the AMlI-creation process, Amazon EC2 creates snapshots of your instance's root volume
and any other EBS volumes attached to your instance. You're charged for the snapshots until
you deregister the AMI and delete the snapshots. If any volumes attached to the instance are

encrypted, the new AMI only launches successfully on instances that support Amazon EBS
encryption.

Depending on the size of the volumes, it can take several minutes for the AMI-creation process
to complete (sometimes up to 24 hours). You might find it more efficient to create snapshots
of your volumes before creating your AMI. This way, only small, incremental snapshots need to
be created when the AMI is created, and the process completes more quickly (the total time for
snapshot creation remains the same).
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5 - AMI #2: New AMI

After the process completes, you have a new AMI and snapshot (snapshot #2) created from
the root volume of the instance. If you added instance-store volumes or EBS volumes to the
instance, in addition to the root device volume, the block device mapping for the new AMI
contains information for these volumes.

Amazon EC2 automatically registers the AMI for you.

6 - Launch instance from new AMI

You can use the new AMI to launch an instance.

7 — EC2 instance #2: New instance

When you launch an instance using the new AMI, Amazon EC2 creates a new EBS volume for
the instance's root volume using the snapshot. If you added instance-store volumes or EBS
volumes when you customized the instance, the block device mapping for the new AMI contains
information for these volumes, and the block device mappings for instances that you launch
from the new AMI automatically contain information for these volumes. The instance-store
volumes specified in the block device mapping for the new instance are new and don't contain
any data from the instance store volumes of the instance you used to create the AMI. The data
on EBS volumes persists. For more information, see Block device mappings for volumes on
Amazon EC2 instances.

When you create a new instance from an EBS-backed AMI, you should initialize both its root
volume and any additional EBS storage before putting it into production. For more information,
see Initialize Amazon EBS volumes in the Amazon EBS User Guide.

Create an AMI from an instance
If you have an existing instance, you can create an AMI from this instance.
Console

To create an AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Instances.

3. Select the instance from which to create the AMI, and then choose Actions, Image and
templates, Create image.
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® Tip

If this option is disabled, your instance isn't an Amazon EBS-backed instance.

4. On the Create image page, specify the following information:

a. ForImage name, enter a unique name for the image, up to 127 characters.

b. For Image description, enter an optional description of the image, up to 255
characters.

c. For Reboot instance, either keep the check box selected (the default), or clear it.
« |f Reboot instance is selected, when Amazon EC2 creates the new AMI, it reboots the

instance so that it can take snapshots of the attached volumes while data is at rest,
in order to ensure a consistent state.

« |f Reboot instance is cleared, when Amazon EC2 creates the new AMI, it does not
shut down and reboot the instance.

/A Warning

If you clear Reboot instance, we can't guarantee the file system integrity of the
created image.

d. Instance volumes - You can modify the root volume, and add additional Amazon EBS
and instance store volumes, as follows:

i. The root volume is defined in the first row.

» To change the size of the root volume, for Size, enter the required value.

« If you select Delete on termination, when you terminate the instance created
from this AMI, the EBS volume is deleted. If you clear Delete on termination,
when you terminate the instance, the EBS volume is not deleted. For more
information, see Preserve data when an instance is terminated.

ii. Toadd an EBS volume, choose Add volume (which adds a new row). For Storage
type, choose EBS, and fill in the fields in the row. When you launch an instance
from your new AMI, additional volumes are automatically attached to the instance.
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f.

Empty volumes must be formatted and mounted. Volumes based on a snapshot
must be mounted.

iii. To add an instance store volume, see Add instance store volumes to an Amazon

EC2 AMI. When you launch an instance from your new AMI, additional volumes are
automatically initialized and mounted. These volumes do not contain data from
the instance store volumes of the running instance on which you based your AMI.

Tags - You can tag the AMI and the snapshots with the same tags, or you can tag them
with different tags.

» To tag the AMI and the snapshots with the same tags, choose Tag image and
snapshots together. The same tags are applied to the AMI and every snapshot that
is created.

« To tag the AMI and the snapshots with different tags, choose Tag image and
snapshots separately. Different tags are applied to the AMI and the snapshots
that are created. However, all the snapshots get the same tags; you can't tag each
snapshot with a different tag.

To add a tag, choose Add tag, and enter the key and value for the tag. Repeat for each
tag.

When you're ready to create your AMI, choose Create image.

5. To view the status of your AMI while it is being created:

a.

b.

In the navigation pane, choose AMls.

Set the filter to Owned by me, and find your AMI in the list.

Initially, the status is pending but should change to available after a few minutes.

6. (Optional) To view the snapshot that was created for the new AMI:

Note the ID of your AMI that you located in the previous step.
In the navigation pane, choose Snapshots.

Set the filter to Owned by me, and then find the snapshot with the new AMI ID in the
Description column.

When you launch an instance from this AMI, Amazon EC2 uses this snapshot to create
its root device volume.

Create an AMI
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AWS CLI

You can use one of the following commands. For more information about these command line
interfaces, see Access Amazon EC2.

« create-image (AWS CLI)
o New-EC2Image (AWS Tools for Windows PowerShell)

Create an AMI from a snapshot

If you have a snapshot of the root device volume of an instance, you can create an AMI from this
snapshot.

(® Note

In most cases, AMIs for Windows, RedHat, SUSE, and SQL Server require correct licensing
information to be present on the AMI. For more information, see Understand AMI billing
information. When creating an AMI from a snapshot, the RegisterImage operation
derives the correct billing information from the snapshot's metadata, but this requires the
appropriate metadata to be present. To verify if the correct billing information was applied,
check the Platform details field on the new AML. If the field is empty or doesn't match the
expected operating system code (for example, Windows, RedHat, SUSE, or SQL), the AMI
creation was unsuccessful, and you should discard the AMI and follow the instructions in

Create an AMI from an instance.

Console
To create an AMI from a snapshot

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Snapshots.

3. Select the snapshot from which to create the AMI, and then choose Actions, Create image
from snapshot.

4. On the Create image from snapshot page, specify the following information:

a. For Image name, enter a descriptive name for the image.
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b.

C.

k.

For Description, enter a brief description for the image.

For Architecture, choose the image architecture. Choose i386 for 32-bit, x86_64 for
64-bit, arm64 for 64-bit ARM, or x86_64 for 64-bit macOS.

For Root device name, enter the device name to use for the root device volume. For
more information, see Device names for volumes on Amazon EC2 instances.

For Virtualization type, choose the virtualization type to be used by instances
launched from this AMI. For more information, see Virtualization types.

(For paravirtual virtualization only) For Kernel ID, select the operating system kernel
for the image. If you're using a snapshot of the root device volume of an instance,
select the same kernel ID as the original instance. If you're unsure, use the default
kernel.

(For paravirtual virtualization only) For RAM disk ID, select the RAM disk for the image.
If you select a specific kernel, you may need to select a specific RAM disk with the
drivers to support it.

For Boot mode, choose the boot mode for the image, or choose Use default so that
when an instance is launched with this AMI, it boots with the boot mode supported
by the instance type. For more information, see Set the boot mode of an Amazon EC2
AMI,

(Optional) Under Block device mappings, customize the root volume and add
additional data volumes.

For each volume, you can specify the size, type, performance characteristics, the
behavior of delete on termination, and encryption status. For the root volume, the size
can't be smaller than the size of the snapshot. For volume type, General Purpose SSD
gp3 is the default selection.

(Optional) Under Tags, you can add one or more tags to the new AMI. To add a tag,
choose Add tag, and enter the key and value for the tag. Repeat for each tag.

When you're ready to create your AMI, choose Create image.

5. (Windows, RedHat, SUSE, and SQL Server only) To verify if the correct billing information
was applied, check the Platform details field on the new AMI. If the field is empty or
doesn't match the expected operating system code (for example, Windows or RedHat), the
AMI creation was unsuccessful, and you should discard the AMI and follow the instructions
in Create an AMI from an instance.

Create an AMI
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AWS CLI
To create an AMI from a snapshot using the command line

You can use one of the following commands. For more information about these command line
interfaces, see Access Amazon EC2.

 register-image (AWS CLI)
» Register-EC2Image (AWS Tools for Windows PowerShell)

Create an instance store-backed AMI

The AMI that you specify when you launch your instance determines the type of root device
volume.

To create an instance store-backed Linux AMI, start from an instance that you've launched from an
existing instance store-backed Linux AMI. After you've customized the instance to suit your needs,

bundle the volume and register a new AMI, which you can use to launch new instances with these

customizations.

You can't create an instance-store backed Windows AMI because Windows AMls don't support
instance store for the root device.

/A Important

Only the following instance types support an instance store volume as the root device and
require an instance store-backed AMI: C1, C3, D2, 12, M1, M2, M3, R3, and X1.

The AMI creation process is different for Amazon EBS-backed AMIs. For more information, see
Create an Amazon EBS-backed AMI.

Contents

» Overview of AMI creation

Prerequisites

Create an AMI from an Amazon Linux instance

Set up the Amazon EC2 AMI tools

Amazon EC2 AMI tools reference
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« Convert your instance store-backed AMI to an EBS-backed AMI

Overview of AMI creation

The following diagram summarizes the process of creating an AMI from an instance store-backed

instance.
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First, launch an instance from an AMI that's similar to the AMI that you'd like to create. You can
connect to your instance and customize it. When the instance is set up the way you want it, you
can bundle it. It takes several minutes for the bundling process to complete. After the process
completes, you have a bundle, which consists of an image manifest (image.manifest.xml) and
files (image.part.xx) that contain a template for the root volume. Next you upload the bundle to
your Amazon S3 bucket and then register your AMI.

® Note

To upload objects to an S3 bucket for your instance store-backed Linux AMI, ACLs must

be enabled for the bucket. Otherwise, Amazon EC2 will not be able to set ACLs on the
objects to upload. If your destination bucket uses the bucket owner enforced setting for S3
Object Ownership, this won't work because ACLs are disabled. For more information, see
Controlling ownership of uploaded objects using S3 Object Ownership.

When you launch an instance using the new AMI, we create the root volume for the instance using
the bundle that you uploaded to Amazon S3. The storage space used by the bundle in Amazon S3
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incurs charges to your account until you delete it. For more information, see Deregister an Amazon
EC2 AMI.

If you add instance store volumes to your instance in addition to the root device volume, the block
device mapping for the new AMI contains information for these volumes, and the block device
mappings for instances that you launch from the new AMI automatically contain information for
these volumes. For more information, see Block device mappings for volumes on Amazon EC2

instances.
Prerequisites

Before you can create an AMI, you must complete the following tasks:

« Install the AMI tools. For more information, see Set up the Amazon EC2 AMI tools.

« Install the AWS CLI. For more information, see Getting Set Up with the AWS Command Line
Interface.

« Ensure that you have an S3 bucket for the bundle, and that your bucket has ACLs enabled. For
more information on configuring ACLs, see Configuring ACLs.

« To create an S3 bucket using the AWS Management Console, open the Amazon S3 console at
https://console.aws.amazon.com/s3/ and choose Create Bucket.

« To create an S3 bucket with the AWS CLI, you can use the mb command. If your installed
version of the AMI tools is 1.5.18 or later, you can also use the ec2-upload-bundle
command to create the S3 bucket. For more information, see ec2-upload-bundle.

» Ensure that the files in your bundle aren't encrypted in the S3 bucket. If you require encryption
for your AMI, you can use an EBS-backed AMI instead. For more information, see Use encryption
with EBS-backed AMils.

 Ensure that you have your AWS account ID. For more information, see View AWS account

identifiers in the AWS Account Management Reference Guide.

» Ensure that you have credentials to use the AWS CLI. For more information, see Best Practices for
AWS accounts in the AWS Account Management Reference Guide.

» Ensure that you have an X.509 certificate and corresponding private key.

« If you need to create an X.509 certificate, see Manage signing certificates. The X.509 certificate

and private key are used to encrypt and decrypt your AMI.

« [China (Beijing)] Use the $EC2_AMITOOL_HOME/etc/ec2/amitools/cert-ec2-cn-
north-1.pem certificate.
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« [AWS GovCloud (US-West)] Use the $EC2_AMITOOL_HOME/etc/ec2/amitools/cert-ec2-
gov.pem certificate.

« Connect to your instance and customize it. For example, you can install software and
applications, copy data, delete temporary files, and modify the Linux configuration.

Create an AMI from an Amazon Linux instance

The following procedures describe how to create an AMI from an instance store-backed instance
running Amazon Linux 1. They might not work for instances running other Linux distributions.

To prepare to use the AMI tools (HVM instances only)

1. The AMI tools require GRUB Legacy to boot properly. Use the following command to install
GRUB:

[ec2-user ~]$ sudo yum install -y grub

2. Install the partition management packages with the following command:

[ec2-user ~]$ sudo yum install -y gdisk kpartx parted

To create an AMI from an instance store-backed Amazon Linux instance
This procedure assumes that you have satisfied the prerequisites in Prerequisites.

In the following commands, replace each user input placeholder with your own information.

1. Upload your credentials to your instance. We use these credentials to ensure that only you and
Amazon EC2 can access your AMI.

a. Create a temporary directory on your instance for your credentials as follows:

[ec2-user ~]1$ mkdir /tmp/cert

This enables you to exclude your credentials from the created image.

b. Copy your X.509 certificate and corresponding private key from your computer to the /
tmp/cert directory on your instance using a secure copy tool such as scp. The -1 my-
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private-key.pem option in the following scp command is the private key you use to
connect to your instance with SSH, not the X.509 private key. For example:

you@your_computer:~ $ scp -i my-private-key.pem /
path/to/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem /
path/to/cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem ec2-
user@ec2-203-0-113-25.compute-1.amazonaws.com:/tmp/cexrt/
pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem 100% 717 0.7KB/s 00:00
cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem 100% 685 0.7KB/s 00:00

Alternatively, because these are plain text files, you can open the certificate and key in a text
editor and copy their contents into new files in /tmp/cert.

2. Prepare the bundle to upload to Amazon S3 by running the ec2-bundle-vol command from

inside your instance. Be sure to specify the -e option to exclude the directory where your
credentials are stored. By default, the bundle process excludes files that might contain
sensitive information. These files include *.sw, *.swo, *.swp, *.pem, *.priv, *id_rsa*,
*id_dsa* *.gpg, *.jks, */.ssh/authorized_keys, and */.bash_history. To include
all of these files, use the --no-filter option. To include some of these files, use the - -
include option.

/A Important

By default, the AMI bundling process creates a compressed, encrypted collection of
files in the /tmp directory that represents your root volume. If you do not have enough
free disk space in /tmp to store the bundle, you need to specify a different location

for the bundle to be stored with the -d /path/to/bundle/storage option. Some
instances have ephemeral storage mounted at /mnt or /media/ephemeral® that you
can use, or you can also create, attach, and mount a new Amazon EBS) volume to store
the bundle. For more information, see Create an Amazon EBS volume in the Amazon
EBS User Guide.

a. You must run the ec2-bundle-vol command as root. For most commands, you can use
sudo to gain elevated permissions, but in this case, you should run sudo -E su to keep
your environment variables.
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[ec2-user ~]$ sudo -E su

Note that bash prompt now identifies you as the root user, and that the dollar sign has
been replaced by a hash tag, signalling that you are in a root shell:

[root ec2-user]#

b. To create the AMI bundle, run the ec2-bundle-vol command as follows:

[root ec2-user]# ec2-bundle-vol -k /tmp/cert/pk-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem -c /tmp/cert/cert-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem -u 123456789012 -r x86_64 -e /tmp/cert --

partition gpt

(® Note

For the China (Beijing) and AWS GovCloud (US-West) Regions, use the --ec2cert
parameter and specify the certificates as per the prerequisites.

It can take a few minutes to create the image. When this command completes, your /tmp
(or non-default) directory contains the bundle (image.manifest. xml, plus multiple

image.part. xx files).

c. Exit from the root shell.

[root ec2-user]# exit

3. (Optional) To add more instance store volumes, edit the block device mappings in the
image.manifest.xml file for your AMI. For more information, see Block device mappings for
volumes on Amazon EC2 instances.

a. Create a backup of your image.manifest.xml file.

[ec2-user ~]$ sudo cp /tmp/image.manifest.xml /tmp/image.manifest.xml.bak

b. Reformat the image.manifest.xml file so that it is easier to read and edit.
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[ec2-user ~]$ sudo xmllint --format /tmp/image.manifest.xml.bak > /tmp/
image.manifest.xml

c. Edit the block device mappings in image.manifest.xml with a text editor. The example
below shows a new entry for the ephemerall instance store volume.

(® Note

For a list of excluded files, see ec2-bundle-vol.

<block_device_mapping>
<mapping>
<virtual>ami</virtual>
<device>sda</device>
</mapping>
<mapping>
<virtual>ephemeral@</virtual>
<device>sdb</device>
</mapping>
<mapping>
<virtual>ephemerall</virtual>
<device>sdc</device>
</mapping>
<mapping>
<virtual>root</virtual>
<device>/dev/sdal</device>
</mapping>
</block_device_mapping>

d. Savethe image.manifest.xml file and exit your text editor.

4. To upload your bundle to Amazon S3, run the ec2-upload-bundle command as follows.

[ec2-user ~]$ ec2-upload-bundle -b amzn-s3-demo-bucket/bundle_folder/bundle_name -
m /tmp/image.manifest.xml -a your_access_key_id -s your_secret_access_key
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/A Important

To register your AMI in a Region other than US East (N. Virginia), you must specify both
the target Region with the --region option and a bucket path that already exists in
the target Region or a unique bucket path that can be created in the target Region.

5. (Optional) After the bundle is uploaded to Amazon S3, you can remove the bundle from the /
tmp directory on the instance using the following rm command:

[ec2-user ~]$ sudo rm /tmp/image.manifest.xml /tmp/image.paxrt.* /tmp/image

/A Important

If you specified a path with the -d /path/to/bundle/storage option in Step 2, use
that path instead of /tmp.

6. To register your AMI, run the register-image command as follows.

[ec2-user ~]$ aws ec2 register-image --image-location amzn-s3-demo-
bucket/bundle_folder/bundle_name/image.manifest.xml --name AMI_name --
virtualization-type hvm

/A Important

If you previously specified a Region for the ec2-upload-bundle command, specify that
Region again for this command.

Set up the Amazon EC2 AMI tools

You can use the AMI tools to create and manage instance store-backed Linux AMls. To use the
tools, you must install them on your Linux instance. The AMI tools are available as both an RPM
and as a .zip file for Linux distributions that don't support RPM.

To set up the AMI tools using the RPM

1. Install Ruby using the package manager for your Linux distribution, such as yum. For example:
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[ec2-user ~]$ sudo yum install -y ruby

2. Download the RPM file using a tool such as wget or curl. For example:

[ec2-user ~]$ wget https://s3.amazonaws.com/ec2-downloads/ec2-ami-tools.noaxrch.xpm

3. Verify the RPM file's signature using the following command:

[ec2-user ~]$ rpm -K ec2-ami-tools.noarch.xpm

The command above should indicate that the file's SHA1 and MD5 hashes are OK. If the
command indicates that the hashes are NOT 0K, use the following command to view the file's
Header SHA1 and MD5 hashes:

[ec2-user ~]$ rpm -Kv ec2-ami-tools.noarch.xpm

Then, compare your file's Header SHA1 and MD5 hashes with the following verified AMI tools
hashes to confirm the file's authenticity:

o Header SHA1: a1f662d6f25f69871104e6a62187fa4df508f880
o MD5: 9faff05258064e2f7909b66142de6782

If your file's Header SHA1 and MD5 hashes match the verified AMI tools hashes, continue to
the next step.

4. Install the RPM using the following command:

[ec2-user ~]$ sudo yum install ec2-ami-tools.noarch.xpm

5. Verify your AMI tools installation using the ec2-ami-tools-version command.

[ec2-user ~]$ ec2-ami-tools-version
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® Note

If you receive a load error such as "cannot load such file -- ec2/amitools/version
(LoadError)", complete the next step to add the location of your AMI tools installation
to your RUBYLIB path.

6. (Optional) If you received an error in the previous step, add the location of your AMI tools
installation to your RUBYLIB path.

a. Run the following command to determine the paths to add.

[ec2-user ~]$ rpm -qil ec2-ami-tools | grep ec2/amitools/version
/usr/lib/ruby/site_ruby/ec2/amitools/version.zrb
/usr/1lib64/ruby/site_ruby/ec2/amitools/version.rb

In the above example, the missing file from the previous load error is located at /ust/
lib/ruby/site_ruby and /usr/1ib64/ruby/site_ruby.

b. Add the locations from the previous step to your RUBYLIB path.

[ec2-user ~]$ expoxrt RUBYLIB=$RUBYLIB:/usr/lib/ruby/site_xuby:/usx/1ib64/xuby/
site_ruby

c. Verify your AMI tools installation using the ec2-ami-tools-version command.

[ec2-user ~]$ ec2-ami-tools-version

To set up the AMI tools using the .zip file

1. Install Ruby and unzip using the package manager for your Linux distribution, such as apt-get.
For example:

[ec2-user ~]$ sudo apt-get update -y && sudo apt-get install -y ruby unzip

2. Download the .zip file using a tool such as wget or curl. For example:

[ec2-user ~]$ wget https://s3.amazonaws.com/ec2-downloads/ec2-ami-tools.zip

3. Unzip the files into a suitable installation directory, such as /usr/local/ec2.
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[ec2-user ~]$ sudo mkdir -p /usr/local/ec2
$ sudo unzip ec2-ami-tools.zip -d /usr/local/ec2

Notice that the .zip file contains a folder ec2-ami-tools-x.x.x, where x.x.x is the version
number of the tools (for example, ec2-ami-tools-1.5.7).

4. Setthe EC2_AMITOOL_HOME environment variable to the installation directory for the tools.
For example:

[ec2-user ~]$ expoxrt EC2_AMITOOL_HOME=/usr/local/ec2/ec2-ami-tools-x.x.x

5. Add the tools to your PATH environment variable. For example:

[ec2-user ~]$ expoxrt PATH=$EC2_AMITOOL_HOME/bin:$PATH

6. You can verify your AMI tools installation using the ec2-ami-tools-version command.

[ec2-user ~]$ ec2-ami-tools-version

Manage signing certificates

Certain commands in the AMI tools require a signing certificate (also known as X.509 certificate).
You must create the certificate and then upload it to AWS. For example, you can use a third-party
tool such as OpenSSL to create the certificate.

To create a signing certificate

1. Install and configure OpenSSL.

2. Create a private key using the openssl genrsa command and save the output to a . pem file.
We recommend that you create a 2048- or 4096-bit RSA key.

openssl genrsa 2048 > private-key.pem

3. Generate a certificate using the openssl req command.

openssl req -new -x509 -nodes -sha256 -days 365 -key private-key.pem -outform PEM -
out certificate.pem
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To upload the certificate to AWS, use the upload-signing-certificate command.

aws iam upload-signing-certificate --user-name user-name --certificate-body
file://path/to/certificate.pem

To list the certificates for a user, use the list-signing-certificates command:

aws iam list-signing-certificates --user-name user-name

To disable or re-enable a signing certificate for a user, use the update-signing-certificate command.
The following command disables the certificate:

aws iam update-signing-certificate --certificate-id OFHPLP4ZULTHYPMSYEX704BEXAMPLE --
status Inactive --user-name user-name

To delete a certificate, use the delete-signing-certificate command:

aws iam delete-signing-certificate --user-name user-name --certificate-
id OFHPLP4ZULTHYPMSYEX704BEXAMPLE

Amazon EC2 AMI tools reference

You can use the AMI tools commands to create and manage instance store-backed Linux AMils. To
set up the tools, see Set up the Amazon EC2 AMI tools.

For information about your access keys, see Managing access keys for IAM users in the IAM User
Guide.

Commands

+ ec2-ami-tools-version

ec2-bundle-image

e ec2-bundle-vol

e ec2-delete-bundle

e ec2-download-bundle

o ec2-migrate-manifest

e ec2-unbundle

» ec2-upload-bundle
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o Common options for AMI tools

ec2-ami-tools-version

Description

Describes the version of the AMI tools.
Syntax

ec2-ami-tools-version

Output

The version information.

Example

This example command displays the version information for the AMI tools that you're using.

[ec2-user ~]$ ec2-ami-tools-version
1.5.2 20071010

ec2-bundle-image
Description

Creates an instance store-backed Linux AMI from an operating system image created in a loopback
file.

Syntax

ec2-bundle-image -c path -k path -u account -i path [-d path] [--ec2cert
path] [-xr architecture] [--productcodes codel,code2,...] [-B mapping] [-p
prefix]

Options
-c, --cert path

The user's PEM encoded RSA public key certificate file.
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Required: Yes
-k, --privatekey path

The path to a PEM-encoded RSA key file. You'll need to specify this key to unbundle this bundle,
so keep it in a safe place. Note that the key doesn't have to be registered to your AWS account.

Required: Yes

-u, --user account
The user's AWS account ID, without dashes.

Required: Yes

-i, --image path
The path to the image to bundle.

Required: Yes

-d, --destination path
The directory in which to create the bundle.
Default: /tmp

Required: No
--ec2cert path

The path to the Amazon EC2 X.509 public key certificate used to encrypt the image manifest.

The us-gov-west-1and cn-north-1 Regions use a non-default public key certificate and
the path to that certificate must be specified with this option. The path to the certificate varies
based on the installation method of the AMI tools. For Amazon Linux, the certificates are
located at /opt/aws/amitools/ec2/etc/ec2/amitools/. If you installed the AMI tools
from the RPM or ZIP file in Set up the Amazon EC2 AMI tools, the certificates are located at
$EC2_AMITOOL_HOME/etc/ec2/amitools/.

Required: Only for the us-gov-west-1 and cn-north-1 Regions.

-r, --arch architecture

Image architecture. If you don't provide the architecture on the command line, you'll be
prompted for it when bundling starts.
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Valid values: 1386 | x86_64

Required: No

--productcodes codel,code2,...
Product codes to attach to the image at registration time, separated by commas.

Required: No
-B, --block-device-mapping mapping

Defines how block devices are exposed to an instance of this AMI if its instance type supports
the specified device.

Specify a comma-separated list of key-value pairs, where each key is a virtual name and each
value is the corresponding device name. Virtual names include the following:

« ami—The root file system device, as seen by the instance
« root—The root file system device, as seen by the kernel
» swap—The swap device, as seen by the instance

» ephemeralN—The Nth instance store volume

Required: No

-p, --prefix prefix
The filename prefix for bundled AMI files.

Default: The name of the image file. For example, if the image path is /var/spool/my-
image/version-2/debian.img, then the default prefix is debian. img.

Required: No

--kernel kernel_id

Deprecated. Use register-image to set the kernel.

Required: No

--ramdisk ramdisk_id

Deprecated. Use register-image to set the RAM disk if required.
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Required: No

Output

Status messages describing the stages and status of the bundling process.

Example

This example creates a bundled AMI from an operating system image that was created in a

loopback file.

[ec2-user ~]$ ec2-bundle-image -k pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -c cert-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -u 111122223333 -i image.img -d bundled/ -xr x86_64
Please specify a value for arch [i386]:

Bundling image file...
Splitting bundled/image.gz.crypt...

Created
Created
Created
Created
Created
Created
Created
Created
Created
Created
Created
Created
Created
Created
Created

image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.

part
part
part
part
part
part
part
part
part
part

part.
part.
part.
part.
part.

Generating digests
Digests generated.
Creating bundle manifest...
ec2-bundle-image complete.

ec2-bundle-vol

Description

Creates an instance store-backed Linux AMI by compressing, encrypting, and signing a copy of the

.00
.01
.02
.03
.04
.05
.06
.07
.08
.09

10
11
12
13
14
for each part...

root device volume for the instance.

Create an instance store-backed AMI

64



Amazon Elastic Compute Cloud User Guide

Amazon EC2 attempts to inherit product codes, kernel settings, RAM disk settings, and block device
mappings from the instance.

By default, the bundle process excludes files that might contain sensitive information. These files
include *.sw, *.swo, *.swp, *.pem, *.priv, *id_rsa*, *id_dsa* *.gpg, *.jks, */.ssh/
authorized_keys, and */.bash_history. To include all of these files, use the --no-filter
option. To include some of these files, use the --include option.

For more information, see Create an instance store-backed AMI.

Syntax

ec2-bundle-vol -c path -k path -u account [-d path] [--ec2cext path] [-

r architecture] [--productcodes codel,code2,...] [-B mapping] [--all] [-e
directoryl,directory2,...] [-i filel,file2,...] [--no-filtex] [-p prefix]
[-s size] [--[no-]inherit] [-v volume] [-P type] [-S script] [--fstab path]
[--generate-fstab] [--grub-config path]

Options
-c, --cert path
The user's PEM encoded RSA public key certificate file.

Required: Yes
-k, --privatekey path

The path to the user's PEM-encoded RSA key file.

Required: Yes

-u, --user account
The user's AWS account ID, without dashes.

Required: Yes

-d, --destination destination
The directory in which to create the bundle.

Default: /tmp
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Required: No
--ec2cert path

The path to the Amazon EC2 X.509 public key certificate used to encrypt the image manifest.

The us-gov-west-1 and cn-north-1 Regions use a non-default public key certificate and
the path to that certificate must be specified with this option. The path to the certificate varies
based on the installation method of the AMI tools. For Amazon Linux, the certificates are
located at /opt/aws/amitools/ec2/etc/ec2/amitools/. If you installed the AMI tools
from the RPM or ZIP file in Set up the Amazon EC2 AMI tools, the certificates are located at
$EC2_AMITOOL_HOME/etc/ec2/amitools/.

Required: Only for the us-gov-west-1 and cn-north-1 Regions.

-r, --arch architecture

The image architecture. If you don't provide this on the command line, you'll be prompted to
provide it when the bundling starts.

Valid values: 1386 | x86_64

Required: No

--productcodes codel,code2,...
Product codes to attach to the image at registration time, separated by commas.

Required: No
-B, --block-device-mapping mapping

Defines how block devices are exposed to an instance of this AMI if its instance type supports
the specified device.

Specify a comma-separated list of key-value pairs, where each key is a virtual name and each
value is the corresponding device name. Virtual names include the following:

« ami—The root file system device, as seen by the instance
« root—The root file system device, as seen by the kernel
« swap—The swap device, as seen by the instance

» ephemeralN—The Nth instance store volume
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Required: No
-a, --all

Bundle all directories, including those on remotely mounted file systems.

Required: No

-e, --exclude directoryl,directory2,...

A list of absolute directory paths and files to exclude from the bundle operation. This parameter
overrides the --all option. When exclude is specified, the directories and subdirectories listed
with the parameter will not be bundled with the volume.

Required: No
-i, --include filel,file2,...

A list of files to include in the bundle operation. The specified files would otherwise be excluded
from the AMI because they might contain sensitive information.

Required: No

--no-filter

If specified, we won't exclude files from the AMI because they might contain sensitive
information.

Required: No
-p, --prefix prefix

The file name prefix for bundled AMI files.
Default: image

Required: No

-s, --sizesize
The size, in MB (1024 * 1024 bytes), of the image file to create. The maximum size is 10240 MB.
Default: 10240

Required: No
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--[no-]J]inherit

Indicates whether the image should inherit the instance's metadata (the default is to inherit).
Bundling fails if you enable --inherit but the instance metadata is not accessible.

Required: No

-v, --volume volume
The absolute path to the mounted volume from which to create the bundle.
Default: The root directory (/)

Required: No
-P, --partition type

Indicates whether the disk image should use a partition table. If you don't specify a partition
table type, the default is the type used on the parent block device of the volume, if applicable,
otherwise the default is gpt.

Valid values: mbr | gpt | none

Required: No

-S, --script script

A customization script to be run right before bundling. The script must expect a single
argument, the mount point of the volume.

Required: No
--fstab path

The path to the fstab to bundle into the image. If this is not specified, Amazon EC2 bundles /
etc/fstab.

Required: No

--generate-fstab
Bundles the volume using an Amazon EC2-provided fstab.

Required: No
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de

--grub-config

The path to an alternate grub configuration file to bundle into the image. By default, ec2-
bundle-vol expects either /boot/grub/menu.lst or /boot/grub/grub.conf to exist on
the cloned image. This option allows you to specify a path to an alternative grub configuration
file, which will then be copied over the defaults (if present).

Required: No

--kernel kernel_id

Deprecated. Use register-image to set the kernel.

Required: No

--ramdiskramdisk_id

Deprecated. Use register-image to set the RAM disk if required.

Required: No

Output
Status messages describing the stages and status of the bundling.
Example

This example creates a bundled AMI by compressing, encrypting and signing a snapshot of the
local machine's root file system.

[ec2-user ~]$ ec2-bundle-vol -d /mnt -k pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -c
cert-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem -u 111122223333 -r x86_64
Copying / into the image file /mnt/image...
Excluding:
sys
dev/shm
proc
dev/pts
proc/sys/fs/binfmt_misc
dev
media
mnt
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proc
sys
tmp/image
mnt/img-mnt
1+Q records in
1+0 records out
mke2fs 1.38 (30-Jun-2005)
warning: 256 blocks unused.

Splitting /mnt/image.gz.crypt...
Created image.part.00
Created image.part.01
Created image.part.02
Created image.part.03

Created image.part.22

Created image.part.23

Generating digests for each part...
Digests generated.

Creating bundle manifest...
Bundle Volume complete.

ec2-delete-bundle
Description

Deletes the specified bundle from Amazon S3 storage. After you delete a bundle, you can't launch
instances from the corresponding AMI.

Syntax

ec2-delete-bundle -b bucket -a access_key_id -s secret_access_key [-t
token] [--url url] [--region region] [--sigv version] [-m path] [-p prefix]
[--cleax] [--retry] [-y]

Options
-b, --bucket bucket

The name of the Amazon S3 bucket containing the bundled AMI, followed by an optional '/'-
delimited path prefix

Required: Yes
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-a, --access-key access_key_id
The AWS access key ID.

Required: Yes

-s, --secret-key secret_access_key
The AWS secret access key.

Required: Yes

-t, --delegation-token token

The delegation token to pass along to the AWS request. For more information, see the Using
Temporary Security Credentials.

Required: Only when you are using temporary security credentials.

Default: The value of the AWS_DELEGATION_TOKEN environment variable (if set).

--regionregion
The Region to use in the request signature.
Default: us-east-1

Required: Required if using signature version 4

--sigvversion
The signature version to use when signing the request.
Valid values: 2 | 4
Default: 4

Required: No

-m, --manifestpath
The path to the manifest file.

Required: You must specify --prefix or --manifest.
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-p, --prefix prefix

The bundled AMI filename prefix. Provide the entire prefix. For example, if the prefix is
image.img, use -p image.img and not -p image.

Required: You must specify --prefix or --manifest.

--clear
Deletes the Amazon S3 bucket if it's empty after deleting the specified bundle.

Required: No

--retry
Automatically retries on all Amazon S3 errors, up to five times per operation.
Required: No

-y, --yes
Automatically assumes the answer to all prompts is yes.

Required: No

Output
Amazon EC2 displays status messages indicating the stages and status of the delete process.
Example

This example deletes a bundle from Amazon S3.

[ec2-user ~]$ ec2-delete-bundle -b amzn-s3-demo-bucket -a your_access_key_id -
S your_secret_access_key

Deleting files:

amzn-s3-demo-bucket/image.manifest.xml

amzn-s3-demo-bucket/image.part.00

amzn-s3-demo-bucket/image.part.0l

amzn-s3-demo-bucket/image.part.02

amzn-s3-demo-bucket/image.part.03

amzn-s3-demo-bucket/image.part.04

amzn-s3-demo-bucket/image.part.05
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amzn-s3-

demo-bucket/image.part.06

Continue? [y/n]

y
Deleted

Deleted
Deleted
Deleted
Deleted
Deleted
Deleted
Deleted

amzn-s3-demo-bucket/image.
.part
amzn-s3-demo-bucket/image.
amzn-s3-demo-bucket/image.
amzn-s3-demo-bucket/image.
amzn-s3-demo-bucket/image.
amzn-s3-demo-bucket/image.

amzn-s3-demo-bucket/image

amzn-s3-demo-bucket/image

ec2-delete-bundle complete.

ec2-download-bundle

Description

Downloads the specified instance store-backed Linux AMIs from Amazon S3 storage.

Syntax

manifest.xml
.00
.01
.02
.03
.04
.05
.06

part
part
part
part
part

.part

ec2-download-bundle -b bucket -a access_key_id -s secret_access_key -k path
[--url url] [--region region] [--sigv version] [-m file] [-p prefix] [-d
directory] [--retry]

Options

-b, --bucket bucket

The name of the Amazon S3 bucket where the bundle is located, followed by an optional '/'-
delimited path prefix.

Required: Yes

-a, --access-key access_key_id

The AWS access key ID.

Required: Yes

-s, --secret-key secret_access_key

The AWS secret access key.
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Required: Yes

-k, --privatekey path

The private key used to decrypt the manifest.

Required: Yes

--url url
The Amazon S3 service URL.
Default: https://s3.amazonaws.com/

Required: No

--region region
The Region to use in the request signature.

Default: us-east-1

Required: Required if using signature version 4

--sigv version

The signature version to use when signing the request.

Valid values: 2 | 4
Default: 4

Required: No

-m, --manifest file

The name of the manifest file (without the path). We recommend that you specify either the

manifest (-m) or a prefix (-p).

Required: No
-p, --prefix prefix

The filename prefix for the bundled AMI files.
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Default: image

Required: No

-d, --directory directory
The directory where the downloaded bundle is saved. The directory must exist.
Default: The current working directory.

Required: No

--retry
Automatically retries on all Amazon S3 errors, up to five times per operation.

Required: No

Output
Status messages indicating the various stages of the download process are displayed.
Example

This example creates the bundled directory (using the Linux mkdir command) and downloads the
bundle from the amzn-s3-demo-bucket Amazon S3 bucket.

[ec2-user ~]$ mkdir bundled

[ec2-user ~]$ ec2-download-bundle -b amzn-s3-demo-bucket/bundles/bundle_name
-m image.manifest.xml -a your access_key_id -s your_secret_access_key -k pk-

HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -d mybundle

Downloading manifest image.manifest.xml from amzn-s3-demo-bucket to mybundle/

image.manifest.xml ...

Downloading part image.part.00 from amzn-s3-demo-bucket/bundles/bundle_name to
mybundle/image.part.00 ...

Downloaded image.part.0@ from amzn-s3-demo-bucket

Downloading part image.part.@1 from amzn-s3-demo-bucket/bundles/bundle_name to
mybundle/image.part.0l ...

Downloaded image.part.@1 from amzn-s3-demo-bucket

Downloading part image.part.02 from amzn-s3-demo-bucket/bundles/bundle_name to
mybundle/image.part.02 ...

Downloaded image.part.02 from amzn-s3-demo-bucket

Downloading part image.part.03 from amzn-s3-demo-bucket/bundles/bundle_name to
mybundle/image.part.03 ...
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Downloaded image.part.@3 from amzn-s3-demo-bucket

Downloading part image.part.04 from amzn-s3-demo-bucket/bundles/bundle_name to
mybundle/image.part.04 ...

Downloaded image.part.@4 from amzn-s3-demo-bucket

Downloading part image.part.05 from amzn-s3-demo-bucket/bundles/bundle_name to
mybundle/image.part.05 ...

Downloaded image.part.@5 from amzn-s3-demo-bucket

Downloading part image.part.06 from amzn-s3-demo-bucket/bundles/bundle_name to
mybundle/image.part.06 ...

Downloaded image.part.06 from amzn-s3-demo-bucket

ec2-migrate-manifest
Description

Modifies an instance store-backed Linux AMI (for example, its certificate, kernel, and RAM disk) so
that it supports a different Region.

Syntax

ec2-migrate-manifest -c path -k path -m path {(-a access_key_id -
s secret_access_key --region region) | (--no-mapping)} [--ec2cert
ec2_cert_path] [--kexrnel kernel-id] [--ramdisk ramdisk_id]

Options
-c, --cert path
The user's PEM encoded RSA public key certificate file.

Required: Yes
-k, --privatekey path

The path to the user's PEM-encoded RSA key file.

Required: Yes

--manifest path
The path to the manifest file.

Required: Yes
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-a, --access-key access_key_id
The AWS access key ID.

Required: Required if using automatic mapping.

-s, --secret-key secret_access_key
The AWS secret access key.

Required: Required if using automatic mapping.

--region region
The Region to look up in the mapping file.

Required: Required if using automatic mapping.

--no-mapping
Disables automatic mapping of kernels and RAM disks.

During migration, Amazon EC2 replaces the kernel and RAM disk in the manifest file with a
kernel and RAM disk designed for the destination region. Unless the --no-mapping parameter
is given, ec2-migrate-bundle might use the DescribeRegions and DescribelImages
operations to perform automated mappings.

Required: Required if you're not providing the -a, -s, and --region options used for
automatic mapping.

--ec2cert path
The path to the Amazon EC2 X.509 public key certificate used to encrypt the image manifest.

The us-gov-west-1and cn-north-1 Regions use a non-default public key certificate and
the path to that certificate must be specified with this option. The path to the certificate
varies based on the installation method of the AMI tools. For Amazon Linux, the certificates
are located at /opt/aws/amitools/ec2/etc/ec2/amitools/. If you installed the AMI
tools from the ZIP file in Set up the Amazon EC2 AMI tools, the certificates are located at
$EC2_AMITOOL_HOME/etc/ec2/amitools/.

Required: Only for the us-gov-west-1 and cn-north-1 Regions.

--kernel kernel_id

The ID of the kernel to select.
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/A Important

We recommend that you use PV-GRUB instead of kernels and RAM disks. For more
information, see User provided kernels in the Amazon Linux 2 User Guide.

Required: No

--ramdisk ramdisk_id

The ID of the RAM disk to select.

/A Important

We recommend that you use PV-GRUB instead of kernels and RAM disks. For more
information, see User provided kernels in the Amazon Linux 2 User Guide.

Required: No

Output
Status messages describing the stages and status of the bundling process.
Example

This example copies the AMI specified in the my-ami.manifest.xml manifest from the US to the
EU.

[ec2-user ~]$ ec2-migrate-manifest --manifest my-ami.manifest.xml
--cert cexrt-HKZYKTAIG2ECMXYIBH3HXV4ZBZQ55CLO.pem --privatekey pk-
HKZYKTAIG2ECMXYIBH3HXV4ZBZQ55CLO.pem --region eu-west-1

Backing up manifest...
Successfully migrated my-ami.manifest.xml It is now suitable for use in eu-west-1.

ec2-unbundle
Description

Re-creates the bundle from an instance store-backed Linux AMI.
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Syntax

ec2-unbundle -k path -m path [-s source_directory] [-d
destination_directory]

Options
-k, --privatekey path
The path to your PEM-encoded RSA key file.

Required: Yes

-m, --manifest path
The path to the manifest file.

Required: Yes

-s, --source source_directory
The directory containing the bundle.
Default: The current directory.

Required: No

-d, --destination destination_directory
The directory in which to unbundle the AMI. The destination directory must exist.
Default: The current directory.

Required: No

Example

This Linux and UNIX example unbundles the AMI specified in the image.manifest.xml file.

[ec2-user ~]$ mkdir unbundled

$ ec2-unbundle -m mybundle/image.manifest.xml -k pk-
HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -s mybundle -d unbundled
$ 1s -1 unbundled
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total 1025008
-rw-r--r-- 1 root root 1048578048 Aug 25 23:46 image.img

Output

Status messages indicating the various stages of the unbundling process are displayed.
ec2-upload-bundle

Description

Uploads the bundle for an instance store-backed Linux AMI to Amazon S3 and sets the appropriate
access control lists (ACLs) on the uploaded objects. For more information, see Create an instance
store-backed AMI.

® Note

To upload objects to an S3 bucket for your instance store-backed Linux AMI, ACLs must

be enabled for the bucket. Otherwise, Amazon EC2 will not be able to set ACLs on the
objects to upload. If your destination bucket uses the bucket owner enforced setting for S3
Object Ownership, this won't work because ACLs are disabled. For more information, see
Controlling ownership of uploaded objects using S3 Object Ownership.

Syntax

ec2-upload-bundle -b bucket -a access_key_id -s secret_access_key [-t
token] -m path [--uxl url] [--region region] [--sigv version] [--acl acl]
[-d directory] [--part part] [--retry] [--skipmanifest]

Options
-b, --bucket bucket

The name of the Amazon S3 bucket in which to store the bundle, followed by an optional '/'-
delimited path prefix. If the bucket doesn't exist, it's created if the bucket name is available.
Additionally, if the bucket doesn't exist and the AMI tools version is 1.5.18 or later, this
command sets the ACLs for the bucket.

Required: Yes
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-a, --access-key access_key_id
Your AWS access key ID.

Required: Yes

-s, --secret-key secret_access_key
Your AWS secret access key.

Required: Yes

-t, --delegation-token token

The delegation token to pass along to the AWS request. For more information, see the Using
Temporary Security Credentials.

Required: Only when you are using temporary security credentials.

Default: The value of the AWS_DELEGATION_TOKEN environment variable (if set).

-m, --manifest path

The path to the manifest file. The manifest file is created during the bundling process and can
be found in the directory containing the bundle.

Required: Yes

--uxl url

Deprecated. Use the --region option instead unless your bucket is constrained to the EU
location (and not eu-west-1). The --location flag is the only way to target that specific
location restraint.

The Amazon S3 endpoint service URL.
Default: https://s3.amazonaws.com/

Required: No

--region region

The Region to use in the request signature for the destination S3 bucket.

o If the bucket doesn't exist and you don't specify a Region, the tool creates the bucket without
a location constraint (in us-east-1).
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« If the bucket doesn't exist and you specify a Region, the tool creates the bucket in the
specified Region.

« If the bucket exists and you don't specify a Region, the tool uses the bucket's location.

« If the bucket exists and you specify us-east-1 as the Region, the tool uses the bucket's
actual location without any error message, any existing matching files are over-written.

« If the bucket exists and you specify a Region (other than us-east-1) that doesn't match the
bucket's actual location, the tool exits with an error.

If your bucket is constrained to the EU location (and not eu-west-1), use the --1location flag
instead. The --location flag is the only way to target that specific location restraint.

Default: us-east-1

Required: Required if using signature version 4

--sigv version
The signature version to use when signing the request.
Valid values: 2 | &4
Default: 4

Required: No

--acl acl
The access control list policy of the bundled image.
Valid values: public-read | aws-exec-read
Default: aws-exec-read

Required: No

-d, --directory directory
The directory containing the bundled AMI parts.
Default: The directory containing the manifest file (see the -m option).

Required: No
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--part part
Starts uploading the specified part and all subsequent parts. For example, --part 04.

Required: No

--retry
Automatically retries on all Amazon S3 errors, up to five times per operation.

Required: No

--skipmanifest
Does not upload the manifest.

Required: No

--location location

Deprecated. Use the --region option instead, unless your bucket is constrained to the EU
location (and not eu-west-1). The --location flag is the only way to target that specific
location restraint.

The location constraint of the destination Amazon S3 bucket. If the bucket exists and you
specify a location that doesn't match the bucket's actual location, the tool exits with an error.

If the bucket exists and you don't specify a location, the tool uses the bucket's location. If the
bucket doesn't exist and you specify a location, the tool creates the bucket in the specified
location. If the bucket doesn't exist and you don't specify a location, the tool creates the bucket
without a location constraint (in us-east-1).

Default: If --region is specified, the location is set to that specified Region. If --region is not
specified, the location defaults to us-east-1.

Required: No

Output
Amazon EC2 displays status messages that indicate the stages and status of the upload process.
Example

This example uploads the bundle specified by the image.manifest.xml manifest.

Create an instance store-backed AMI 83



Amazon Elastic Compute Cloud

User Guide

[ec2-user ~]$ ec2-upload-bundle -b amzn-s3-demo-bucket/bundles/bundle_name -m
image.manifest.xml -a your_access_key_id -s your_secret_access_key

Creating bucket...

Uploading bundled image parts to the S3 bucket amzn-s3-demo-bucket ...
.00
.01
.02

Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded
Uploaded

image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.
image.

part
part
part

part.
.04
.05
.06
.07
.08

part
part
part
part
part

part.
part.
part.
part.
part.
part.

03

09
10
11
12
13
14

Uploading manifest ...
Uploaded manifest.

Bundle upload completed.

Common options for AMI tools

Most of the AMI tools accept the following optional parameters.

--help,

Displays the help message.

-h

--version

Displays the version and copyright notice.

--manual

Displays the manual entry.

--batch

Runs in batch mode, suppressing interactive prompts.

--debug

Displays information that can be useful when troubleshooting problems.
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Convert your instance store-backed AMI to an EBS-backed AMI

You can convert an instance store-backed Linux AMI that you own to an Amazon EBS-backed Linux

AMI.

/A Important

You can't convert an AMI that you don't own.

To convert an instance store-backed AMI to an Amazon EBS-backed AMI

1. Launch an Amazon Linux instance from an Amazon EBS-backed AMI. For more information,
see Launch an EC2 instance using the launch instance wizard in the console. Amazon Linux
instances have the AWS CLI and AMI tools pre-installed.

2. Upload the X.509 private key that you used to bundle your instance store-backed AMI to your
instance. We use this key to ensure that only you and Amazon EC2 can access your AMI.

a. Create a temporary directory on your instance for your X.509 private key as follows:

[ec2-user ~]$ mkdir /tmp/cexrt

b. Copy your X.509 private key from your computer to the /tmp/cert directory on your
instance, using a secure copy tool such as scp. The my-private-key parameter in the
following command is the private key you use to connect to your instance with SSH. For
example:

you@your_computer:~ $ scp -i my-private-key.pem /
path/to/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem ec2-
user@ec2-203-0-113-25.compute-1.amazonaws.com:/tmp/cext/
pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE .pem 100% 717 0.7KB/s 00:00

3. Configure your environment variables to use the AWS CLI. For more information, see
Environment variables.

a. (Recommended) Set environment variables for your AWS access key, secret key, and
session token.

[ec2-user ~]$ expoxrt AWS_ACCESS_KEY_ID=your access_key_id
[ec2-user ~]$ expoxrt AWS_SECRET_ACCESS_KEY=your_secret_access_key
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[ec2-user ~]$ expoxrt AWS_SESSION_TOKEN=your session_token

b. Set environment variables for your AWS access key, and secret key.

[ec2-user ~]$ expoxrt AWS_ACCESS_KEY_ID=your access_key_id
[ec2-user ~]$ expoxrt AWS_SECRET_ACCESS_KEY=your_secret_access_key

4. Prepare an Amazon Elastic Block Store (Amazon EBS) volume for your new AMI.

a. Create an empty EBS volume in the same Availability Zone as your instance using the
create-volume command. Note the volume ID in the command output.

/A Important

This EBS volume must be the same size or larger than the original instance store
root volume.

[ec2-user ~]$ aws ec2 create-volume --size 10 --region us-west-2 --
availability-zone us-west-2b

b. Attach the volume to your Amazon EBS-backed instance using the attach-volume
command.

[ec2-user ~]$ aws ec2 attach-volume --volume-id volume_id --instance-
id instance_id --device /dev/sdb --region us-west-2

5. Create a folder for your bundle.

[ec2-user ~]1$ mkdir /tmp/bundle

6. Download the bundle for your instance store-based AMI to /tmp/bundle using the ec2-
download-bundle command.

[ec2-user ~]% ec2-download-bundle -b amzn-s3-demo-bucket/bundle_folder/bundle_name
-m image.manifest.xml -a $AWS_ACCESS_KEY_ID -s $AWS_SECRET_ACCESS_KEY --
privatekey /path/to/pk-HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE.pem -d /tmp/bundle

7. Reconstitute the image file from the bundle using the ec2-unbundle command.

a. Change directories to the bundle folder.
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[ec2-user ~]$ cd /tmp/bundle/

b. Run the ec2-unbundle command.

[ec2-user bundle]$ ec2-unbundle -m image.manifest.xml --privatekey /path/to/pk-

HKZYKTAIG2ECMXYIBH3HXV4ZBEXAMPLE . pem

8. Copy the files from the unbundled image to the new EBS volume.

[ec2-user bundlel]$ sudo dd if=/tmp/bundle/image of=/dev/sdb bs=1M

9. Probe the volume for any new partitions that were unbundled.

[ec2-user bundlel]$ sudo partprobe /dev/sdbl

10. List the block devices to find the device name to mount.

[ec2-user bundle]$ 1sblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
/dev/sda 202:0 0 8G 0 disk

##/dev/sdal 202:1 0 8G 0 part /

/dev/sdb 202:80 0 10G 0 disk

##/dev/sdbl 202:81 @ 10G 0 part

In this example, the partition to mount is /dev/sdb1l, but your device name will likely be

different. If your volume is not partitioned, then the device to mount will be similar to /dev/

sdb (without a device partition trailing digit).

11. Create a mount point for the new EBS volume and mount the volume.

[ec2-user bundle]$ sudo mkdir /mnt/ebs
[ec2-user bundle]$ sudo mount /dev/sdbl /mnt/ebs

12. Open the /etc/fstab file on the EBS volume with your favorite text editor (such as vim
or nano) and remove any entries for instance store (ephemeral) volumes. Because the EBS
volume is mounted on /mnt/ebs, the fstab file is located at /mnt/ebs/etc/fstab.

[ec2-user bundle]$ sudo nano /mnt/ebs/etc/fstab

#
LABEL=/ / exts4 defaults,noatime 1 1
tmpfs /dev/shm tmpfs defaults 0 0
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devpts /dev/pts devpts gid=5,mode=620 0 0

sysfs /sys sysfs defaults 0 0

proc /proc proc defaults 0 0

/dev/sdb /media/ephemeral® auto defaults, comment=cloudconfig 0
2

In this example, the last line should be removed.

13. Unmount the volume and detach it from the instance.

[ec2-user bundle]$ sudo umount /mnt/ebs
[ec2-user bundle]$ aws ec2 detach-volume --volume-id volume_id --region us-west-2

14. Create an AMI from the new EBS volume as follows.

a. Create a snapshot of the new EBS volume.

[ec2-user bundle]$ aws ec2 create-snapshot --region us-west-2 --description
"your_snapshot_description" --volume-id volume_id

b. Check to see that your snapshot is complete.

[ec2-user bundle]$ aws ec2 describe-snapshots --region us-west-2 --snapshot-
id snapshot_id

c. ldentify the processor architecture, virtualization type, and the kernel image (aki) used on
the original AMI with the describe-images command. You need the AMI ID of the original
instance store-backed AMI for this step.

[ec2-user bundle]$ aws ec2 describe-images --region us-west-2 --image-id ami-id
--output text

IMAGES x86_64 amazon/amzn-ami-pv-2013.09.2.x86_64-s3 ami-8ef297be amazon
available public machine aki-fc8fllcc instance-store paravirtual xen

In this example, the architecture is x86_64 and the kernel image ID is aki-fc8fllcc.
Use these values in the following step. If the output of the above command also lists an
ari ID, take note of that as well.

d. Register your new AMI with the snapshot ID of your new EBS volume and the values from
the previous step. If the previous command output listed an ari ID, include that in the
following command with --ramdisk-id ari_id.
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[ec2-user bundlel]$ aws ec2 register-image --region us-west-2 --

name your_new_ami_name --block-device-mappings DeviceName=device-

name ,Ebs={SnapshotId=snapshot_id} --virtualization-type paravirtual --
architecture x86_64 --kernel-id aki-fc8fllcc --root-device-name device-name

15. (Optional) After you have tested that you can launch an instance from your new AMI, you can
delete the EBS volume that you created for this procedure.

aws ec2 delete-volume --volume-id volume_id

Create an Amazon EC2 AMI using Windows Sysprep

The Microsoft System Preparation (Windows Sysprep) tool creates a generalized version of the
operating system, with instance-specific system configuration removed before it captures a new
image.

We recommend that you use EC2 Image Builder to automate the creation, management, and
deployment of customized, secure, and up-to-date "golden" server images that are pre-installed
and preconfigured with software and settings.

You can also use Windows Sysprep to create a standardized AMI using the Windows launch agents.
For more information, see the section called “Use Windows Sysprep with a launch agent”.

/A Important

Do not use Windows Sysprep to create an instance backup. Windows Sysprep removes
system-specific information; removing this information might have unintended
consequences for an instance backup.

To troubleshoot Windows Sysprep, see Troubleshoot Sysprep issues with Amazon EC2 Windows

instances.

Contents

« Windows Sysprep phases

» Before you begin

» Use Windows Sysprep with a launch agent
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Windows Sysprep phases

Windows Sysprep runs through the following phases:

» Generalize: The Sysprep tool removes image-specific information and configurations. For
example, Windows Sysprep removes the security identifier (SID), the computer name, the event
logs, and specific drivers, to name a few. After this phase is completed, the operating system
(OS) is ready to create an AMI.

(® Note

When you run Windows Sysprep with the Windows launch agents, the system prevents
drivers from being removed because PersistAllDeviceInstalls is set to true by
default.

» Specialize: Plug and Play scans the computer and installs drivers for any detected devices. The
Sysprep tool generates OS requirements, like the computer name and SID. Optionally, you can
run commands in this phase.

« Out-of-Box Experience (OOBE): The system runs an abbreviated version of Windows Setup and
asks you to enter information such as system language, time zone, and registered organization.
When you run Windows Sysprep with Windows launch agents, the answer file automates this
phase.

Before you begin

» Before performing Windows Sysprep, we recommend that you remove all local user accounts
and all account profiles other than a single administrator account under which Windows Sysprep
will be run. If you perform Windows Sysprep with additional accounts and profiles, unexpected
behavior could result, including loss of profile data or failure to complete Windows Sysprep.

« Learn more about Sysprep Overview.

» Learn which Sysprep Support for Server Roles.

Use Windows Sysprep with a launch agent

You can use Windows Sysprep to create a standardized Amazon Machine Image (AMI) when you
start with an AMI that has one of the Windows launch agents installed.
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Use Windows Sysprep with EC2Launch v2

This section contains details about the tasks performed by the EC2Launch v2 service as the image
is prepared. It also includes the steps to create a standardized AMI using Windows Sysprep with the
EC2Launch v2 service.

Windows Sysprep with EC2Launch v2 topics

« Windows Sysprep actions

» Post Sysprep
e Run Windows Sysprep with EC2Launch v2

Windows Sysprep actions

Windows Sysprep and EC2Launch v2 perform the following actions when preparing an image.

1. When you choose Shutdown with Sysprep in the EC2Launch settings dialog box, the system
runs the ec2launch sysprep command.

2. EC2Launch v2 edits the content of the unattend. xml file by reading the registry value at
HKEY_USERS\.DEFAULT\Control Panel\International\LocaleName. This file is located
in the following directory: C:\ProgramData\Amazon\EC2Launch\sysprep.

3. The system run the BeforeSysprep.cmd. This command creates a registry key as follows:

reg add "HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Terminal Server" /v
fDenyTSConnections /t REG_DWORD /d 1 /f

The registry key disables RDP connections until they are re-enabled. Disabling RDP connections
is @ necessary security measure because, during the first boot session after Windows Sysprep
has run, there is a short period of time where RDP allows connections and the Administrator
password is blank.

4. The EC2Launch v2 service calls Windows Sysprep by running the following command:

sysprep.exe /oobe /generalize /shutdown /unattend: "C:\ProgramData\Amazon\EC2Launch
\sysprep\unattend.xml"
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Generalize phase

« EC2Launch v2 removes image-specific information and configurations, such as the computer
name and the SID. If the instance is a member of a domain, it is removed from the domain. The
unattend.xml answer file includes the following settings that affect this phase:

 PersistAllDevicelnstalls: This setting prevents Windows Setup from removing and
reconfiguring devices, which speeds up the image preparation process because Amazon AMIs
require certain drivers to run and re-detection of those drivers would take time.

« DoNotCleanUpNonPresentDevices: This setting retains Plug and Play information for devices
that are not currently present.

« Windows Sysprep shuts down the OS as it prepares to create the AMI. The system either launches
a new instance or starts the original instance.

Specialize phase

The system generates OS-specific requirements, such as a computer name and an SID. The
system also performs the following actions based on configurations that you specify in the
unattend.xml answer file.

» CopyProfile: Windows Sysprep can be configured to delete all user profiles, including the built-
in Administrator profile. This setting retains the built-in Administrator account so that any
customizations you make to that account are carried over to the new image. The default value is
True.

CopyProfile replaces the default profile with the existing local administrator profile. All accounts
that you log in to after running Windows Sysprep receive a copy of that profile and its contents
at first login.

If you don't have specific user-profile customizations that you want to carry over to the new
image, then change this setting to False. Windows Sysprep will remove all user profiles (this
saves time and disk space).

« TimeZone: The time zone is set to Coordinate Universal Time (UTC) by default.

» Synchronous command with order 1: The system runs the following command, which enables
the administrator account and specifies the password requirement:

net user Administrator /ACTIVE:YES /LOGONPASSWORDCHG:NO /EXPIRES:NEVER /
PASSWORDREQ:YES
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» Synchronous command with order 2: The system scrambles the administrator password. This
security measure is designed to prevent the instance from being accessible after Windows
Sysprep completes if you did not configure the setAdminAccount task.

The system runs the following command from your local launch agent directory (C:\Program
Files\Amazon\EC2Launch\).

EC2Launch.exe internal randomize-password --username Administrator

» To enable remote desktop connections, the system sets the Terminal Server
fDenyTSConnections registry key to false.

OOBE phase

1. The system specifies the following configurations using the EC2Launch v2 answer file:

<InputLocale>en-US</InputlLocale>

« <SystemlLocale>en-US</SystemLocale>

e <UILanguage>en-US</UILanguage>

» <UserlLocale>en-US</UserLocale>

« <HideEULAPage>true</HideEULAPage>

e <HideWirelessSetupInOOBE>true</HideWirelessSetupInOOBE>

e <ProtectYourPC>3</ProtectYourPC>

e <BluetoothTaskbarIconEnabled>false</BluetoothTaskbarIconEnabled>
e <TimeZone>UTC</TimeZone>

« <RegisteredOrganization>Amazon.com</RegisteredOrganization>

» <RegisteredOwner>EC2</RegisteredOwner>

(® Note

During the generalize and specialize phases, EC2Launch v2 monitors the status of the
OS. If EC2Launch v2 detects that the OS is in a Sysprep phase, then it publishes the
following message to the system log:

Windows is being configured. SysprepState=IMAGE_STATE_UNDEPLOYABLE

2. The system runs EC2Launch v2.
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Post Sysprep

After Windows Sysprep completes, EC2Launch v2 sends the following message to the console
output:

Windows sysprep configuration complete.

EC2Launch v2 then performs the following actions:

1. Reads the content of the agent-config.yml file and runs configured tasks.
2. Executes all tasks in the preReady stage.
3. After it is finished, sends aWindows is ready message to the instance system logs.

4. Executes all tasks in the PostReady stage.

For more information about EC2Launch v2 , see Use the EC2Launch v2 agent to perform tasks

during EC2 Windows instance launch.

Run Windows Sysprep with EC2Launch v2

Use the following procedure to create a standardized AMI using Windows Sysprep with EC2Launch
V2.

1. In the Amazon EC2 console, locate an AMI that you want to duplicate.

. Launch and connect to your Windows instance.

. Customize it.

A W N

. From the Windows Start menu, search for and choose Amazon EC2Launch settings. For more
information about the options and settings in the Amazon EC2Launch settings dialog box, see
Configure EC2Launch v2 settings for Windows instances.

5. Select Shutdown with Sysprep or Shutdown without Sysprep.

When you are asked to confirm that you want to run Windows Sysprep and shut down the instance,
click Yes. EC2Launch v2 runs Windows Sysprep. Next, you are logged off the instance, and the
instance shuts down. If you check the Instances page in the Amazon EC2 console, the instance
state changes from Running to Stopping to Stopped. At this point, it's safe to create an AMI
from this instance.
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You can manually invoke the Windows Sysprep tool from the command line using the following
command:

"sprogramfiles%\amazon\ec2launch\ec2launch.exe" sysprep --shutdown=true

Use Windows Sysprep with EC2Launch

EC2Launch offers a default answer file and batch files for Windows Sysprep that automate and
secure the image-preparation process on your AMI. Modifying these files is optional. These files are
located in the following directory by default: C:\ProgramData\Amazon\EC2-Windows\Launch

\Sysprep.

/A Important

Do not use Windows Sysprep to create an instance backup. Windows Sysprep removes
system-specific information. If you remove this information there might be unintended
consequences for an instance backup.

Windows Sysprep with EC2Launch topics
o EC2Launch answer and batch files for Windows Sysprep

e Run Windows Sysprep with EC2Launch

» Update metadata/KMS routes for Server 2016 and later when launching a custom AMI

EC2Launch answer and batch files for Windows Sysprep
The EC2Launch answer file and batch files for Windows Sysprep include the following:
Unattend.xml

This is the default answer file. If you run SysprepInstance.psl or choose
ShutdownWithSysprep in the user interface, the system reads the setting from this file.

BeforeSysprep.cmd

Customize this batch file to run commands before EC2Launch runs Windows Sysprep.

SysprepSpecialize.cmd

Customize this batch file to run commands during the Windows Sysprep specialize phase.
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Run Windows Sysprep with EC2Launch

On the full installation of Windows Server 2016 and later (with a desktop experience), you can run
Windows Sysprep with EC2Launch manually or by using the EC2 Launch Settings application.

To run Windows Sysprep using the EC2Launch Settings application

1. Inthe Amazon EC2 console, locate or create a Windows Server 2016 or later AMI.
2. Launch a Windows instance from the AMI.

3. Connect to your Windows instance and customize it.

4

Search for and run the EC2LaunchSettings application. It is located in the following directory
by default: C:\ProgramData\Amazon\EC2-Windows\Launch\Settings.
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B Ec2 Launch Settings
General |

Set Computer Name

[] Set the computer name of the instance ip-<hex internal IP>.

Disable this feature to persist your own computer name setting.
Set Wallpaper
[f] Overlay instance information on the current wallpaper.
Extend Boot Volume
Extend OS partition to consume free space for boot volume.
Add DNS Suffix List

Add DN5 suffix list to allow DN5 resolution of servers running
in EC2 without providing the fully qualified domain name.
Handle User Data

Execute user data provided at instance launch,

Mote: This will be re-enabled when running shutdown with
sysprep below.

Administrator Password

| Ramdom (Retrieve from console)

'S

| Specify (Temporarily store in config file)

! Do Nothing (Customize Unattend.xml for sysprep)

These changes will take effect on next boot if Ec2Launch script is
scheduled. By default, it is scheduled by shutdown options below,

Sysprep

Sysprep is a Microsoft tool that prepares an image for multiple
launches.

Ec2Launch Script Location: F

CAProgramData\Amazon\ECZ-Windows\Launch\Scripts\Initializelnsta

[] Run EC2Launch on every boot (instead of just the next boot).

Shutdown without Sysprep Shutdown with Sysprep
Ok Cancel Apply
5. Select or clear options as needed. These settings are stored in the LaunchConfig. json file.
6.

For Administrator Password, do one of the following:
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7.

o Choose Random. EC2Launch generates a password and encrypts it using the user's key. The
system disables this setting after the instance is launched so that this password persists if
the instance is rebooted or stopped and started.

» Choose Specify and type a password that meets the system requirements. The password is
stored in LaunchConfig. json as clear text and is deleted after Windows Sysprep sets the
administrator password. If you shut down now, the password is set immediately. EC2Launch
encrypts the password using the user's key.

» Choose DoNothing and specify a password in the unattend. xml file. If you don't specify a
password in unattend. xml, the administrator account is disabled.

Choose Shutdown with Sysprep.

To manually run Windows Sysprep using EC2Launch

1.

In the Amazon EC2 console locate or create a Windows Server 2016 or later Datacenter edition
AMI that you want to duplicate.

Launch and connect to your Windows instance.
Customize the instance.

Specify settings in the LaunchConfig. json file. This file is located in the C:\ProgramData
\Amazon\EC2-Windows\Launch\Config directory by default.

For adminPasswordType, specify one of the following values:

Random

EC2Launch generates a password and encrypts it using the user's key. The system disables
this setting after the instance is launched so that this password persists if the instance is
rebooted or stopped and started.

Specify

EC2Launch uses the password you specify in adminPasswozrd. If the password does not
meet the system requirements, EC2Lauch generates a random password instead. The
password is stored in LaunchConfig. json as clear text and is deleted after Windows
Sysprep sets the administrator password. EC2Launch encrypts the password using the
user's key.
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DoNothing

EC2Launch uses the password you specify in the unattend. xml file. If you don't specify a
password in unattend. xml, the administrator account is disabled.

5. (Optional) Specify settings in unattend. xml and other configuration files. If plan to attend
to the installation, then you don't need to make changes in these files. The files are located
in the following directory by default: C:\ProgramData\Amazon\EC2-Windows\Launch
\Sysprep.

6. In Windows PowerShell, run . /InitializeInstance.psl -Schedule. The scriptis located
in the following directory, by default: C:\ProgramData\Amazon\EC2-Windows\Launch
\Scripts. This script schedules the instance to initialize during the next boot. You must run
this script before you run the SysprepInstance.psl scriptin the next step.

7. In Windows PowerShell, run . /SysprepInstance.psl. The scriptis located in the following
directory by default: C:\ProgramData\Amazon\EC2-Windows\Launch\Scripts.

You are logged off the instance and the instance shuts down. If you check the Instances page in
the Amazon EC2 console, the instance state changes from Running to Stopping, and then to
Stopped. At this point, it is safe to create an AMI from this instance.

Update metadata/KMS routes for Server 2016 and later when launching a custom AMI

To update metadata/KMS routes for Server 2016 and later when launching a custom AMI, do one
of the following:

« Run the EC2LaunchSettings GUI (C:\ProgramData\Amazon\EC2-Windows\Launch\Settings
\Ec2LaunchSettings.exe) and select the option to shut down with Windows Sysprep.

e Run EC2LaunchSettings and shut down without Windows Sysprep before creating the AMI. This
sets the EC2 Launch Initialize tasks to run at the next boot, which will set routes based on the
subnet for the instance.

« Manually reschedule EC2 Launch initialize tasks before creating an AMI from PowerShell.

/A Important

Take note of the default password reset behavior before rescheduling tasks.

« To update the routes on a running instance that is experiencing Windows activation or
communication with instance metadata failures, see "Unable to activate Windows".
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Use Windows Sysprep with EC2Config

This section contains details about the tasks performed by the EC2Config service as the image is
prepared. It also includes the steps to create a standardized AMI using Windows Sysprep with the
EC2Config service.

Windows Sysprep with EC2Config topics

« Windows Sysprep actions

» Post Sysprep
« Run Windows Sysprep with the EC2Config service

Windows Sysprep actions

Windows Sysprep and the EC2Config service perform the following actions when preparing an
image.

1. When you choose Shutdown with Sysprep in the EC2 Service Properties dialog box, the system
runs the ec2config.exe -sysprep command.

2. The EC2Config service reads the content of the BundleConfig. xml file. This file is located
in the following directory, by default: C:\Program Files\Amazon\Ec2ConfigService
\Settings.

The BundleConfig. xml file includes the following settings. You can change these settings:

« AutoSysprep: Indicates whether to use Windows Sysprep automatically. You do not need to
change this value if you are running Windows Sysprep from the EC2 Service Properties dialog
box. The default value is No.

» SetRDPCertificate: Sets a self-signed certificate for the Remote Desktop server. This enables
you to securely use the Remote Desktop Protocol (RDP) to connect to the instance. Change the
value to Yes if new instances should use a certificate. This setting is not used with Windows
Server 2012 instances because these operating systems can generate their own certificates.
The default value is No.

» SetPasswordAfterSysprep: Sets a random password on a newly launched instance, encrypts
it with the user launch key, and outputs the encrypted password to the console. Change the
value to No if new instances should not be set to a random encrypted password. The default
value is Yes.

Create an AMI using Windows Sysprep 100



Amazon Elastic Compute Cloud User Guide

o PreSysprepRunCmd: The location of the command to run. The command is located in
the following directory, by default: C:\Program Files\Amazon\Ec2ConfigService
\Scripts\BeforeSysprep.cmd

3. The system runs BeforeSysprep.cmd. This command creates a registry key as follows:

reg add "HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Terminal Server" /v
fDenyTSConnections /t REG_DWORD /d 1 /f

The registry key disables RDP connections until they are re-enabled. Disabling RDP connections
is @ necessary security measure because, during the first boot session after Windows Sysprep
has run, there is a short period of time where RDP allows connections and the Administrator
password is blank.

4. The EC2Config service calls Windows Sysprep by running the following command:

sysprep.exe /unattend: "C:\Program Files\Amazon\Ec2ConfigService\sysprep2008.xml" /
oobe /generalize /shutdown

Generalize phase

« The tool removes image-specific information and configurations such as the computer name
and the SID. If the instance is a member of a domain, it is removed from the domain. The
sysprep2008.xml answer file includes the following settings that affect this phase:

« PersistAllDevicelnstalls: This setting prevents Windows Setup from removing and
reconfiguring devices, which speeds up the image preparation process because Amazon AMIs
require certain drivers to run and re-detection of those drivers would take time.

« DoNotCleanUpNonPresentDevices: This setting retains Plug and Play information for devices
that are not currently present.

« Windows Sysprep shuts down the OS as it prepares to create the AMI. The system either launches
a new instance or starts the original instance.

Specialize phase

The system generates OS specific requirements such as a computer name and a SID. The
system also performs the following actions based on configurations that you specify in the
sysprep2008.xml answer file.
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» CopyProfile: Windows Sysprep can be configured to delete all user profiles, including the built-
in Administrator profile. This setting retains the built-in Administrator account so that any
customizations you made to that account are carried over to the new image. The default value is
True.

CopyProfile replaces the default profile with the existing local administrator profile. All accounts
logged into after running Windows Sysprep will receive a copy of that profile and its contents at
first login.

If you don't have specific user-profile customizations that you want to carry over to the new
image then change this setting to False. Windows Sysprep will remove all user profiles; this saves
time and disk space.

« TimeZone: The time zone is set to Coordinate Universal Time (UTC) by default.

« Synchronous command with order 1: The system runs the following command that enables the
administrator account and specifies the password requirement.
net user Administrator /ACTIVE:YES /LOGONPASSWORDCHG:NO /EXPIRES:NEVER /
PASSWORDREQ:YES

» Synchronous command with order 2: The system scrambles the administrator password. This
security measure is designed to prevent the instance from being accessible after Windows
Sysprep completes if you did not enable the ec2setpassword setting.

C:\Program Files\Amazon\Ec2ConfigService\ScramblePassword.exe" -u Administrator

» Synchronous command with order 3: The system runs the following command:
C:\Program Files\Amazon\Ec2ConfigService\Scripts\SysprepSpecializePhase.cmd
This command adds the following registry key, which re-enables RDP:

reg add "HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Control\Terminal Server" /v
fDenyTSConnections /t REG_DWORD /d 0 /f

OOBE phase

1. Using the EC2Config service answer file, the system specifies the following configurations:
o <InputLocale>en-US</InputLocale>

o <SystemLocale>en-US</SystemLocale>
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<UlLanguage>en-US</UlLanguage>
<UserLocale>en-US</UserLocale>
<HideEULAPage>true</HideEULAPage>
<HideWirelessSetuplnOOBE>true</HideWirelessSetupInOOBE>
<NetworkLocation>Other</NetworkLocation>
<ProtectYourPC>3</ProtectYourPC>
<BluetoothTaskbarlconEnabled>false</BluetoothTaskbarlconEnabled>
<TimeZone>UTC</TimeZone>
<RegisteredOrganization>Amazon.com</RegisteredOrganization>

<RegisteredOwner>Amazon</RegisteredOwner>

® Note

During the generalize and specialize phases the EC2Config service monitors the status
of the OS. If EC2Config detects that the OS is in a Sysprep phase, then it publishes the
following message to the system log:

EC2ConfigMonitorState: 0 Windows is being configured.
SysprepState=IMAGE_STATE_UNDEPLOYABLE

2. After the OOBE phase completes, the system runs SetupComplete.cmd from the following
location: C:\Windows\Setup\Scripts\SetupComplete.cmd. In Amazon public AMIs before

April 2015 this file was empty and ran nothing on the image. In public AMIs dated after April

2015, the file includes the following value: call "C:\Program Files\Amazon\Ec2ConfigService
\Scripts\PostSysprep.cmd".

3. The system runs PostSysprep.cmd, which performs the following operations:

Sets the local Administrator password to not expire. If the password expired, Administrators
might not be able to log on.

Sets the MSSQLServer machine name (if installed) so that the name will be in sync with the
AMI.

Post Sysprep

After Windows Sysprep completes, the EC2Config services sends the following message to the
console output:
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Windows sysprep configuration complete.
Message: Sysprep Start
Message: Sysprep End

EC2Config then performs the following actions:

1. Reads the content of the config.xml file and lists all enabled plug-ins.
2. Executes all “Before Windows is ready” plug-ins at the same time.

« Ec2SetPassword

o Ec2SetComputerName

« Ec2InitializeDrives

» Ec2EventlLog

» Ec2ConfigureRDP

o Ec20utputRDPCert

» Ec2SetDriveletter

« Ec2WindowsActivate

« Ec2DynamicBootVolumeSize
3. After it is finished, sends a “Windows is ready” message to the instance system logs.
4. Runs all “After Windows is ready” plug-ins at the same time.

« Amazon CloudWatch Logs

» UserData

« AWS Systems Manager (Systems Manager)

For more information about Windows plug-ins, see Use the EC2Config service to perform tasks

during EC2 legacy Windows operating system instance launch.

Run Windows Sysprep with the EC2Config service

Use the following procedure to create a standardized AMI using Windows Sysprep and the
EC2Config service.

1. In the Amazon EC2 console, locate or create an AMI that you want to duplicate.

2. Launch and connect to your Windows instance.

3. Customize it.
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4. Specify configuration settings in the EC2Config service answer file:

C:\Program Files\Amazon\Ec2ConfigService\sysprep2008.xml

5. From the Windows Start menu, choose All Programs, and then choose EC2ConfigService
Settings.

6. Choose the Image tab in the Ec2 Service Properties dialog box. For more information about the
options and settings in the Ec2 Service Properties dialog box, see Ec2 Service Properties.

7. Select an option for the Administrator password, and then select Shutdown with Sysprep or
Shutdown without Sysprep. EC2Config edits the settings files based on the password option
that you selected.

« Random: EC2Config generates a password, encrypts it with user's key, and displays the
encrypted password to the console. We disable this setting after the first launch so that this
password persists if the instance is rebooted or stopped and started.

» Specify: The password is stored in the Windows Sysprep answer file in unencrypted form
(clear text). When Windows Sysprep runs next, it sets the Administrator password. If you shut
down now, the password is set immediately. When the service starts again, the Administrator
password is removed. It's important to remember this password, as you can't retrieve it later.

» Keep Existing: The existing password for the Administrator account doesn't change when
Windows Sysprep is run or EC2Config is restarted. It's important to remember this password,
as you can't retrieve it later.

8. Choose OK.

When you are asked to confirm that you want to run Windows Sysprep and shut down the instance,
click Yes. You'll notice that EC2Config runs Windows Sysprep. Next, you are logged off the instance,
and the instance is shut down. If you check the Instances page in the Amazon EC2 console, the
instance state changes from Running to Stopping, and then finally to Stopped. At this point, it's
safe to create an AMI from this instance.

You can manually invoke the Windows Sysprep tool from the command line using the following
command:

"%programfiles%\amazon\ec2configservice\"ec2config.exe -sysprep""
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® Note

The double quotation marks in the command are not required if your CMD shell is already
in the C:\Program Files\Amazon\EC2ConfigService\ directory.

However, you must be very careful that the XML file options specified in the Ec2ConfigService
\Settings folder are correct; otherwise, you might not be able to connect to the instance.
For more information about the settings files, see EC2Config settings files. For an example of

configuring and then running Windows Sysprep from the command line, see Ec2ConfigService
\Scripts\InstallUpdates.psl.

Copy an Amazon EC2 AMI

You can create a copy an Amazon Machine Image (AMI) within the same Region or across Regions in
the same partition. To copy an AMI to another partition, see Store and restore an AMI.

Contents

« Considerations

e Costs

« Grant permissions to copy Amazon EC2 AMIs

» Copy an AMI
» Stop a pending AMI copy operation

« How Amazon EC2 AMI copy works

Considerations

« Permission to copy AMIs - You can use |IAM policies to grant or deny users permission to copy
AMls. Resource-level permissions specified for the CopyImage action apply only to the new AMI.
You cannot specify resource-level permissions for the source AMI.

« Launch permissions and Amazon S3 bucket permissions — AWS does not copy launch
permissions or Amazon S3 bucket permissions from the source AMI to the new AMI. After
the copy operation is complete, you can apply launch permissions and Amazon S3 bucket
permissions to the new AMI.

» Tags - You can only copy user-defined AMI tags that you attached to the source AMI. System
tags (prefixed with aws :) and user-defined tags that are attached by other AWS accounts will
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not be copied. When copying an AMI, you can attach new tags to the target AMI and its backing
snapshots.

Costs

There are no charges for copying an AMI. However, standard storage and data transfer rates
apply. If you copy an EBS-backed AMI, you will incur charges for the storage of any additional EBS
snapshots.

Grant permissions to copy Amazon EC2 AMIs
To copy an EBS-backed or instance store-backed AMI, you need the following IAM permissions:

« ec2:CopyImage - To copy the AMI. For EBS-backed AMIs, it also grants permission to copy the
AMI's backing snapshots.

« ec2:CreateTags - To tag the target AMI. For EBS-backed AMIls, it also grants permission to tag
the target AMI's backing snapshots.

If you're copying an instance stored-backed AMI, you need the following additional IAM
permissions:

« s3:CreateBucket - To create the S3 bucket in the target Region for the new AMI

e s3:GetBucketAcl - To read the ACL permissions for the source bucket

e s3:ListAl1MyBuckets - To find an existing S3 bucket for AMIs in the target Region
e s3:GetObject - To read the objects in the source bucket

e s3:PutObject - To write the objects in the target bucket

e s3:PutObjectAcl - To write the permissions for the new objects in the target bucket

Example IAM policy for copying an EBS-backed AMI and tagging the target AMI and snapshots

The following example policy grants you permission to copy any EBS-backed AMI and tag the
target AMI and its backing snapshots.

"Version": "2012-10-17",
"Statement": [{
"Sid": "PermissionToCopyAllImages",
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"Effect": "Allow",

"Action": [
"ec2:CopyImage",
"ec2:CreateTags"

]I

"Resource": "arn:aws:ec2:*::image/*"

]

Example IAM policy for copying an EBS-backed AMI but denying tagging the new snapshots

The ec2:CopySnapshot permission is automatically granted when you get the ec2:CopyImage
permission. This includes the permission to tag the new backing snapshots of the target AMI.
Permission to tag the new backing snapshots can be explicitly denied.

The following example policy grants you permission to copy any EBS-backed AMI, but denies you
from tagging the new backing snapshots of the target AMI.

{
"Version": "2012-10-17",
"Statement": [{
"Effect": "Allow",
"Action": [
"ec2:CopyImage",
"ec2:CreateTags"
1)
"Resource": "arn:aws:ec2:*::image/*"
b
{
"Effect": "Deny",
"Action": "ec2:CreateTags",
"Resource'": "arn:aws:ec2:::snapshot/*"
}
]
}

Example IAM policy for copying an instance store-backed AMI and tagging the target AMI

The following example policy grants you permission to copy any instance store-backed AMI in the
specified source bucket to the specified Region, and tag the target AMI.
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"Version": "2012-10-17",
"Statement": [{

"Sid": "PermissionToCopyAllImages",
"Effect": "Allow",
"Action": [
"ec2:CopyImage",
"ec2:CreateTags"

1,

"Resource'": "arn:aws:ec2:*::image/*"

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": [
"arn:aws:s3:::*!

"Effect": "Allow",
"Action": "s3:GetObject",
"Resource": [

"arn:aws:s3:::amzn-s3-demo-source-bucket/*"

"Effect": "Allow",

"Action": [
"s3:CreateBucket",
"s3:GetBucketAcl",
"s3:PutObjectAcl",
"s3:PutObject"

1,

"Resource": [

"arn:aws:s3:::amis-for-account-in-region-hash"

To find the Amazon Resource Name (ARN) of the AMI source bucket, open the Amazon EC2 console

at https://console.aws.amazon.com/ec2/, in the navigation pane choose AMIs, and locate the

bucket name in the Source column.
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® Note

The s3:CreateBucket permission is only needed the first time that you copy an instance
store-backed AMI to an individual Region. After that, the Amazon S3 bucket that is already
created in the Region is used to store all future AMiIs that you copy to that Region.

Copy an AMI

You can copy an AMI using the following procedures.

Console

To copy an AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the console navigation bar, select the Region that contains the AMI.

3. Inthe navigation pane, choose AMIs to display the list of AMIs available to you in the
Region.

4. If you don't see the AMI you want to copy, choose a different filter. You can filter by AMIs
Owned by me, Private images, Public images, and Disabled images.

5. Select the AMI to copy, and then choose Actions, Copy AMI.

6. On the Copy AMI page, specify the following information:

a.

AMI copy name: A name for the new AMI. You can include the operating system
information in the name because Amazon EC2 does not provide this information when
displaying details about the AMI.

AMI copy description: By default, the description includes information about the
source AMI so that you can distinguish a copy from its original. You can change this
description as needed.

Destination Region: The Region in which to copy the AMI. For more information, see
Cross-Region copying.

Copy tags: Select this check box to include your user-defined AMI tags when copying
the AMI. System tags (prefixed with aws :) and user-defined tags that are attached by
other AWS accounts will not be copied.
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e.

AWS CLI

(EBS-backed AMIs only) Encrypt EBS snapshots of AMI copy: Select this check box to
encrypt the target snapshots, or to re-encrypt them using a different key. If encryption
by default is enabled, the Encrypt EBS snapshots of AMI copy check box is selected
and cannot be cleared. For more information, see Encryption and copying.

(EBS-backed AMIs only) KMS key: The KMS key to used to encrypt the target
snapshots.

Tags: You can tag the new AMI and the new snapshots with the same tags, or you can
tag them with different tags.

» To tag the new AMI and the new snapshots with the same tags, choose Tag image
and snapshots together. The same tags are applied to the new AMI and every
snapshot that is created.

« To tag the new AMI and the new snapshots with different tags, choose Tag image
and snapshots separately. Different tags are applied to the new AMI and the
snapshots that are created. Note, however, that all the new snapshots that are
created get the same tags; you can't tag each new snapshot with a different tag.

To add a tag, choose Add tag, and enter the key and value for the tag. Repeat for each
tag.

When you're ready to copy the AMI, choose Copy AMI.

The initial status of the new AMI is Pending. The AMI copy operation is complete
when the status is Available.

To copy an AMI using the AWS CLI

You can copy an AMI using the copy-image command. You must specify both the source

and destination Regions. You specify the source Region using the --source-region

parameter. You can specify the destination Region using either the --region parameter or an

environment variable. For more information, see Configuring the AWS Command Line Interface.

(EBS-backed AMIs only) When you encrypt a target snapshot during copying, you must specify

these additional parameters: --encrypted and --kms-key-id.

Copy an AMI


https://docs.aws.amazon.com/cli/latest/reference/ec2/copy-image.html
https://docs.aws.amazon.com/cli/latest/userguide/cli-chap-getting-started.html

Amazon Elastic Compute Cloud User Guide

For example commands, see the Examples under copy-image in the AWS CLI Command
Reference.

PowerShell

To copy an AMI using the Tools for Windows PowerShell

You can copy an AMI using the Copy-EC2Image command. You must specify both the source
and destination Regions. You specify the source Region using the -SourceRegion parameter.
You can specify the destination Region using either the -Region parameter or the Set-
AwSDefaultRegion command. For more information, see Specifying AWS Regions.

(EBS-backed AMIs only) When you encrypt a target snapshot during copying, you must specify
these additional parameters: -Encrypted and -KmsKeyId.

Stop a pending AMI copy operation

You can stop a pending AMI copy using the following procedures.

Console

To stop an AMI copy operation using the console

1.

oA W

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

From the navigation bar, select the destination Region from the Region selector.
In the navigation pane, choose AMls.
Select the AMI to stop copying, and then choose Actions, Deregister AMI.

When asked for confirmation, choose Deregister AMI.

Command line

To stop an AMI copy operation using the command line

You can use one of the following commands. For more information about these command line

interfaces, see Access Amazon EC2.

« deregister-image (AWS CLI)

o Unregister-EC2Image (AWS Tools for Windows PowerShell)
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How Amazon EC2 AMI copy works

Copying a source AMI results in an identical but distinct new AMI that we also refer to as the target
AMI. The target AMI has its own unique AMI ID. You can change or deregister the source AMI with
no effect on the target AMI. The reverse is also true.

With an EBS-backed AMI, each of its backing snapshots is copied to an identical but distinct target
snapshot. If you copy an AMI to a new Region, the snapshots are complete (non-incremental)
copies. If you encrypt unencrypted backing snapshots or encrypt them to a new KMS key, the
snapshots are complete (non-incremental) copies. Subsequent copy operations of an AMI result in
incremental copies of the backing snapshots.

Contents

» Cross-Region copying

» Cross-account copying

« Encryption and copying

Cross-Region copying
Copying an AMI across geographically diverse Regions provides the following benefits:

» Consistent global deployment: Copying an AMI from one Region to another enables you to
launch consistent instances in different Regions based on the same AMI.

« Scalability: You can more easily design and build global applications that meet the needs of your
users, regardless of their location.

« Performance: You can increase performance by distributing your application, as well as locating
critical components of your application in closer proximity to your users. You can also take
advantage of Region-specific features, such as instance types or other AWS services.

« High availability: You can design and deploy applications across AWS Regions, to increase
availability.

The following diagram shows the relationship between a source AMI and two copied AMils in
different Regions, as well as the EC2 instances launched from each. When you launch an instance
from an AMI, it resides in the same Region where the AMI resides. If you make changes to the
source AMI and want those changes to be reflected in the AMis in the target Regions, you must
recopy the source AMI to the target Regions.
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When you first copy an instance store-backed AMI to a Region, we create an Amazon S3 bucket
for the AMIs copied to that Region. All instance store-backed AMls that you copy to that Region
are stored in this bucket. The bucket names have the following format: amis-for-account-
in-region-hash. For example: amis-for-123456789012-in-us-east-2-yhjmxvp6.

Prerequisite

Prior to copying an AMI, you must ensure that the contents of the source AMI are updated to
support running in a different Region. For example, you should update any database connection
strings or similar application configuration data to point to the appropriate resources. Otherwise,
instances launched from the new AMI in the destination Region might still use the resources from
the source Region, which can impact performance and cost.

Limitations

 Destination Regions are limited to 100 concurrent AMI copies.

» You can't copy a paravirtual (PV) AMI to a Region that does not support PV AMls. For more
information, see Virtualization types.

Cross-account copying

If an AMI from another AWS account is shared with your AWS account, you can copy the shared
AMLI. This is known as cross-account copying. The AMI that is shared with you is the source AMI.
When you copy the source AMI, you create a new AMI. The new AMI is often referred to as the
target AMI.
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AMI costs

« For a shared AMI, the account of the shared AMl is charged for the storage in the Region.

« If you copy an AMI that is shared with your account, you are the owner of the target AMI in your
account.

« The owner of the source AMI is charged standard Amazon EBS or Amazon S3 transfer fees.

» You are charged for the storage of the target AMI in the destination Region.

Resource permissions

To copy an AMI that was shared with you from another account, the owner of the source AMI must
grant you read permissions for the storage that backs the AMI. The storage is either the associated
EBS snapshot (for an Amazon EBS-backed AMI) or an associated S3 bucket (for an instance store-
backed AMI). If the shared AMI has encrypted snapshots, the owner must share the key or keys with
you as well. For more information about granting resource permissions, for EBS snapshots, see
Share an Amazon EBS snapshot in the Amazon EBS User Guide, and for S3 buckets, see Identity and

access management in Amazon S3 in the Amazon Simple Storage Service User Guide.

(® Note

Tags that are attached to the source AMI are not copied across accounts to the target AMI.

Encryption and copying

The following table shows encryption support for various AMI-copying scenarios. While it is
possible to copy an unencrypted snapshot to yield an encrypted snapshot, you cannot copy an
encrypted snapshot to yield an unencrypted one.

Scenario Description Supported
1 Unencrypted-to-unencrypted Yes
2 Encrypted-to-encrypted Yes
3 Unencrypted-to-encrypted Yes
4 Encrypted-to-unencrypted No
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® Note

Encrypting during the CopyImage action applies only to Amazon EBS-backed AMils.
Because an instance store-backed AMI does not rely on snapshots, you cannot use copying
to change its encryption status.

By default (i.e., without specifying encryption parameters), the backing snapshot of an AMl is
copied with its original encryption status. Copying an AMI backed by an unencrypted snapshot
results in an identical target snapshot that is also unencrypted. If the source AMl is backed by an
encrypted snapshot, copying it results in an identical target snapshot that is encrypted by the same
AWS KMS key. Copying an AMI backed by multiple snapshots preserves, by default, the source
encryption status in each target snapshot.

If you specify encryption parameters while copying an AMI, you can encrypt or re-encrypt its
backing snapshots. The following example shows a non-default case that supplies encryption
parameters to the CopyImage action in order to change the target AMI's encryption state.

Copy an unencrypted source AMI to an encrypted target AMI

In this scenario, an AMI backed by an unencrypted root snapshot is copied to an AMI with an
encrypted root snapshot. The CopyImage action is invoked with two encryption parameters,
including a customer managed key. As a result, the encryption status of the root snapshot changes,
so that the target AMI is backed by a root snapshot containing the same data as the source
snapshot, but encrypted using the specified key. You incur storage costs for the snapshots in both
AMls, as well as charges for any instances you launch from either AMI.

(® Note

Enabling encryption by default has the same effect as setting the Encrypted parameter to
true for all snapshots in the AMI.
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Setting the Encrypted parameter encrypts the single snapshot for this instance. If you do not
specify the KmsKeyId parameter, the default customer managed key is used to encrypt the
snapshot copy.

For more information about copying AMIs with encrypted snapshots, see Use encryption with EBS-
backed AMils.

Store and restore an AMI using S3

You can store an Amazon Machine Image (AMI) in an Amazon S3 bucket, copy the AMI to another
S3 bucket, and then restore it from the S3 bucket. By storing and restoring an AMI using S3
buckets, you can copy AMIs from one AWS partition to another, for example, from the main
commercial partition to the AWS GovCloud (US) partition. You can also make archival copies of
AMIs by storing them in an S3 bucket.

The supported APIs for storing and restoring an AMI using S3 are CreateStoreImageTask,
DescribeStoreImageTasks, and CreateRestoreImageTask.

CopyImage is the recommended API to use for copying AMIs within an AWS partition. However,
CopyImage can't copy an AMI to another partition.

For information about the AWS partitions, see partition on the Amazon Resource Names (ARNSs)
page in the IAM User Guide.
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/A Warning

Ensure that you comply with all applicable laws and business requirements when moving
data between AWS partitions or AWS Regions, including, but not limited to, any applicable
government regulations and data residency requirements.

Contents

o Use cases

Limitations

Costs

How AMI store and restore works

Create a store image task

Use cases

Use the store and restore APIs to do the following:

o Copy an AMI between AWS partitions

« Make archival copies of AMIs

Copy an AMI between AWS partitions

By storing and restoring an AMI using S3 buckets, you can copy an AMI from one AWS partition to
another, or from one AWS Region to another. In the following example, you copy an AMI from the
main commercial partition to the AWS GovCloud (US) partition, specifically from the us-east-2
Region to the us-gov-east-1 Region.

To copy an AMI from one partition to another, follow these steps:

» Store the AMI in an S3 bucket in the current Region by using CreateStoreImageTask. In this
example, the S3 bucket is located in us-east-2.

« Monitor the progress of the store task by using DescribeStoreImageTasks. The object
becomes visible in the S3 bucket when the task is completed.

» Copy the stored AMI object to an S3 bucket in the target partition using a procedure of your
choice. In this example, the S3 bucket is located in us-gov-east-1.
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® Note

Because you need different AWS credentials for each partition, you can't copy an S3
object directly from one partition to another. The process for copying an S3 object across
partitions is outside the scope of this documentation. We provide the following copy
processes as examples, but you must use the copy process that meets your security
requirements.

» To copy one AMI across partitions, the copy process could be as straightforward as
the following: Download the object from the source bucket to an intermediate host

(for example, an EC2 instance or a laptop), and then upload the object from the

intermediate host to the target bucket. For each stage of the process, use the AWS
credentials for the partition.

« For more sustained usage, consider developing an application that manages the copies,
potentially using S3 multipart downloads and uploads.

« Restore the AMI from the S3 bucket in the target partition by using
CreateRestoreImageTask. In this example, the S3 bucket is located in us-gov-east-1.

« Monitor the progress of the restore task by describing the AMI to check when its state becomes
available. You can also monitor the progress percentages of the snapshots that make up the
restored AMI by describing the snapshots.

Make archival copies of AMIs

You can make archival copies of AMIs by storing them in an S3 bucket. The AMI is packed into

a single object in S3, and all of the AMI metadata (excluding sharing information) is preserved

as part of the stored AMI. The AMI data is compressed as part of the storage process. AMIs that
contain data that can easily be compressed will result in smaller objects in S3. To reduce costs, you
can use less expensive S3 storage tiers. For more information, see Amazon S3 Storage Classes and

Amazon S3 pricing

Limitations

« To store an AMI, your AWS account must either own the AMI and its snapshots, or the AMI and its
snapshots must be shared directly with your account. You can't store an AMI if it is only publicly

shared.

« Only EBS-backed AMIs can be stored using these APIs.
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 Paravirtual (PV) AMIs are not supported.

o The size of an AMI (before compression) that can be stored is limited to 5,000 GB.

» Quota on store image requests: 600 GB of storage work (snapshot data) in progress.
» Quota on restore image requests: 300 GB of restore work (snapshot data) in progress.

» For the duration of the store task, the snapshots must not be deleted and the IAM principal
doing the store must have access to the snapshots, otherwise the store process will fail.

» You can't create multiple copies of an AMI in the same S3 bucket.

« An AMl that is stored in an S3 bucket can't be restored with its original AMI ID. You can mitigate
this by using AMI aliasing.
« Currently the store and restore APIs are only supported by using the AWS Command Line

Interface, AWS SDKs, and Amazon EC2 API. You can't store and restore an AMI using the Amazon
EC2 console.

Costs

When you store and restore AMls using S3, you are charged for the services that are used by

the store and restore APIs, and for data transfer. The APIs use S3 and the EBS Direct API (used
internally by these APIs to access the snapshot data). For more information, see Amazon S3 pricing
and Amazon EBS pricing.

How AMI store and restore works

To store and restore an AMI using S3, you use the following APIs:

e CreateStoreImageTask — Stores the AMI in an S3 bucket
» DescribeStoreImageTasks - Provides the progress of the AMI store task

« CreateRestoreImageTask - Restores the AMI from an S3 bucket

How the APIs work

o CreateStorelmageTask

o DescribeStorelmageTasks

o CreateRestorelmageTask

« File paths

Store and restore an AMI 120


https://docs.aws.amazon.com/systems-manager/latest/userguide/parameter-store-ec2-aliases.html
https://aws.amazon.com/s3/pricing/
https://aws.amazon.com/ebs/pricing/

Amazon Elastic Compute Cloud User Guide

CreateStorelmageTask
The CreateStoreImageTask API stores an AMI as a single object in an S3 bucket.

The API creates a task that reads all of the data from the AMI and its snapshots, and then uses an
S3 multipart upload to store the data in an S3 object. The API takes all of the components of the

AMI, including most of the non-Region-specific AMI metadata, and all the EBS snapshots contained
in the AMI, and packs them into a single object in S3. The data is compressed as part of the upload
process to reduce the amount of space used in S3, so the object in S3 might be smaller than the
sum of the sizes of the snapshots in the AMI.

If there are AMI and snapshot tags visible to the account calling this API, they are preserved.

The object in S3 has the same ID as the AMI, but with a . bin extension. The following data is also
stored as S3 metadata tags on the S3 object: AMI hame, AMI description, AMI registration date, AMI
owner account, and a timestamp for the store operation.

The time it takes to complete the task depends on the size of the AMI. It also depends on how
many other tasks are in progress because tasks are queued. You can track the progress of the task
by calling the DescribeStoreImageTasks API.

The sum of the sizes of all the AMIs in progress is limited to 600 GB of EBS snapshot data per
account. Further task creation will be rejected until the tasks in progress are less than the limit. For
example, if an AMI with 100 GB of snapshot data and another AMI with 200 GB of snapshot data
are currently being stored, another request will be accepted, because the total in progress is 300
GB, which is less than the limit. But if a single AMI with 800 GB of snapshot data is currently being
stored, further tasks are rejected until the task is completed.

DescribeStorelmageTasks

The DescribeStoreImageTasks API describes the progress of the AMI store tasks. You can
describe tasks for specified AMIs. If you don't specify AMIs, you get a paginated list of all of the
store image tasks that have been processed in the last 31 days.

For each AMI task, the response indicates if the task is InProgress, Completed, or Failed. For
tasks InProgress, the response shows an estimated progress as a percentage.

Tasks are listed in reverse chronological order.

Currently, only tasks from the previous month can be viewed.
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CreateRestorelmageTask

The CreateRestoreImageTask API starts a task that restores an AMI from an S3 object that was
previously created by using a CreateStoreImageTask request.

The restore task can be performed in the same or a different Region in which the store task was
performed.

The S3 bucket from which the AMI object will be restored must be in the same Region in which the
restore task is requested. The AMI will be restored in this Region.

The AMl is restored with its metadata, such as the name, description, and block device mappings
corresponding to the values of the stored AMI. The name must be unique for AMls in the Region for
this account. If you do not provide a name, the new AMI gets the same name as the original AMI.
The AMI gets a new AMI ID that is generated at the time of the restore process.

The time it takes to complete the AMI restoration task depends on the size of the AMI. It also
depends on how many other tasks are in progress because tasks are queued. You can view the
progress of the task by describing the AMI (describe-images) or its EBS snapshots (describe-
snapshots). If the task fails, the AMI and snapshots are moved to a failed state.

The sum of the sizes of all of the AMIs in progress is limited to 300 GB (based on the size after
restoration) of EBS snapshot data per account. Further task creation will be rejected until the tasks
in progress are less than the limit.

File paths
You can use file paths when storing and restoring AMils, in the following way:

« When storing an AMI in S3, the file path can be added to the bucket name. Internally, the system
separates the path from the bucket name, and then adds the path to the object key that is
generated to store the AMI. The full object path is shown in the response from the API call.

« When restoring the AMI, because an object key parameter is available, the path can be added to
the beginning of the object key value.

Example: Use a file path when storing and restoring an AMI (AWS CLI)

The following example first stores an AMI in S3, with the file path appended to the bucket name.
The example then restores the AMI from S3, with the file path prepended to the object key
parameter.
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When you store the AMI, specify the file path after the bucket name, as follows:

aws ec2 create-store-image-task \
--image-id ami-1234567890abcdef® \
--bucket amzn-s3-demo-bucket/pathl/path2

The following is example output.

"ObjectKey": "pathl/path2/ami-1234567890abcdef®.bin"
}

When you restore the AMI, specify the value from the output in the previous step, which includes
the file path.

aws ec2 create-restore-image-task \
--object-key pathl/path2/ami-1234567890abcdef®.bin \
--bucket amzn-s3-demo-bucket \
--name "New AMI Name"

Create a store image task

When you store an AMI in an S3 bucket, a store image task is created. You can use the store image
task to monitor the progress and outcome of the process.

Contents

« Securing your AMIs

« Permissions for storing and restoring AMIs using S3

» Create store and restore image tasks

Securing your AMls

It is important to ensure that the S3 bucket is configured with sufficient security to secure the
content of the AMI and that the security is maintained for as long as the AMI objects remain in the
bucket. If this can't be done, use of these APIs is not recommended. Ensure that public access to
the S3 bucket is not allowed. We recommend enabling Server Side Encryption for the S3 buckets in

which you store the AMIs, although it's not required.
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For information about how to set the appropriate security settings for your S3 buckets, review the
following security topics:

Blocking public access to your Amazon S3 storage

Setting default server-side encryption behavior for Amazon S3 buckets

What S3 bucket policy can | use to comply with the AWS Config rule s3-bucket-ssl-requests-only?

Enabling Amazon S3 server access logging

When the AMI snapshots are copied to the S3 object, the data is then copied over TLS connections.
You can store AMIs with encrypted snapshots, but the snapshots are decrypted as part of the store
process.

Permissions for storing and restoring AMis using S3

If your IAM principals will store or restore AMIs using Amazon S3, you need to grant them the
required permissions.

The following example policy includes all of the actions that are required to allow an IAM principal
to carry out the store and restore tasks.

You can also create IAM policies that grant principals access to specific resources only. For more
example policies, see Access management for AWS resources in the IAM User Guide.

® Note

If the snapshots that make up the AMI are encrypted, or if your account is enabled for
encryption by default, your IAM principal must have permission to use the KMS key.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:DeleteObject",
"s3:GetObject",
"s3:ListBucket",
"s3:PutObject",
"s3:PutObjectTagging",
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"s3:AbortMultipartUpload",
"ebs:CompleteSnapshot",
"ebs:GetSnapshotBlock",
"ebs:ListChangedBlocks",
"ebs:ListSnapshotBlocks",
"ebs:PutSnapshotBlock",
"ebs:StartSnapshot",
"ec2:CreateStoreImageTask",
"ec2:DescribeStoreImageTasks",
"ec2:CreateRestoreImageTask",
"ec2:GetEbsEncryptionByDefault",
"ec2:DescribeTags",
"ec2:CreateTags"

1,

"Resource": "*"

Create store and restore image tasks

To store an AMI in an S3 bucket, start by creating a store image task. The time it takes to complete
the task depends on the size of the AMI. You can track the progress of the task until it either
succeeds or fails.

To create the store image task

Use the create-store-image-task command. Specify the ID of the AMI and the name of the S3
bucket in which to store the AMI.

aws ec2 create-store-image-task \
--image-id ami-1234567890abcdef® \
--bucket amzn-s3-demo-bucket

The following is example output.

"ObjectKey": "ami-1234567890abcdef@.bin"

To describe the progress of the store image task

Use the describe-store-image-tasks command.
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aws ec2 describe-store-image-tasks

The following is example output.

"StoreImageTaskResults": [
{

"AmiId": "ami-1234567890abcdef0",
"Bucket": "amzn-s3-demo-bucket",
"ProgressPercentage": 17,
"S3objectKey": "ami-1234567890abcdef®.bin",
"StoreTaskState": "InProgress",
"StoreTaskFailureReason": null,
"TaskStartTime": "2022-01-01T01:01:01.001Z2"

To create a restore image task

Use the create-restore-image-task command. Using the values for S30bjectKey and Bucket from
the describe-store-image-tasks output, specify the object key of the AMI and the name of
the S3 bucket to which the AMI was copied. Also specify a name for the restored AMI. The name
must be unique for AMils in the Region for this account.

(® Note
The restored AMI gets a new AMI ID.

aws ec2 create-restore-image-task \
--object-key ami-1234567890abcdef@.bin \
--bucket amzn-s3-demo-bucket \
--name "New AMI Name"

The following is example output.

"Imageld": "ami-Qeab20fe36f83ela8"
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Check when an Amazon EC2 AMI was last used

Amazon EC2 keeps track of the date and time when your AMI was last used to launch an instance.
If you have an AMI that has not been used to launch an instance in a long time, consider whether
the AMI is a good candidate for deregistration or deprecation.

Considerations

« When the AMl is used to launch an instance, there is a 24-hour delay before that usage is
reported.

» You must be the owner of the AMI to get the last launched time.

« This data about AMI usage is available starting April 2017.

Console
To view the last launched time of an AMI

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1.

2. In the left navigation pane, choose AMls.
3. From the filter bar, choose Owned by me.
4,

Select the AMI, and then check the Last launched time field (if you selected the check box
next to the AMI, it's located on the Details tab). The field shows the date and time when
the AMI was last used to launch an instance.

AWS CLI

You can use either the describe-images or describe-image-attribute command to view the last
launched time of an AMI that you own.

To view the last launched time of an AMI by using describe-images

Use the describe-images command and specify the ID of the AMI.

aws ec2 describe-images --image-id ami-0123456789example --query
"Images[*].LastLaunchedTime[].Value"

The following is example output.
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"2024-04-02T02:03:18Z2"

If LastLaunchedTime is not present, verify that you own the AMI.
To view the last launched time of an AMI

Use the describe-image-attribute command and specify --attribute lastLaunchedTime.
You must be owner of the AMI to run this command.

aws ec2 describe-image-attribute \
--image-id ami-0123456789example \
--attribute lastLaunchedTime

The following is example output.

{
"ImageId": "ami-1234567890example",
"LastLaunchedTime": {
"Value": "2022-02-10T02:03:18Z"
}
}

Deprecate an Amazon EC2 AMI

You can deprecate an AMI to indicate that it is out of date and should not be used. You can

also specify a future deprecation date for an AMI, indicating when the AMI will be out of date.

For example, you might deprecate an AMI that is no longer actively maintained, or you might
deprecate an AMI that has been superseded by a newer version. By default, deprecated AMIs do
not appear in AMI listings, preventing new users from using out-of-date AMIs. However, existing
users and launch services, such as launch templates and Auto Scaling groups, can continue to use a
deprecated AMI by specifying its ID. To delete the AMI so that users and services cannot use it, you

must deregister it.

After an AMI is deprecated:

« For AMI users, the deprecated AMI does not appear in Describelmages API calls unless you
specify its ID or specify that deprecated AMIs must appear. AMI owners continue to see
deprecated AMIs in Describelmages API calls.
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« For AMI users, the deprecated AMI is not available to select via the EC2 console. For example, a
deprecated AMI does not appear in the AMI catalog in the launch instance wizard. AMI owners
continue to see deprecated AMls in the EC2 console.

» For AMI users, if you know the ID of a deprecated AMI, you can continue to launch instances
using the deprecated AMI by using the API, CLI, or the SDKs.

 Launch services, such as launch templates and Auto Scaling groups, can continue to reference
deprecated AMls.

« EC2 instances that were launched using an AMI that is subsequently deprecated are not affected,
and can be stopped, started, and rebooted.
You can deprecate both private and public AMIs.

You can also create Amazon Data Lifecycle Manager EBS-backed AMI policies to automate the
deprecation of EBS-backed AMls. For more information, see Automate AMI lifecycles.

(® Note

By default, the deprecation date of all public AMIs is set to two years from the AMI creation
date. You can set the deprecation date to earlier than two years. To cancel the deprecation
date, or to move the deprecation to a later date, you must make the AMI private by only
sharing it with specific AWS accounts.

Contents

e Costs

Limitations

Deprecate an AMI

Describe deprecated AMls

Cancel AMI deprecation

Costs

When you deprecate an AMI, the AMI is not deleted. The AMI owner continues to pay for the AMI's
snapshots. To stop paying for the snapshots, the AMI owner must delete the AMI by deregistering
it.
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Limitations

» To deprecate an AMI, you must be the owner of the AMI.

Deprecate an AMI

You can deprecate an AMI on a specific date and time. You must be the AMI owner to perform this
procedure.

Console
To deprecate an AMI on a specific date

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1

2. Inthe left navigator, choose AMls.

3. From the filter bar, choose Owned by me.
4

Select the AMI, and then choose Actions, Manage AMI Deprecation. You can select
multiple AMIs to set the same deprecation date of several AMiIs at once.

5. Select the Enable check box, and then enter the deprecation date and time.

The upper limit for the deprecation date is 10 years from now, except for public AMis,
where the upper limit is 2 years from the creation date. You can't specify a date in the past.

6. Choose Save.

AWS CLI
To deprecate an AMI on a specific date

Use the enable-image-deprecation command. Specify the ID of the AMI and the date and time
on which to deprecate the AMI. If you specify a value for seconds, Amazon EC2 rounds the
seconds to the nearest minute.

The upper limit for deprecate-at is 10 years from now, except for public AMIs, where the
upper limit is 2 years from the creation date. You can't specify a date in the past.

aws ec2 enable-image-deprecation \
--image-id ami-1234567890abcdef® \
--deprecate-at "2021-10-15713:17:12.000Z"
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Expected output

"Return": "true"

Check when an AMI was last used

LastLaunchedTime is a timestamp that indicates when your AMI was last used to launch an
instance. AMIs that have not been used recently to launch an instance might be good candidates
for deprecation or deregistering.

® Note

« When an AMl is used to launch an instance, there is a 24-hour delay before that usage is
reported.

« lastLaunchedTime data is available starting April 2017.

Console
To view the last launched time of an AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the left navigator, choose AMls.

3. From the filter bar, choose Owned by me.

4. Select the AMI, and then check the Last launched time field (if you selected the check box
next to the AM], it's located on the Details tab). The field shows the date and time when
the AMI was last used to launch an instance.

AWS CLI

To view the last launched time of an AMI

Run the describe-image-attribute command and specify --attribute lastlLaunchedTime.
You must be the AMI owner to run this command.
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aws ec2 describe-image-attribute \

--image-id ami-1234567890example \
--attribute lastlLaunchedTime

Example output

"LastLaunchedTime": {
"Value": "2022-02-10T02:03:18Z2"

1,
"ImageId": "ami-1234567890example",

Describe deprecated AMis

You can view the deprecation date and time of an AMI, and filter all the AMIs by deprecation
date. You can also use the AWS CLI to describe all the AMIs that have been deprecated, where the
deprecation date is in the past.

Console

To view the deprecation date of an AMI

1.
2.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the left navigator, choose AMIs, and then select the AMI.

Check the Deprecation time field (if you selected the check box next to the AM], it's located
on the Details tab). The field shows the deprecation date and time of the AMIL. If the field is
empty, the AMl is not deprecated.

To filter AMIs by deprecation date

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the left navigator, choose AMiIs.

From the filter bar, choose Owned by me or Private images (private images include AMls
that are shared with you as well as owned by you).

In the Search bar, enter Deprecation time (as you enter the letters, the Deprecation
time filter appears), and then choose an operator and a date and time.
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AWS CLI

When you describe all AMIs using the describe-images command, the results are different
depending on whether you are an AMI user or the AMI owner.

« If you are an AMI user:

By default, when you describe all AMIs using the describe-images command, deprecated AMls

that are not owned by you, but which are shared with you, do not appear in the results. This
is because the default is --no-include-deprecated. To include deprecated AMls in the
results, you must specify the --include-deprecated parameter.

« If you are the AMI owner:

When you describe all AMIs using the describe-images command, all the AMIs that you own,
including deprecated AMIls, appear in the results. You do not need to specify the --include-
deprecated parameter. Furthermore, you cannot exclude deprecated AMls that you own
from the results by using --no-include-deprecated.

If an AMI is deprecated, the DeprecationTime field appears in the results.

(® Note

A deprecated AMI is an AMI whose deprecation date is in the past. If you have set the
deprecation date to a date in the future, the AMI is not yet deprecated.

To include all deprecated AMIs when describing all AMIs

Use the describe-images command and specify the --include-deprecated parameter to

include all deprecated AMIs that are not owned by you in the results.

aws ec2 describe-images \
--region us-east-1 \
--owners 123456example
--include-deprecated

To describe the deprecation date of an AMI

Use the describe-images command and specify the ID of the AMI.
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Note that if you specify --no-include-deprecated together with the AMI ID, the deprecated
AMI will be returned in the results.

aws ec2 describe-images \
--region us-east-1 \
--image-ids ami-1234567890EXAMPLE

Expected output

The DeprecationTime field displays the date on which the AMI is set to be deprecated. If the

AMl is not set to be deprecated, the DeprecationTime field does not appear in the output.

"Images": [

GP2",

{

"VirtualizationType": "hvm",

"Description": "Provided by Red Hat, Inc.",
"PlatformDetails": "Red Hat Enterprise Linux",
"EnaSupport": true,

"Hypervisor": "xen",

"State": "available",

"SriovNetSupport": "simple",

"ImageId": "ami-1234567890QEXAMPLE",
"DeprecationTime": "2021-05-10T13:17:12.000Z"

"UsageOperation": "RunInstances:0010",
"BlockDeviceMappings": [
{
"DeviceName": "/dev/sdal",
"Ebs": {

"SnapshotId": "snap-111222333444aaabb",
"DeleteOnTermination": true,
"VolumeType": '"gp2",

"VolumeSize": 10,

"Encrypted": false

1,
"Architecture": "x86_64",

"Imagelocation": "123456789012/RHEL-8.0.0_HVM-20190618-x86_64-1-Hourly2-

"RootDeviceType": "ebs",
"OwnerId": "123456789012",
"RootDeviceName": "/dev/sdal",
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"CreationDate": "2019-05-10T13:17:12.000Z",

"Public": true,

"ImageType": "machine",

"Name": "RHEL-8.0.0_HVM-20190618-x86_64-1-Hourly2-GP2"

Cancel AMI deprecation

You can cancel the deprecation of an AMI, which removes the date and time from the Deprecation
time field (console) or the DeprecationTime field from the describe-images output (AWS CLI).
You must be the AMI owner to perform this procedure.

Console
To cancel the deprecation of an AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the left navigator, choose AMls.
3. From the filter bar, choose Owned by me.
4

Select the AMI, and then choose Actions, Manage AMI Deprecation. You can select
multiple AMIs to cancel the deprecation of several AMls at once.

5. Clear the Enable check box, and then choose Save.
AWS CLI
To cancel the deprecation of an AMI

Use the disable-image-deprecation command and specify the ID of the AMI.

aws ec2 disable-image-deprecation \
--image-id ami-1234567890abcdef®

Expected output

"Return": "true"
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}

Disable an Amazon EC2 AMI

You can disable an AMI to prevent it from being used for instance launches. You can't launch new
instances from a disabled AMI. You can re-enable a disabled AMI so that it can be used again for
instance launches.

/A Warning

Disabling an AMI removes all its launch permissions.

When an AMl is disabled:

« The AMI's state changes to disabled.

» Adisabled AMI can't be shared. If an AMI was public or previously shared, it is made private. If an
AMI was shared with an AWS account, organization, or Organizational Unit, they lose access to
the disabled AMI.

» A disabled AMI does not appear in Describelmages API calls by default.

« A disabled AMI does not appear under the Owned by me console filter. To find disabled AMils,
use the Disabled images console filter.

« A disabled AMl is not available to select for instance launches in the EC2 console. For example, a
disabled AMI does not appear in the AMI catalog in the launch instance wizard or when creating
a launch template.

» Launch services, such as launch templates and Auto Scaling groups, can continue to reference
disabled AMIs. Subsequent instance launches from a disabled AMI will fail, so we recommend
updating launch templates and Auto Scaling groups to reference available AMls only.

« EC2 instances that were previously launched using an AMI that is subsequently disabled are not
affected, and can be stopped, started, and rebooted.

» You can't delete snapshots associated with disabled AMIs. Attempting to delete an associated
snapshot results in the snapshot is currently in use error.

When an AMI is re-enabled:
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» The AMI's state changes to available, and it can be used to launch instances.
e The AMI can be shared.

« AWS accounts, organizations, and Organizational Units that lost access to the AMI when it was
disabled do not regain access automatically, but the AMI can be shared with them again.

You can disable both private and public AMIs.

You can archive the snapshots that are associated with your disabled EBS-backed AMls. This

can help you to reduce the storage costs associated with your rarely-used AMIs that need to be
retained for long periods. For more information, see Archive Amazon EBS snapshots in the Amazon
EBS User Guide.
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» Required IAM permissions
» Disable an AMI

» Describe disabled AMIs

» Re-enable a disabled AMI

Costs

When you disable an AMI, the AMl is not deleted. If the AMI is an EBS-backed AMI, you continue
to pay for the AMI's EBS snapshots. If you want to keep the AMI, you might be able to reduce your
storage costs by archiving the snapshots. For more information, see Archive Amazon EBS snapshots

in the Amazon EBS User Guide. If you don't want to keep the AMI and its snapshots, you must
deregister the AMI and delete the snapshots. For more information, see EBS-backed AMls.

Prerequisites

To disable or re-enable an AMI, you must be the owner of the AMI.

Required IAM permissions

To disable and re-enable an AMI, you must have the following IAM permissions:

« ec2:DisableImage
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e ec2:EnableImage

Disable an AMI

You can disable an AMI by using the EC2 console or the AWS Command Line Interface (AWS CLI).
You must be the AMI owner to perform this procedure.

Console
To disable an AMI

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1

2. Inthe left navigation pane, choose AMls.
3. From the filter bar, choose Owned by me.
4

Select the AMI, and then choose Actions, Disable AMI. You can select multiple AMIs to
disable at once.

5. In the Disable AMI window, choose Disable AMI.

AWS CLI
To disable an AMI

Use the disable-image command and specify the ID of the AMI.

aws ec2 disable-image --image-id ami-1234567890abcdef®

Expected output

{

"Return": "true"

}

Describe disabled AMIs
You can view disabled AMIs in the EC2 console and by using the AWS CLI.

You must be the AMI owner to view disabled AMIs. Because disabled AMIs are made private, you
can't view disabled AMIs if you're not the owner.
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Console
To view disabled AMls

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the left navigation pane, choose AMls.

3. From the filter bar, choose Disabled images.

Amazon Machine Images (AMIS) info

Disabled images & | |Cl Find AMI by attribute or tag

Owned by me
v | AMIname v | AMIID

Private images

Public images

Disabled images

AWS CLI

By default, when you use the describe-images command to describe all AMiIs, disabled AMiIs do

not appear in the results. This is because the default is --no-include-disabled. To include
disabled AMIs in the results, you must specify the --include-disabled parameter.

To include all disabled AMIs when describing all AMIs

Use the describe-images command and specify the --include-disabled parameter to

retrieve disabled AMIs in addition to all other AMlIs. Optionally, specify --owners self to
retrieve only the AMIs that you own.

aws ec2 describe-images \
--region us-east-1 \
--owners self
--include-disabled

If you specify the ID of a disabled AMI, but do not specify --include-disabled, the disabled
AMl is returned in the results.

aws ec2 describe-images \
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--region us-east-1 \
--image-ids ami-1234567890EXAMPLE

To retrieve only disabled AMIs

Specify --filters Name=state,Values=disabled. You must also specify --include-

disabled, otherwise you'll get an error.

aws ec2 describe-images \
--include-disabled \
--filters Name=state,Values=disabled

Example output

The State field displays the state of an AMI. disabled indicates that the AMI is disabled.

"Images": [

{

"VirtualizationType": "hvm",
"Description": "Provided by Red Hat, Inc.",
"PlatformDetails": "Red Hat Enterprise Linux",
"EnaSupport": true,
"Hypervisor": '"xen",
"State": "disabled",
"SriovNetSupport": "simple",
"ImageId": "ami-1234567890QEXAMPLE",
"DeprecationTime": "2023-05-10T13:17:12.000Z"
"UsageOperation": "RunInstances:0010",
"BlockDeviceMappings": [
{
"DeviceName": "/dev/sdal",
"Ebs": {
"SnapshotId": "snap-111222333444aaabb",
"DeleteOnTermination": true,
"VolumeType": '"gp2",
"VolumeSize": 10,
"Encrypted": false

15
"Architecture": "x86_64",
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"Imagelocation": "123456789012/RHEL-8.0.0_HVM-20190618-x86_64-1-Hourly2-

GP2EN
"RootDeviceType": "ebs",
"OwnerId": "123456789012",
"RootDeviceName": "/dev/sdal",
"CreationDate": "2019-05-10T13:17:12.000Z",
"Public": false,
"ImageType": "machine",
"Name": "RHEL-8.0.0_HVM-20190618-x86_64-1-Hourly2-GP2"

}
]
}

Re-enable a disabled AMI

You can re-enable a disabled AMI. You must be the AMI owner to perform this procedure.
Console
To re-enable a disabled AMI

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1

2. Inthe left navigation pane, choose AMls.
3. From the filter bar, choose Disabled images.
4

Select the AMI, and then choose Actions, Enable AMI. You can select multiple AMls to re-
enable several AMlIs at once.

5. Inthe Enable AMI window, choose Enable.
AWS CLI
To re-enable a disabled AMI

Use the enable-image command and specify the ID of the AMI.

aws ec2 enable-image --image-id ami-1234567890abcdef0®

Expected output
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"Return": "true"

Deregister an Amazon EC2 AMI

When you deregister an AMI, Amazon EC2 permanently deletes it. After you deregister an AMI,
you can't use it to launch new instances. You might consider deregistering an AMI when you have
finished using it.

To protect against accidental or malicious deregistering of an AMI, you can turn on deregistration

protection. If you accidentally deregister an EBS-backed AMI, you can use the Recycle Bin to restore
it only if you restore it within the allowed time period before it is permanently deleted.

Deregistering an AMI has no effect on any instances that were launched from the AMI. You can
continue to use these instances. Deregistering an AMI also has no effect on any snapshots that
were created during the AMI creation process. You'll continue to incur usage costs for these
instances and storage costs for the snapshots. Therefore, to avoid incurring unnecessary costs, we
recommend that you terminate any instances and delete any snapshots that you do not need. For
more information, see Avoid costs from unused resources.

Contents

« Considerations

o Deregister an AMI

« Avoid costs from unused resources

o Protect an Amazon EC2 AMI from deregistration

Considerations

« You can't deregister an AMI that is not owned by your account.

» You can't use Amazon EC2 to deregister an AMI that is managed by the AWS Backup service.
Instead, use AWS Backup to delete the corresponding recovery points in the backup vault. For
more information, see Deleting backups in the AWS Backup Developer Guide.

Deregister an AMI

Use any of the following methods to deregister an EBS-backed AMI or instance store-backed AMI.
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® Tip
To avoid incurring unnecessary costs, you should delete any resources that you do not need.
For example, for EBS-backed AMiIs, if you do not need the snapshots associated with the

deregistered AMI, you should delete them. For more information, see Avoid costs from
unused resources.

Console
To deregister an AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMiIs.

3. From the filter bar, choose Owned by me to list your available AMls, or choose Disabled
images to list your disabled AMils.

4. Select the AMI to deregister.
Choose Actions, Deregister AMI.

6. When you are prompted for confirmation, choose Deregister AMI.

It might take a few minutes before the console removes the AMI from the list. Choose
Refresh to refresh the status.

AWS CLI
To deregister an AMI

Use the deregister-image command and specify the ID of the AMI to deregister.

aws ec2 deregister-image --image-id ami-0123456789example

PowerShell
To deregister an AMI

Use the Unregister-EC2Image cmdlet and specify the ID of the AMI to deregister.

Unregister-EC2Image -Imageld ami-0123456789example
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Avoid costs from unused resources

When you deregister an AMI, you don't delete the resources that are associated with the AMI. These
resources include the snapshots for EBS-backed AMIs and the files in Amazon S3 for instance store-
backed AMIs. When you deregister an AMI, you also don't terminate or stop any instances launched
from the AMIL.

You will continue to incur costs for storing the snapshots and files, and you will incur costs for any
running instances.

To avoid incurring these types of unnecessary costs, we recommend deleting any resources that
you don't need.

EBS-backed AMIs

Use any of the following methods to delete the resources associated with your EBS-backed AMI.
Console
To delete resources associated with your EBS-backed AMI

1. Deregister the AMI.

Note the AMI ID—this can help you find the snapshots to delete in the next step.

2. Delete snapshots that you don't need.

The ID of the associated AMI is displayed in the Description column on the Snapshots
screen.

3. Terminate instances that you don't need.

AWS CLI
To delete resources associated with your EBS-backed AMI

1. Deregister the AMI by using the deregister-image command.

aws ec2 deregister-image --image-id ami-0123456789example

2. Delete snapshots that you don't need by using the delete-snapshot command.
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aws ec2 delete-snapshot --snapshot-id snap-0123456789example

3. Terminate instances that you don't need by using the terminate-instances command.

aws ec2 terminate-instances --instance-ids i-0123456789example

PowerShell
To delete resources associated with your EBS-backed AMI

1. Deregister the AMI by using the Unregister-EC2Image cmdlet.

Unregister-EC2Image -Imageld ami-0123456789example

2. Delete snapshots that you don't need by using the Remove-EC2Snapshot cmdlet.

Remove-EC2Snapshot -SnapshotId snap-0123456789example

3. Terminate instances that you don't need by using the Remove-EC2Instance cmdlet.

Remove-EC2Instance -Instanceld i-012345678%example

The following diagram illustrates the flow for you to delete resources associated with an EBS-
backed AMI.
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Instance store-backed AMI
Use the following method to delete the resources associated with your instance store-backed AMI.
To delete resources associated with your instance store-backed AMI

1. Deregister the AMI by using the deregister-image command.

aws ec2 deregister-image --image-id ami-0123456789example

2. Delete the bundle in Amazon S3 by using the ec2-delete-bundle (AMI tools) command.

ec2-delete-bundle -b amzn-s3-demo-bucket/myami -a your_access_key_id -
S your_secret_access_key -p image

3. Terminate instances that you don't need by using the terminate-instances command.

aws ec2 terminate-instances --instance-ids i-0123456789example

4. If you are finished with the Amazon S3 bucket that you uploaded the bundle to, you can delete
the bucket. To delete an Amazon S3 bucket, open the Amazon S3 console, select the bucket,
choose Actions, and then choose Delete.
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The following diagram illustrates the flow for you to delete resources associated with your instance
store-backed AMI.

@
Bundle in S3 Bundle in S3 S3 bucket
bucket bucket
.
> >
AMI Deregister Delete the
the AMI bundle
EC2 Instance EC2 Instance EC2 Instance
Your AMI, its bundle in Amazon When you are finished with
53, and an instance launched them, delete the S3 bucket
from the AMI and terminate the instance

Protect an Amazon EC2 AMI from deregistration

You can turn on deregistration protection on an AMI to prevent accidental or malicious deletion.
When you turn on deregistration protection, the AMI can’t be deregistered by any user,
regardless of their IAM permissions. If you want to deregister the AMI, you must first turn off the
deregistration protection on it.

When you turn on deregistration protection on an AMI, you have the option to include a 24-hour
cooldown period. This cooldown period is the time during which deregistration protection remains
in effect after you turn it off. During this cooldown period, the AMI can't be deregistered. When the
cooldown period ends, the AMI can be deregistered.

Deregistration protection is turned off by default on all existing and new AMls.
Turn on deregistration protection

Use the following procedures to turn on deregistration protection on.

Deregister an AMI 147



Amazon Elastic Compute Cloud User Guide

Console
To turn on deregistration protection on an AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMiIs.

3. From the filter bar, choose Owned by me to list your available AMIs, or choose Disabled
images to list your disabled AMls.

4. Select the AMI on which you want to turn on deregistration protection, and then choose
Actions, Manage AMI deregistration protection.

5. In the Manage AMI deregistration protection dialog box, you can turn on deregistration
protection with or without a cooldown period. Choose one of the following options:

« Enable with a 24-hour cooldown period — With a cooldown period, the AMI can't be
deregistered for 24 hours when deregistration protection is turned off.

« Enable without cooldown - Without a cooldown period, the AMI can be deregistered
immediately when deregistration protection is turned off.

6. Choose Save.

AWS CLI

To turn on deregistration protection on an AMI

Use the enable-image-deregistration-protection command and specify the AMI ID. To include
the optional 24-hour cooldown period, include --with-cooldown set to true. To exclude the
cooldown period, omit the --with-cooldown parameter.

aws ec2 enable-image-deregistration-protection \
--image-id ami-0123456789example \
--with-cooldown true

Turn off deregistration protection
Use the following procedures to turn deregistration protection off.

If you chose to include a 24-hour cooldown period when you turned on deregistration protection
for the AMI, then, when you turn off deregistration protection, you won't immediately be able to
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deregister the AMI. The cooldown period is the 24-hour time period during which deregistration
protection remains in effect even after you turn it off. During this cooldown period, the AMI can't
be deregistered. After the cooldown period ends, the AMI can be deregistered.

Console
To turn off deregistration protection on an AMI

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMiIs.

3. From the filter bar, choose Owned by me to list your available AMls, or choose Disabled
images to list your disabled AMils.

4. Select the AMI to turn off deregistration protection, and then choose Actions, Manage AMI
deregistration protection.

5. In the Manage AMI deregistration protection dialog box, choose Disable.
6. Choose Save.
AWS CLI

To turn off deregistration protection on an AMI

Use the disable-image-deregistration-protection command and specify the AMI ID.

aws ec2 disable-image-deregistration-protection --image-id ami-0123456789example

Instance launch behavior with Amazon EC2 boot modes

When a computer boots, the first software that it runs is responsible for initializing the platform
and providing an interface for the operating system to perform platform-specific operations.

In Amazon EC2, two variants of the boot mode software are supported: Unified Extensible
Firmware Interface (UEFI) and Legacy BIOS.

Possible boot mode parameters on an AMI

An AMI can have one of the following boot mode parameter values: uefi, legacy-bios, or
uefi-preferred. The AMI boot mode parameter is optional. For AMIs with no boot mode
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parameter, the instances launched from these AMIs use the default boot mode value of the
instance type.

Purpose of the AMI boot mode parameter

The AMI boot mode parameter signals to Amazon EC2 which boot mode to use when launching
an instance. When the boot mode parameter is set to uefi, EC2 attempts to launch the instance
on UEFI. If the operating system is not configured to support UEFI, the instance launch will be
unsuccessful.

UEFI Preferred boot mode parameter

You can create AMIs that support both UEFI and Legacy BIOS by using the uefi-preferred boot
mode parameter. When the boot mode parameter is set to uefi-preferred, and if the instance
type supports UEFI, the instance is launched on UEFI. If the instance type does not support UEFI,
the instance is launched on Legacy BIOS.

/A Warning

Some features, like UEFI Secure Boot, are only available on instances that boot on UEFI.
When you use the uefi-preferred AMI boot mode parameter with an instance type that
does not support UEFI, the instance will launch as Legacy BIOS and the UEFI-dependent
feature will be disabled. If you rely on the availability of a UEFI-dependent feature, set your
AMI boot mode parameter to uefi.

Default boot modes for instance types

« Graviton instance types: UEFI

 Intel and AMD instance types: Legacy BIOS

Zone support

UEFI boot is not supported in Local Zones, Wavelength Zones, or AWS Outposts.

Boot mode topics

« Requirements to launch an EC2 instance in UEFI boot mode

o Determine the boot mode parameter of an Amazon EC2 AMI

» Determine the supported boot modes of an EC2 instance type
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o Determine the boot mode of an EC2 instance

Determine the boot mode of the operating system for your EC2 instance

Set the boot mode of an Amazon EC2 AMI

UEFI variables for Amazon EC2 instances

UEFI Secure Boot for Amazon EC2 instances

Requirements to launch an EC2 instance in UEFI boot mode

The boot mode of an instance is determined by the configuration of the AMI, the operating system
contained in it, and the instance type. To launch an instance in UEFI boot mode, you must meet the
following requirements.

AMI

The AMI must be configured for UEFI as follows:

« Operating system — The operating system contained in the AMI must be configured to use
UEFI; otherwise, the instance launch will fail. For more information, see Determine the boot

mode of the operating system for your EC2 instance.

« AMI boot mode parameter — The boot mode parameter of the AMI must be set to uefi or
uefi-preferred. For more information, see Determine the boot mode parameter of an
Amazon EC2 AMI.

Linux — The following Linux AMIs support UEFI:
« Amazon Linux 2023

« Amazon Linux 2 (Graviton instance types only)

For other Linux AMIs, you must configure the AMI, import the AMI through VM Import/Export,
or import the AMI through CloudEndure.

Windows — The following Windows AMIs support UEFI:
« TPM-Windows_Server-2022-English-Full-Base
TPM-Windows_Server-2022-English-Core-Base
TPM-Windows_Server-2019-English-Full-Base
TPM-Windows_Server-2019-English-Core-Base
TPM-Windows_Server-2016-English-Full-Base
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o TPM-Windows_Server-2016-English-Core-Base

Instance type

All instances built on the AWS Nitro System support both UEFI and Legacy BIOS, except the
following: bare metal instances, DL1, G4ad, P4, u-3tb1, u-6tb1, u-9tb1, u-12tb1, u-18tb1,
u-24tb1, and VT1. For more information, see the section called “Instance type boot mode".

The following table shows that the boot mode of an instance (indicated by the Resulting instance
boot mode column) is determined by a combination of the boot mode parameter of the AMI

(column 1), the boot mode configuration of the operating system contained in the AMI (column 2),
and the boot mode support of the instance type (column 3).

AMI boot mode
parameter

UEFI

Legacy BIOS
UEFI Preferred
UEFI Preferred
UEFI Preferred
UEFI Preferred

No boot mode
specified - ARM

No boot mode
specified - x86

Operating system
boot mode configura

tion
UEFI
Legacy BIOS
UEFI
UEFI
Legacy BIOS
Legacy BIOS

UEFI

Legacy BIOS

Instance type boot
mode support

UEFI

Legacy BIOS

UEFI

UEFI and Legacy BIOS
Legacy BIOS

UEFI and Legacy BIOS

UEFI

UEFI and Legacy BIOS

Resulting instance

boot mode

UEFI
Legacy BIOS
UEFI
UEFI
Legacy BIOS
Legacy BIOS

UEFI

Legacy BIOS

Determine the boot mode parameter of an Amazon EC2 AMI

The AMI boot mode parameter is optional. An AMI can have one of the following boot mode

parameter values: uefi, legacy-bios, oruefi-preferred.
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Some AMIs don't have a boot mode parameter. When an AMI has no boot mode parameter, the
instances launched from the AMI use the default value of the instance type, which is uefi on
Graviton, and 1legacy-bios on Intel and AMD instance types.

Console
To determine the boot mode parameter of an AMI (console)

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe navigation pane, choose AMIs, and then select the AMI.

3. Inspect the Boot mode field.

» A value of uefi indicates that the AMI supports UEFI.
» A value of uefi-preferred indicates that the AMI supports both UEFI and Legacy BIOS.

« If there is no value, the instances launched from the AMI use the default value of the
instance type.

To determine the boot mode parameter of an AMI when launching an instance (console)

When launching an instance using the launch instance wizard, at the step to select an AMI,
inspect the Boot mode field. For more information, see Application and OS Images (Amazon
Machine Image).

AWS CLI

To determine the boot mode parameter of an AMI (AWS CLI)

Use the describe-images operation to determine the boot mode of an AMI.

aws ec2 describe-images --region us-east-1 --image-id ami-@abcdef1234567890

{
"Images": [
{
1,
"EnaSupport": true,
"Hypervisor": "xen",
"ImageOwnerAlias": "amazon",

"Name": "UEFI_Boot_Mode_Enabled-Windows_Server-2016-English-Full-
Base-2020.09.30",
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"RootDeviceName": "/dev/sdal",
"RootDeviceType": "ebs",
"SriovNetSupport": "simple",
"VirtualizationType": "hvm",
"BootMode":
"uefi"
}
]

In the output, the BootMode field indicates the boot mode of the AMI. A value of uefi
indicates that the AMI supports UEFI. A value of uefi-preferred indicates that the AMI
supports both UEFI and Legacy BIOS. If there is no value, the instances launched from the AMI

use the default value of the instance type.

PowerShell

To determine the boot mode parameter of an AMI (Tools for PowerShell)

Use the Get-EC2Image Cmdlet to determine the boot mode of an AMI.

PS C:\> Get-EC2Image -Region us-east-1 -Imageld ami-@abcdef1234567890 | Format-List
Name, BootMode, TpmSupport

Name : TPM-Windows_Server-2016-English-Full-Base-2023.05.10
BootMode . uefi
TpmSupport : v2.0

In the output, the BootMode field indicates the boot mode of the AMI. A value of uefi
indicates that the AMI supports UEFI. A value of uefi-preferred indicates that the AMI
supports both UEFI and Legacy BIOS. If there is no value, the instances launched from the AMI

use the default value of the instance type.

Determine the supported boot modes of an EC2 instance type

You can use the AWS CLI or the Tools for PowerShell to determine the supported boot modes of an

instance type.
To determine the supported boot modes of an instance type

You can use the following methods to determine the supported boot modes of an instance type.
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AWS CLI

Use the describe-instance-types command to determine the supported boot modes of an
instance type. The - -query parameter filters the output to return only the supported boot

modes.

The following example shows that m5.2x1arge supports both UEFI and Legacy BIOS boot
modes.

aws ec2 describe-instance-types --region us-east-1 --instance-types m5.2xlarge --
query "InstanceTypes[*].SupportedBootModes"

The following is example output.

"legacy-bios",
"uefi"

The following example shows that t2.xlarge supports only Legacy BIOS.

aws ec2 describe-instance-types --region us-east-1 --instance-types t2.xlarge --
query "InstanceTypes[*].SupportedBootModes"

The following is example output.

[
[
"legacy-bios"
]
]
PowerShell

Use the Get-EC2InstanceType (Tools for PowerShell) Cmdlet to determine the supported boot
modes of an instance type.

The following example shows that m5.2x1arge supports both UEFI and Legacy BIOS boot
modes.
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Get-EC2InstanceType -Region us-east-1 -InstanceType m5.2xlarge | Format-List
InstanceType, SupportedBootModes

The following is example output.

InstanceType : m5.2xlarge
SupportedBootModes : {legacy-bios, uefi}

The following example shows that t2.x1large supports only Legacy BIOS.

Get-EC2InstanceType -Region us-east-1 -InstanceType t2.xlarge | Format-List
InstanceType, SupportedBootModes

The following is example output.

InstanceType : t2.xlarge
SupportedBootModes : {legacy-bios}

To determine the instance types that support UEFI
You can use the following methods to determine the instance types that support UEFI;
AWS CLI

The available instance types vary by AWS Region. To see the available instance types that
support UEFI in a Region, use the describe-instance-types command with the --region

parameter. If you omit the - -region parameter, your configured default Region is used in
the request. Include the --filters parameter to scope the results to the instance types that
support UEFI and the --query parameter to scope the output to the value of InstanceType.

aws ec2 describe-instance-types --filters Name=supported-boot-mode,Values=uefi --
query "InstanceTypes[*].[InstanceType]" --output text | sort

The following is example output.

al.2xlarge
al.4xlarge

Instance type boot mode 156


https://docs.aws.amazon.com/cli/latest/reference/ec2/describe-instance-types.html

Amazon Elastic Compute Cloud

User Guide

al.large
al.medium
al.metal
al.xlarge
c5.12xlarge

PowerShell

PS C:\> Get-EC2InstanceType |

Where-Object {$_.SupportedBootModes -Contains "uefi"} |
Sort-Object InstanceType |

Format-Table InstanceType -GroupBy CurrentGeneration

The following is example output.

CurrentGeneration:

InstanceType

al.2xlarge
al.4xlarge
al.large
al.medium
al.metal
al.xlarge

CurrentGeneration:

InstanceType

c5.12x1large
c5.18xlarge
c5.24xlarge
c5.2xlarge
c5.4xlarge
c5.9xlarge

To determine the instance types that support UEFI Secure Boot and persist non-volatile

variables

False

True

Instance type boot mode
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Bare metal instances do not support UEFI Secure Boot and non-volatile variables, so these
examples exclude them from the output. For information about UEFI Secure Boot, see UEFI Secure
Boot for Amazon EC2 instances.

AWS CLI

Use the describe-instance-types command, and exclude the bare metal instances from the
output by including the Name=bare-metal, Values=false filter.

aws ec2 describe-instance-types --filters Name=supported-boot-mode,Values=uefi
Name=bare-metal,Values=false --query "InstanceTypes[*].[InstanceType]" --output
text | sort

The following is example output.

al.2xlarge
al.4xlarge
al.large
al.medium

PowerShell

PS C:\> Get-EC2InstanceType |
Where-Object { °
$_.SupportedBootModes -Contains "uefi" -and °
$_.BareMetal -eq $False
1
Sort-Object InstanceType |
Format-Table InstanceType, SupportedBootModes, BareMetal,
@{Name="SupportedArchitectures";
Expression={$_.ProcessorInfo.SupportedArchitectures}}

InstanceType SupportedBootModes BareMetal SupportedArchitectures
al.2xlarge {uefi} False armé64
al.4xlarge {uefi} False armé64
al.large {uefi} False armé64
al.medium {uefi} False armé64
al.xlarge {uefi} False armé64
c5.12xlarge {legacy-bios, uefi} False x86_64
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c5.18xlarge {legacy-bios, uefi} False x86_64

Determine the boot mode of an EC2 instance

The boot mode of an instance is displayed in the Boot mode field in the Amazon EC2 console, and
by the currentInstanceBootMode parameter in the AWS CLI.

When an instance is launched, the value for its boot mode parameter is determined by the value of
the boot mode parameter of the AMI used to launch it, as follows:

« An AMI with a boot mode parameter of uefi creates an instance with a
currentInstanceBootMode parameter of uefi.

« An AMI with a boot mode parameter of 1egacy-bios creates an instance with a
currentInstanceBootMode parameter of legacy-bios.

« An AMI with a boot mode parameter of uefi-preferred creates an instance with a
currentInstanceBootMode parameter of uefi if the instance type supports UEFI; otherwise,
it creates an instance with a currentInstanceBootMode parameter of legacy-bios.

« An AMI with no boot mode parameter value creates an instance with a
currentInstanceBootMode parameter value that is dependent on whether the AMI
architecture is ARM or x86 and the supported boot mode of the instance type. The default boot
mode is uefi on Graviton instance types, and 1legacy-bios on Intel and AMD instance types.

Console

To determine the boot mode of an instance (console)

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Instances, and then select your instance.
3. On the Details tab, inspect the Boot mode field.

AWS CLI
To determine the boot mode of an instance (AWS CLI)

Use the describe-instances command to determine the boot mode of an instance. You can also
determine the boot mode of the AMI that was used to the create the instance.
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aws ec2 describe-instances --region us-east-1 --instance-ids i-1234567890abcdef@

{
"Reservations": [
{
"Groups": [1],
"Instances": [
{
"AmiLaunchIndex": 0,
"Imageld": "ami-0e2063e7f6dc3bee8",
"InstanceId": "i-1234567890Qabcdef0",
"InstanceType": "m5.2xlarge",
},
"BootMode": "uefi",
"CurrentInstanceBootMode": "uefi"
}
1,
"OwnerId": "1234567890",
"ReservationId": "r-1234567890abcdef@"
}
]
}
PowerShell

To determine the boot mode of an instance (Tools for PowerShell)

Use the Get-EC2Image Cmdlet to determine the boot mode of an instance. You can also
determine the boot mode of the AMI that was used to the create the instance.

Get-EC2Image (AWS Tools for Windows PowerShell)

(Get-EC2Instance -Instanceld i-1234567890abcdef®).Instances | Format-List BootMode,
CurrentInstanceBootMode, InstanceType, Imageld

BootMode : uefi
CurrentInstanceBootMode : uefi

InstanceType : chba.large

Imageld : ami-0265446f88eb4021b

In the output, the following parameters describe the boot mode:
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e BootMode - The boot mode of the AMI that was used to create the instance.

e CurrentInstanceBootMode — The boot mode that is used to boot the instance at launch or
start.

Determine the boot mode of the operating system for your EC2
instance

The boot mode of the AMI guides Amazon EC2 on which boot mode to use to boot an instance. To
view whether the operating system of your instance is configured for UEFI, you need to connect to
your instance using SSH (Linux instances) or RDP (Windows instances).

Use the instructions for your instance's operating system.

Linux
To determine the boot mode of the instance’s operating system

1. Connect to your Linux instance using SSH.

2. To view the boot mode of the operating system, try one of the following:

« Run the following command.

[ec2-user ~]$ sudo /usr/sbin/efibootmgr

Expected output from an instance booted in UEFI boot mode

BootCurrent: 0001

Timeout: @ seconds

BootOrder: 0000,0001

Boot@000* UiApp

Boot@@@1* UEFI Amazon Elastic Block Store vol-xyz

« Run the following command to verify the existence of the /sys/firmware/efi directory.
This directory exists only if the instance boots using UEFI. If this directory doesn't exist, the
command returns Legacy BIOS Boot Detected.

[ec2-user ~]$ [ -d /sys/firmware/efi ] && echo "UEFI Boot Detected" || echo
"Legacy BIOS Boot Detected"
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Expected output from an instance booted in UEFI boot mode

UEFI Boot Detected

Expected output from an instance booted in Legacy BIOS boot mode

Legacy BIOS Boot Detected

« Run the following command to verify that EFl appears in the dmesg output.

[ec2-user ~]$ dmesg | grep -i "EFI"

Expected output from an instance booted in UEFI boot mode

[ 0.000000] efi: Getting EFI parameters from FDT:
[ 0.000000] efi: EFI v2.70 by EDK II
Windows

To determine the boot mode of the instance’s operating system

1.  Connect to your Windows instance using RDP.

2. Go to System Information and check the BIOS Mode row.
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B System Information — O X
File Edit View Help
System Summary Item Value 2

#-Hardware Resources BIOS Version/Date Amazon EC2 1.0, 10/16/2017
- COMpORERLS SMEIOS Version 2.7
 software Environment
BaseBoard Manufacturer Amazon EC2
BaseBoard Product Not Available
BaseBoard Version Not Available
Platform Role Desktop
Secure Boot State Unsupported
PCR7 Configuration Not Available
Windows Directory C:\Windows
System Directory C:\Windows\system32
Boot Device \Device\HarddiskVolume1
Locale United States
Hardware Abstraction Layer Version = "10.0.17763.2061"
User Name Not Available
Time Zone Coordinated Universal Time v
< >
Find what: Find Close Find

[Jsearch selected category only []search category names only

Set the boot mode of an Amazon EC2 AMI

When you create an AMI using the register-image command, you can set the boot mode of the AMI

to either uefi, legacy-bios, oruefi-preferred.

When the AMI boot mode is set to uefi-preferred, the instance boots as follows:

« For instance types that support both UEFI and Legacy BIOS (for example, m5.1arge), the
instance boots using UEFI.

« For instance types that support only Legacy BIOS (for example, m4. 1large), the instance boots
using Legacy BIOS.

® Note

If you set the AMI boot mode to uefi-preferred, the operating system must support the
ability to boot both UEFI and Legacy BIOS.

Currently, you can't use the register-image command to create an AMI that supports both
NitroTPM and UEFI Preferred.
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/A Warning

Some features, like UEFI Secure Boot, are only available on instances that boot on UEFI.
When you use the uefi-preferred AMI boot mode parameter with an instance type that
does not support UEFI, the instance will launch as Legacy BIOS and the UEFI-dependent
feature will be disabled. If you rely on the availability of a UEFI-dependent feature, set your
AMI boot mode parameter to uefi.

To convert an existing Legacy BIOS-based instance to UEFI, or an existing UEFI-based instance
to Legacy BIOS, you need to perform a number of steps: First, modify the instance's volume and
operating system to support the selected boot mode. Then, create a snapshot of the volume.
Finally, use register-image to create the AMI using the snapshot.

You can't set the boot mode of an AMI using the create-image command. With create-image, the
AMl inherits the boot mode of the EC2 instance used for creating the AMI. For example, if you
create an AMI from an EC2 instance running on Legacy BIOS, the AMI boot mode will be configured
as legacy-bios. If you create an AMI from an EC2 instance that was launched using an AMI with
a boot mode set to uefi-preferred, the AMI that is created will also have its boot mode set to
uefi-preferred.

/A Warning

Setting the AMI boot mode parameter does not automatically configure the operating
system for the specified boot mode. Before proceeding with these steps, you must first
make suitable modifications to the instance's volume and operating system to support
booting using the selected boot mode; otherwise, the resulting AMI will not be usable. For
example, if you are converting a Legacy BIOS-based Windows instance to UEFI, you can
use the MBR2GPT tool from Microsoft to convert the system disk from MBR to GPT. The
modifications that are required are operating system-specific. For more information, see
the manual for your operating system.

To set the boot mode of an AMI (AWS CLI)

1. Make suitable modifications to the instance's volume and operating system to support booting
via the selected boot mode. The modifications that are required are operating system-specific.
For more information, see the manual for your operating system.
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® Note
If you don't perform this step, the AMI will not be usable.

2. To find the volume ID of the instance, use the describe-instances command. You'll create a
snapshot of this volume in the next step.

aws ec2 describe-instances --region us-east-1 --instance-ids 1-1234567890abcdef0

Expected output

"BlockDeviceMappings": [
{

"DeviceName": "/dev/sdal",

"Ebs": {
"AttachTime": "",
"DeleteOnTermination": true,
"Status": "attached",
"VolumeId": "vol-1234567890abcdef0"

3. To create a snapshot of the volume, use the create-snapshot command. Use the volume ID
from the previous step.

aws ec2 create-snapshot --region us-east-1 --volume-id vol-1234567890abcdef® --
description "add text"

Expected output

"Description": "add text",
"Encrypted": false,
"OwnerId": "123",

"Progress": "",
"SnapshotId": "snap-01234567890@abcdef",
"StartTime": "",

"State": "pending",
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"VolumeId": "vol-1234567890abcdefo",
"VolumeSize": 30,
"Tags": []

}

4. Note the snapshot ID in the output from the previous step.

Wait until the snapshot creation is completed before going to the next step. To query the
state of the snapshot, use the describe-snapshots command.

aws ec2 describe-snapshots --region us-east-1 --snapshot-ids snap-01234567890abcdef

Example output

"Snapshots": [
{

"Description": "This is my snapshot",
"Encrypted": false,
"VolumeId": "vol-049df61146c4d7901",
"State": "completed"”,
"VolumeSize": 8,
"StartTime": "2019-02-28T21:28:32.000Z",
"Progress": "100%",
"OwnerId": "012345678910",
"SnapshotId": "snap-0123456789Qabcdef",

6. To create a new AMI, use the register-image command. Use the snapshot ID that you noted in

the earlier step.

» To set the boot mode to UEFI, add the --boot-mode parameter to the command and
specify uefi as the value.

aws ec2 register-image \

--region us-east-1 \

--description "add description" \

--name "add name" \

--block-device-mappings "DeviceName=/dev/
sdal,Ebs={SnapshotId=snap-01234567890abcdef ,DeleteOnTermination=truel}" \

--architecture x86_64 \

--root-device-name /dev/sdal \

--virtualization-type hvm \
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--ena-support \
--boot-mode uefi

» To set the boot mode to uefi-preferred, add the --boot-mode parameter to the
command and specify uefi-preferred as the value.

aws ec2 register-image \
--region us-east-1 \
--description "add description" \
--name "add name" \
--block-device-mappings "DeviceName=/dev/
sdal, Ebs={SnapshotId=snap-01234567890@abcdef,DeleteOnTermination=true}" \
--architecture x86_64 \
--root-device-name /dev/sdal \
--virtualization-type hvm \
--ena-support \
--boot-mode uefi-preferred

Expected output

{

"ImageId": "ami-new_ami_123"

}

7. To verify that the newly-created AMI has the boot mode that you specified in the previous
step, use the describe-images command.

aws ec2 describe-images --region us-east-1 --image-id ami-new_ami_123

Expected output

"Images": [

{

"Architecture": "x86_64",

"CreationDate": "2021-01-06T14:31:04.000Z",
"ImagelId": "ami-new_ami_123",

"ImagelLocation": 0

"BootMode": "uefi"

}
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]

}

8. Launch a new instance using the newly-created AMI.

If the AMI boot mode is uefi or legacy-bios, instances created from this AMI will have the
same boot mode as the AMI. If the AMI boot mode is uefi-preferred, the instance will boot
using UEFI if the instance type supports UEFI; otherwise, the instance will boot using Legacy
BIOS.

9. To verify that the new instance has the expected boot mode, use the describe-instances

command.

UEFI variables for Amazon EC2 instances

When you launch an instance where the boot mode is set to UEFI, a key-value store for variables
is created. The store can be used by UEFI and the instance operating system for storing UEFI
variables.

UEFI variables are used by the boot loader and the operating system to configure early system
startup. They allow the operating system to manage certain settings of the boot process, like the
boot order, or managing the keys for UEFI Secure Boot.

/A Warning

Anyone who can connect to the instance (and potentially any software running on the
instance), or anyone with permissions to use the GetlnstanceUefiData API on the instance
can read the variables. You should never store sensitive data, such as passwords or
personally identifiable information, in the UEFI variable store.

UEFI variable persistence

» For instances that were launched on or before May 10, 2022, UEFI variables are wiped on reboot
or stop.

» Forinstances that are launched on or after May 11, 2022, UEFI variables that are marked as non-
volatile are persisted on reboot and stop/start.

« Bare metal instances don't preserve UEFI non-volatile variables across instance stop/start
operations.
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UEFI Secure Boot for Amazon EC2 instances

UEFI Secure Boot builds on the long-standing secure boot process of Amazon EC2, and provides
additional defense-in-depth that helps customers secure software from threats that persist across
reboots. It ensures that the instance only boots software that is signed with cryptographic keys.
The keys are stored in the key database of the UEFI non-volatile variable store. UEFI Secure Boot

prevents unauthorized modification of the instance boot flow.

Contents

+« How UEFI Secure Boot works with Amazon EC2 instances

Launch an Amazon EC2 instance with UEFI Secure Boot support

Verify whether an Amazon EC2 instance is enabled for UEFI Secure Boot

Create a Linux AMI with custom UEFI Secure Boot keys
Create the AWS binary blob for UEFI Secure Boot

How UEFI Secure Boot works with Amazon EC2 instances

UEFI Secure Boot is a feature specified in UEFI, which provides verification about the state of the
boot chain. It is designed to ensure that only cryptographically verified UEFI binaries are executed
after the self-initialization of the firmware. These binaries include UEFI drivers and the main
bootloader, as well as chain-loaded components.

UEFI Secure Boot specifies four key databases, which are used in a chain of trust. The databases are
stored in the UEFI variable store.

The chain of trust is as follows:
Platform key (PK) database

The PK database is the root of trust. It contains a single public PK key that is used in the chain
of trust for updating the key exchange key (KEK) database.

To change the PK database, you must have the private PK key to sign an update request. This
includes deleting the PK database by writing an empty PK key.

Key exchange key (KEK) database

The KEK database is a list of public KEK keys that are used in the chain of trust for updating the
signature (db) and denylist (dbx) databases.
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To change the public KEK database, you must have the private PK key to sign an update
request.

Signature (db) database

The db database is a list of public keys and hashes that are used in the chain of trust to validate
all UEFI boot binaries.

To change the db database, you must have the private PK key or any of the private KEK keys to
sign an update request.

Signature denylist (dbx) database

The dbx database is a list of public keys and binary hashes that are not trusted, and are used in
the chain of trust as a revocation file.

The dbx database always takes precedence over all other key databases.

To change the dbx database, you must have the private PK key or any of the private KEK keys to
sign an update request.

The UEFI Forum maintains a publicly available dbx for many known-bad binaries and certs at
https://uefi.org/revocationlistfile.

/A Important

UEFI Secure Boot enforces signature validation on any UEFI binaries. To permit execution
of a UEFI binary in UEFI Secure Boot, you sign it with any of the private db keys described
above.

By default, UEFI Secure Boot is disabled and the system is in SetupMode. When the system is in
SetupMode, all key variables can be updated without a cryptographic signature. When the PK is
set, UEFI Secure Boot is enabled and the SetupMode is exited.

Launch an Amazon EC2 instance with UEFI Secure Boot support

When you launch an Amazon EC2 instance with a supported AMI and a supported instance type,

that instance instance will automatically validate UEFI boot binaries against its UEFI Secure Boot
database. No additional configuration is required. You can also configure UEFI Secure Boot on an
instance after launch.

UEFI Secure Boot 170


https://uefi.org/revocationlistfile

Amazon Elastic Compute Cloud User Guide

® Note

UEFI Secure Boot protects your instance and its operating system against boot flow
modifications. If you create a new AMI from a source AMI that has UEFI Secure Boot
enabled and modify certain parameters during the copy process, such as changing the
UefiData within the AMI, you can disable UEFI Secure Boot.

Contents

o Supported AMls

o Supported instance types

Supported AMlIs
Linux AMIs
To launch a Linux instance, the Linux AMI must have UEFI Secure Boot enabled.

Amazon Linux supports UEFI Secure Boot starting with AL2023 release 2023.1. However, UEFI

Secure Boot isn't enabled in the default AMiIs. For more information, see UEFI Secure Boot in the
AL2023 User Guide. Older versions of Amazon Linux AMls aren't enabled for UEFI Secure Boot. To
use a supported AMI, you must perform a number of configuration steps on your own Linux AMI.

For more information, see Create a Linux AMI with custom UEFI Secure Boot keys.

Windows AMIs

To launch a Windows instance, the Windows AMI must have UEFI Secure Boot enabled. The
following Windows AMIs are preconfigured to enable UEFI Secure Boot with Microsoft keys:

« TPM-Windows_Server-2022-English-Core-Base

« TPM-Windows_Server-2022-English-Full-Base

o TPM-Windows_Server-2022-English-Full-SQL_2022_Enterprise
o TPM-Windows_Server-2022-English-Full-SQL_2022_Standard
o TPM-Windows_Server-2019-English-Core-Base

« TPM-Windows_Server-2019-English-Full-Base

o TPM-Windows_Server-2019-English-Full-SQL_2019_Enterprise
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o TPM-Windows_Server-2019-English-Full-SQL_2019_Standard
« TPM-Windows_Server-2016-English-Core-Base
« TPM-Windows_Server-2016-English-Full-Base

Currently, we do not support importing Windows with UEFI Secure Boot by using the import-image

command.
Supported instance types

All virtualized instance types that support UEFI also support UEFI Secure Boot. For the instance
types that support UEFI Secure Boot, see Requirements for UEFI boot mode.

(@ Note

Bare metal instance types do not support UEFI Secure Boot.

Verify whether an Amazon EC2 instance is enabled for UEFI Secure Boot

You can use the following procedures to determine whether an Amazon EC2 is enabled for UEFI
Secure Boot.

Linux instances

You can use the mokutil utility to verify whether a Linux instance is enabled for UEFI Secure Boot.
If mokutil is not installed on your instance, you must install it. For the installation instructions for
Amazon Linux 2, see Find and install software packages on an Amazon Linux 2 instance. For other

Linux distributions, see their specific documentation.
To verify whether a Linux instance is enabled for UEFI Secure Boot

Connect to your instance and run the following command as root in a terminal window.

mokutil --sb-state

The following is example output.

« If UEFI Secure Boot is enabled, the output contains SecureBoot enabled.
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« If UEFI Secure Boot is not enabled, the output contains SecureBoot disabledor Failed to
read SecureBoot.

Windows instances

To verify whether a Windows instance is enabled for UEFI Secure Boot

1. Connect to your instance.
2. Open the msinfo32 tool.

3. Check the Secure Boot State field. If UEFI Secure Boot is enabled, the value is Supported, as
shown in the following image.

B System Information . O X
File Edit View Help
System Summary ltem Value 2
(- Hardware Resources BIOS Mode Legacy
- Components BaseBoard Manufacturer Amazon EC2
&- Software Environment BaseBoard Product Not Available
BaseBoard Version Not Available
Platform Role Desktop
PCR7 Configuration Not Available
Windows Directory C:\Windows
System Directory C:\Windows\system32
Boot Device \Device\HarddiskVolume1
Locale United States
Hardware Abstraction Layer Version = "10.0.17763.2061"
User Name Not Available
Time Zone Coordinated Universal Time
Installed Physical Memory (RAM) 8.00 GB
Total Physical Memory 7.90 GB v
< >
Find what: Find Close Find
[Jsearch selected category only [Jsearch category names only

You can also use the Windows PowerShell Cmdlet Confirm-SecureBootUEFI to check the the
Secure Boot status. For more information about the cmdlet, see Confirm-SecureBootUEFI in the
Microsoft Documentation.

Create a Linux AMI with custom UEFI Secure Boot keys

This procedure shows you how to create a Linux AMI with UEFI Secure Boot and custom-made
private keys. Amazon Linux supports UEFI Secure Boot starting with AL2023 release 2023.1. For
more information, see UEFI Secure Boot in the AL2023 User Guide.
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/A Important

The following procedure is intended for advanced users only. You must have sufficient
knowledge of SSL and Linux distribution boot flow to use these procedures.

Prerequisites

« The following tools will be used:

o OpenSSL - https://www.openssl.org/

o efivar - https://qgithub.com/rhboot/efivar

« efitools — https://git.kernel.org/pub/scm/linux/kernel/git/jejb/efitools.git/

» get-instance-uefi-data AWS CLI command

« Your Linux instance must have been launched with a Linux AMI that supports UEFI boot mode,
and have non-volatile data present.

Newly created instances without UEFI Secure Boot keys are created in SetupMode, which allows
you to enroll your own keys. Some AMIs come preconfigured with UEFI Secure Boot and you cannot
change the existing keys. If you want to change the keys, you must create a new AMI based on the
original AMI.

You have two ways to propagate the keys in the variable store, which are described in Option A and
Option B that follow. Option A describes how to do this from within the instance, mimicking the
flow of real hardware. Option B describes how to create a binary blob, which is then passed as a
base64-encoded file when you create the AMI. For both options, you must first create the three key
pairs, which are used for the chain of trust.

Step 1: Create three key pairs

UEFI Secure Boot is based on the following three key databases, which are used in a chain of trust:
the platform key (PK), the key exchange key (KEK), and the signature database (db).’

You create each key on the instance. To prepare the public keys in a format that is valid for the
UEFI Secure Boot standard, you create a certificate for each key. DER defines the SSL format (binary
encoding of a format). You then convert each certificate into a UEFI signature list, which is the
binary format that is understood by UEFI Secure Boot. And finally, you sign each certificate with
the relevant key.
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Topics

» Prepare to create the key pairs

o Key pair 1: Create the platform key (PK)

» Key pair 2: Create the key exchange key (KEK)

» Key pair 3: Create the signature database (db)

 Sign the boot image (kernel) with the private key

Prepare to create the key pairs

Before creating the key pairs, create a globally unique identifier (GUID) to be used in key
generation.

1. Connect to the instance.

2. Run the following command in a shell prompt.

uuidgen --random > GUID.txt

Key pair 1: Create the platform key (PK)

The PK is the root of trust for UEFI Secure Boot instances. The private PK is used to update the KEK,
which in turn can be used to add authorized keys to the signature database (db).

The X.509 standard is used for creating the key pair. For information about the standard, see X.509
on Wikipedia.

To create the PK

1. Create the key. You must name the variable PK.

openssl req -newkey rsa:4096 -nodes -keyout PK.key -new -x509 -sha256 -days 3650 -
subj "/CN=Platform key/" -out PK.crt

The following parameters are specified:

« -keyout PK.key - The private key file.
« -days 3650 - The number of days that the certificate is valid.

UEFI Secure Boot 175


https://en.wikipedia.org/wiki/X.509

Amazon Elastic Compute Cloud User Guide

e -out PK.crt - The certificate that is used to create the UEFI variable.

e CN=Platform key -The common name (CN) for the key. You can enter the name of your
own organization instead of Platform key.

2. Create the certificate.

openssl x509 -outform DER -in PK.crt -out PK.cer

3. Convert the certificate into a UEFI signature list.

cert-to-efi-sig-list -g "$(< GUID.txt)" PK.crt PK.esl

4. Sign the UEFI signature list with the private PK (self-signed).

sign-efi-sig-list -g "$(< GUID.txt)" -k PK.key -c PK.crt PK PK.esl PK.auth

Key pair 2: Create the key exchange key (KEK)

The private KEK is used to add keys to the db, which is the list of authorized signatures to boot on
the system.

To create the KEK

1. Create the key.

openssl req -newkey rsa:4096 -nodes -keyout KEK.key -new -x509 -sha256 -days 3650 -
subj "/CN=Key Exchange Key/" -out KEK.crt

2. Create the certificate.

openssl x509 -outform DER -in KEK.crt -out KEK.cer

3. Convert the certificate into a UEFI signature list.

cert-to-efi-sig-list -g "$(< GUID.txt)" KEK.crt KEK.esl

4. Sign the signature list with the private PK.

sign-efi-sig-list -g "$(< GUID.txt)" -k PK.key -c PK.crt KEK KEK.esl KEK.auth
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Key pair 3: Create the signature database (db)

The db list contains authorized keys that are authorized to be booted on the system. To modify the
list, the private KEK is necessary. Boot images will be signed with the private key that is created in
this step.

To create the db

1. Create the key.

openssl req -newkey rsa:4096 -nodes -keyout db.key -new -x509 -sha256 -days 3650 -
subj "/CN=Signature Database key/" -out db.crt

2. Create the certificate.

openssl x509 -outform DER -in db.crt -out db.cer

3. Convert the certificate into a UEFI signature list.

cert-to-efi-sig-list -g "$(< GUID.txt)" db.crt db.esl

4. Sign the signature list with the private KEK.

sign-efi-sig-list -g "$(< GUID.txt)" -k KEK.key -c KEK.crt db db.esl db.auth

Sign the boot image (kernel) with the private key

For Ubuntu 22.04, the following images require signatures.

/boot/efi/EFI/ubuntu/shimx64.efi
/boot/efi/EFI/ubuntu/mmx64.efi
/boot/efi/EFI/ubuntu/grubx64.efi
/boot/vmlinuz

To sign an image

Use the following syntax to sign an image.

sbsign --key db.key --cert db.crt --output /boot/vmlinuz /boot/vmlinuz
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® Note

You must sign all new kernels. /boot/vmlinuz will usually symlink to the last installed
kernel.

Refer to the documentation for your distribution to find out about your boot chain and required
images.

' Thanks to the ArchWiki community for all of the work they have done. The commands for
creating the PK, creating the KEK, creating the DB, and signing the image are from Creating keys,
authored by the ArchWiki Maintenance Team and/or the ArchWiki contributors.

Step 2 (Option A): Add keys to the variable store from within the instance

After you have created the three key pairs, you can connect to your instance and add the keys to
the variable store from within the instance by completing the following steps.

Option A steps:

« Step 1: Launch an instance that will support UEFI Secure Boot

» Step 2: Configure an instance to support UEFI Secure Boot

o Step 3: Create an AMI from the instance

Step 1: Launch an instance that will support UEFI Secure Boot

When you launch an instance with the following prerequisites, the instance will then be ready to be

configured to support UEFI Secure Boot. You can only enable support for UEFI Secure Boot on an
instance at launch; you can't enable it later.

Prerequisites

o AMI - The Linux AMI must support UEFI boot mode. To verify that the AMI supports UEFI boot
mode, the AMI boot mode parameter must be uefi. For more information, see Determine the

boot mode parameter of an Amazon EC2 AMI.

Note that AWS only provides Linux AMIs configured to support UEFI for Graviton-based instance
types. AWS currently does not provide x86_64 Linux AMIs that support UEFI boot mode. You can
configure your own AMI to support UEFI boot mode for all architectures. To configure your own
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AMI to support UEFI boot mode, you must perform a number of configuration steps on your own
AMI. For more information, see Set the boot mode of an Amazon EC2 AMI.

« Instance type — All virtualized instance types that support UEFI also support UEFI Secure Boot.
Bare metal instance types do not support UEFI Secure Boot. For the instance types that support
UEFI Secure Boot, see Requirements for UEFI boot mode.

« Launch your instance after the release of UEFI Secure Boot. Only instances launched after May
10, 2022 (when UEFI Secure Boot was released) can support UEFI Secure Boot.

After you've launched your instance, you can verify that it is ready to be configured to support UEFI
Secure Boot (in other words, you can proceed to Step 2) by checking whether UEFI data is present.
The presence of UEFI data indicates that non-volatile data is persisted.

To verify whether your instance is ready for Step 2

Use the get-instance-uefi-data command and specify the instance ID.

aws ec2 get-instance-uefi-data --instance-id i-0123456789example

The instance is ready for Step 2 if UEFI data is present in the output. If the output is empty, the
instance cannot be configured to support UEFI Secure Boot. This can happen if your instance was
launched before UEFI Secure Boot support became available. Launch a new instance and try again.

Step 2: Configure an instance to support UEFI Secure Boot

Enroll the key pairs in your UEFI variable store on the instance

/A Warning

You must sign your boot images after you enroll the keys, otherwise you won't be able to
boot your instance.

After you create the signed UEFI signature lists (PK, KEK, and db), they must be enrolled into the
UEFI firmware.

Writing to the PK variable is possible only if:

« No PK is enrolled yet, which is indicated if the SetupMode variable is 1. Check this by using the
following command. The output is either 1 or 0.
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efivar -d -n 8be4df61-93ca-11d2-aa@d-00e098032b8c-SetupMode

« The new PK is signed by the private key of the existing PK.

To enroll the keys in your UEFI variable store
The following commands must be run on the instance.

If SetupMode is enabled (the value is 1), the keys can be enrolled by running the following
commands on the instance:

[ec2-user ~]$ efi-updatevar -f db.auth db

[ec2-user ~]$ efi-updatevar -f KEK.auth KEK

[ec2-user ~]$ efi-updatevar -f PK.auth PK

To verify that UEFI Secure Boot is enabled

To verify that UEFI Secure Boot is enabled, follow the steps in Verify whether an Amazon EC2
instance is enabled for UEFI Secure Boot.

You can now export your UEFI variable store with the get-instance-uefi-data CLI command, or you
continue to the next step and sign your boot images to reboot into a UEFI Secure Boot-enabled
instance.

Step 3: Create an AMI from the instance

To create an AMI from the instance, you can use the console or the CreateImage API, CLI, or SDKs.
For the console instructions, see Create an Amazon EBS-backed AMI. For the API instructions, see

Createlmage.

® Note

The CreateImage APl automatically copies the UEFI variable store of the instance to the
AMI. The console uses the CreateImage API. After you launch instances using this AMI, the
instances will have the same UEFI variable store.
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Step 2 (Option B): Create a binary blob containing a pre-filled variable store

After you have created the three key pairs, you can create a binary blob containing a pre-filled
variable store containing the UEFI Secure Boot keys.

/A Warning

You must sign your boot images before you enroll the keys, otherwise you won't be able to
boot your instance.

Option B steps:

« Step 1: Create a new variable store or update an existing one

» Step 2: Upload the binary blob on AMI creation

Step 1: Create a new variable store or update an existing one

You can create the variable store offline without a running instance by using the python-uefivars
tool. The tool can create a new variable store from your keys. The script currently supports the
EDK2 format, the AWS format, and a JSON representation that is easier to edit with higher-level
tooling.

To create the variable store offline without a running instance

1. Download the tool at the following link.

https://github.com/awslabs/python-uefivars

2. Create a new variable store from your keys by running the following command. This will create
a base64-encoded binary blob in your_binary_blob.bin. The tool also supports updating a
binary blob via the -I parameter.

./uefivars.py -i none -o aws -0 your_binary_blob.bin -P PK.esl -K KEK.esl --db
db.esl --dbx dbx.esl
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Step 2: Upload the binary blob on AMI creation

Use register-image to pass your UEFI variable store data. For the --uefi-data parameter, specify

your binary blob, and for the - -boot-mode parameter, specify uefi.

aws ec2 register-image \
--name uefi_sb_tpm_register_image_test \
--uefi-data $(cat your binary blob.bin) \
--block-device-mappings "DeviceName=/dev/sdal, Ebs=
{SnapshotId=snap-0123456789example,DeleteOnTermination=truel}" \
--architecture x86_64 \
--root-device-name /dev/sdal \
--virtualization-type hvm \
--ena-support \
--boot-mode uefi

Create the AWS binary blob for UEFI Secure Boot

You can use the following steps to customize the UEFI Secure Boot variables during AMI creation.
The KEK that is used in these steps is current as of September 2021. If Microsoft updates the KEK,
you must use the latest KEK.

To create the AWS binary blob

1. Create an empty PK signature list.

touch empty_key.crt
cert-to-efi-sig-list empty_key.crt PK.esl

2. Download the KEK certificates.

https://go.microsoft.com/fwlink/?LinkId=321185

3.  Wrap the KEK certificates in a UEFI signature list (siglist).

sbsiglist --owner 77fa9abd-0359-4d32-bd60-28f4e78f784b --type x509 --output
MS_Win_KEK.esl MicCorKEKCA2011_2011-06-24.crt

4. Download Microsoft's db certificates.

https://www.microsoft.com/pkiops/certs/MicWinProPCA2011_2011-10-19.crt
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https://www.microsoft.com/pkiops/certs/MicCorUEFCA2011_2011-06-27.crt

5. Generate the db signature list.

sbsiglist --owner 77fa9abd-0359-4d32-bd60-28f4e78f784b --type x509 --output
MS_Win_db.esl MicWinProPCA2011_2011-10-19.crt

sbsiglist --owner 77fa9abd-0359-4d32-bd60-28f4e78f784b --type x509 --output
MS_UEFI_db.esl MicCorUEFCA2011_2011-06-27.crt

cat MS_Win_db.esl MS_UEFI_db.esl > MS_db.esl

6. Download an updated dbx change request from the following link.

https://uefi.org/revocationlistfile

7. The dbx change request that you downloaded in the previous step is already signed with the
Microsoft KEK, so you need to strip or unpack it. You can use the following links.

https://gist.github.com/out@xb2/f8e@bae94214889a89ac67fceb37f8c0O

https://support.microsoft.com/en-us/topic/microsoft-guidance-for-applying-secure-
boot-dbx-update-e3b9e4cb-a330-b3ba-a602-15083965d9ca

8. Build a UEFI variable store using the uefivars. py script.

./uefivars.py -i none -o aws -0 uefiblob-microsoft-keys-empty-pk.bin -P ~/PK.esl -K
~/MS_Win_KEK.esl --db ~/MS_db.esl --dbx ~/dbx-2021-April.bin

9. Check the binary blob and the UEFI variable store.

./uefivars.py -i aws -I uefiblob-microsoft-keys-empty-pk.bin -0 json | less

10. You can update the blob by passing it to the same tool again.

./uefivars.py -i aws -I uefiblob-microsoft-keys-empty-pk.bin -o aws -0 uefiblob-
microsoft-keys-empty-pk.bin -P ~/PK.esl -K ~/MS_Win_KEK.esl --db ~/MS_db.esl --dbx
~/dbx-2021-April.bin

Expected output

Replacing PK
Replacing KEK
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Replacing db
Replacing dbx

Use encryption with EBS-backed AMIs

AMIs that are backed by Amazon EBS snapshots can take advantage of Amazon EBS encryption.
Snapshots of both data and root volumes can be encrypted and attached to an AMI. You

can launch instances and copy images with full EBS encryption support included. Encryption
parameters for these operations are supported in all Regions where AWS KMS is available.

EC2 instances with encrypted EBS volumes are launched from AMIs in the same way as other
instances. In addition, when you launch an instance from an AMI backed by unencrypted EBS
snapshots, you can encrypt some or all of the volumes during launch.

Like EBS volumes, snapshots in AMIs can be encrypted by either your default AWS KMS key, or to a
customer managed key that you specify. You must in all cases have permission to use the selected
KMS key.

AMIs with encrypted snapshots can be shared across AWS accounts. For more information, see
Understand shared AMI usage in Amazon EC2.

Encryption with EBS-backed AMIs topics

« Instance-launching scenarios

« Image-copying scenarios

Instance-launching scenarios

Amazon EC2 instances are launched from AMIs using the RunInstances action with parameters
supplied through block device mapping, either by means of the AWS Management Console or
directly using the Amazon EC2 API or CLI. For more information, see Block device mappings for

volumes on Amazon EC2 instances. For examples of controlling block device mapping from the
AWS CLI, see Launch, List, and Terminate EC2 Instances.

By default, without explicit encryption parameters, a RunInstances action maintains the
existing encryption state of an AMI's source snapshots while restoring EBS volumes from them.
If encryption by default is enabled, all volumes created from the AMI (whether from encrypted
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or unencrypted snapshots) are encrypted. If encryption by default is not enabled, the instance
maintains the encryption state of the AMI.

You can also launch an instance and simultaneously apply a new encryption state to the resulting
volumes by supplying encryption parameters. Consequently, the following behaviors are observed:

Launch with no encryption parameters

« An unencrypted snapshot is restored to an unencrypted volume, unless encryption by default is
enabled, in which case all the newly created volumes will be encrypted.

« An encrypted snapshot that you own is restored to a volume that is encrypted to the same KMS
key.

« An encrypted snapshot that you do not own (for example, the AMI is shared with you) is restored
to a volume that is encrypted by your AWS account's default KMS key.

The default behaviors can be overridden by supplying encryption parameters. The available
parameters are Encrypted and KmsKeyId. Setting only the Encrypted parameter results in the
following:

Instance launch behaviors with Encrypted set, but no KmsKeyId specified

« An unencrypted snapshot is restored to an EBS volume that is encrypted by your AWS account's
default KMS key.

« An encrypted snapshot that you own is restored to an EBS volume encrypted by the same KMS
key. (In other words, the Encrypted parameter has no effect.)

« An encrypted snapshot that you do not own (i.e., the AMI is shared with you) is restored
to a volume that is encrypted by your AWS account's default KMS key. (In other words, the
Encrypted parameter has no effect.)

Setting both the Encrypted and KmsKeyId parameters allows you to specify a non-default KMS
key for an encryption operation. The following behaviors result:
Instance with both Encrypted and KmsKeyId set

« An unencrypted snapshot is restored to an EBS volume encrypted by the specified KMS key.

« An encrypted snapshot is restored to an EBS volume encrypted not to the original KMS key, but
instead to the specified KMS key.
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Submitting a KmsKeyId without also setting the Encrypted parameter results in an error.

The following sections provide examples of launching instances from AMIs using non-default
encryption parameters. In each of these scenarios, parameters supplied to the RunInstances
action result in a change of encryption state during restoration of a volume from a snapshot.

For information about using the console to launch an instance from an AMI, see Launch an Amazon
EC2 instance.

Encrypt a volume during launch

In this example, an AMI backed by an unencrypted snapshot is used to launch an EC2 instance with
an encrypted EBS volume.

Al ECY instance
__________ -, ~
o | RunInstances | =
| — [
JE.
: EES - Ir—"" Parameters: " ERS
: (root) ! ® Encrypted (ract)
| shapshat : * KmsKeylD volume
| | (optional)
M e e e / kN J

(optional)

The Encrypted parameter alone results in the volume for this instance being encrypted. Providing
a KmsKeyId parameter is optional. If no KMS key ID is specified, the AWS account's default KMS
key is used to encrypt the volume. To encrypt the volume to a different KMS key that you own,
supply the KmsKeyId parameter.

Re-encrypt a volume during launch

In this example, an AMI backed by an encrypted snapshot is used to launch an EC2 instance with an
EBS volume encrypted by a new KMS key.
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Al ECZ instance
T
—— — RunInstances —_ p—
i ees il EBS
[ Parameters: N
| (root) 4 > (root)
[ snapshot ‘ Emrgpt?[] volume
[ ®  Krmskey
M ___ M =
"

Re-encrypted to
provided ChK

If you own the AMI and supply no encryption parameters, the resulting instance has a volume
encrypted by the same KMS key as the snapshot. If the AMI is shared rather than owned by you,
and you supply no encryption parameters, the volume is encrypted by your default KMS key. With
encryption parameters supplied as shown, the volume is encrypted by the specified KMS key.

Change encryption state of multiple volumes during launch

In this more complex example, an AMI backed by multiple snapshots (each with its own encryption
state) is used to launch an EC2 instance with a newly encrypted volume and a re-encrypted

volume.

Al ECZ Instance

------------ i _\ﬁ
I — EBS #1

|

| ?BS T; - | RunInstances (root) E

roo |
! Parameters: volume
| snapshot ' "_p.
| | » * Encrypted #1 » pr—
| = | & KmsKeylD#1
! ¥ EBS #1
: E[SS #? - : ® FEncrypted #2 (data)

ata
| snapshot E : * KmsKeylD# volume
|
|
N e L ___ ,J A / /J
‘_____.--"
Re-encrypted to Encrypted to
provided ChE #2 provided ChEK #1

&= &=
Ak &1 Ak &2

In this scenario, the RunInstances action is supplied with encryption parameters for each of the
source snapshots. When all possible encryption parameters are specified, the resulting instance is
the same regardless of whether you own the AMI.
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Image-copying scenarios

Amazon EC2 AMiIs are copied using the CopyImage action, either through the AWS Management
Console or directly using the Amazon EC2 API or CLI.

By default, without explicit encryption parameters, a CopyImage action maintains the existing
encryption state of an AMl's source snapshots during copy. You can also copy an AMI and
simultaneously apply a new encryption state to its associated EBS snapshots by supplying
encryption parameters. Consequently, the following behaviors are observed:

Copy with no encryption parameters

« An unencrypted snapshot is copied to another unencrypted snapshot, unless encryption by
default is enabled, in which case all the newly created snapshots will be encrypted.

« An encrypted snapshot that you own is copied to a snapshot encrypted with the same KMS key.

« An encrypted snapshot that you do not own (that is, the AMI is shared with you) is copied to a
snapshot that is encrypted by your AWS account's default KMS key.

All of these default behaviors can be overridden by supplying encryption parameters. The available
parameters are Encrypted and KmsKeyId. Setting only the Encrypted parameter results in the
following:

Copy-image behaviors with Encrypted set, but no KmsKeyId specified

« An unencrypted snapshot is copied to a snapshot encrypted by the AWS account's default KMS
key.

« An encrypted snapshot is copied to a snapshot encrypted by the same KMS key. (In other words,
the Encrypted parameter has no effect.)

« An encrypted snapshot that you do not own (i.e., the AMI is shared with you) is copied to
a volume that is encrypted by your AWS account's default KMS key. (In other words, the
Encrypted parameter has no effect.)

Setting both the Encrypted and KmsKeyId parameters allows you to specify a customer
managed KMS key for an encryption operation. The following behaviors result:
Copy-image behaviors with both Encrypted and KmsKeyId set

« An unencrypted snapshot is copied to a snapshot encrypted by the specified KMS key.
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« An encrypted snapshot is copied to a snapshot encrypted not to the original KMS key, but
instead to the specified KMS key.

Submitting a KmsKeyId without also setting the Encrypted parameter results in an error.

The following section provides an example of copying an AMI using non-default encryption
parameters, resulting in a change of encryption state.

For detailed instructions using the console, see Copy an Amazon EC2 AMI.

Encrypt an unencrypted image during copy

In this scenario, an AMI backed by an unencrypted root snapshot is copied to an AMI with an
encrypted root snapshot. The CopyImage action is invoked with two encryption parameters,
including a customer managed key. As a result, the encryption status of the root snapshot changes,
so that the target AMI is backed by a root snapshot containing the same data as the source
snapshot, but encrypted using the specified key. You incur storage costs for the snapshots in both
AMils, as well as charges for any instances you launch from either AMI.

(® Note

Enabling encryption by default has the same effect as setting the Encrypted parameter to
true for all snapshots in the AMI.

source AR Copy of source AR
__________ "y Ty
_— | Copylmage — I
— | 1

| . |
EES s ' Parameters: EES I
I ) | 1
: (raot) . ® Encrypted [ % (roat) "
| snapshot : » * KmskeylD : snapshot :
I | (optional) [ !
M # SN 4

(optional)
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Setting the Encrypted parameter encrypts the single snapshot for this instance. If you do not
specify the KmsKeyId parameter, the default customer managed key is used to encrypt the
snapshot copy.

(@ Note

You can also copy an image with multiple snapshots and configure the encryption state of
each individually.

Understand shared AMI usage in Amazon EC2

A shared AMI is an AMI that a developer created and made available for others to use. One of the
easiest ways to get started with Amazon EC2 is to use a shared AMI that has the components you
need and then add custom content. You can also create your own AMls and share them with others.

You use a shared AMI at your own risk. Amazon can't vouch for the integrity or security of AMls
shared by other Amazon EC2 users. Therefore, you should treat shared AMIs as you would

any foreign code that you might consider deploying in your own data center, and perform the
appropriate due diligence. We recommend that you get an AMI from a trusted source, such as a
verified provider.

Verified provider

In the Amazon EC2 console, public AMIs that are owned by Amazon or a verified Amazon partner
are marked Verified provider.

You can also use the describe-images AWS CLI command to identify the public AMIs that come
from a verified provider. Public images that are owned by Amazon or a verified partner have an

aliased owner, which is either amazon or aws-marketplace. In the CLI output, these values
appear for ImageOwnerAlias. Other users can't alias their AMIs. This enables you to easily find
AMIs from Amazon or verified partners.

To become a verified provider, you must register as a seller on the AWS Marketplace. Once
registered, you can list your AMI on the AWS Marketplace. For more information, see Getting
started as a seller and AMI-based products in the AWS Marketplace Seller Guide.

Shared AMI topics
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« Find shared AMIs to use for Amazon EC2 instances

o Prepare to use shared AMIs for Linux

« Make your AMI publicly available for use in Amazon EC2

» Understand block public access for AMIs

« Shared AMI use with organizations and organizational units

» Share an AMI with specific AWS accounts

» Cancel having an AMI shared with your AWS account

« Recommendations for creating shared Linux AMIs

If you're looking for information about other topics

« For information about creating an AMI, see the section called “Create an instance store-backed
AMI" or the section called “Create an AMI".

« For information about building, delivering, and maintaining your applications on the AWS
Marketplace, see the AWS Marketplace Documentation.

Find shared AMiIs to use for Amazon EC2 instances

You can use the Amazon EC2 console or the command line to find public or private shared AMis to
use with your Amazon EC2 instances.

AMIs are a Regional resource. When you search for a shared AMI (public or private), you must
search for it from the same Region from which it is shared. To make an AMI available in a different
Region, copy the AMI to the Region, and then share it. For more information, see Copy an Amazon
EC2 AMI.

Find a shared AMI (console)
To find a shared private AMI using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe navigation pane, choose AMIs.

3. In the first filter, choose Private images. All AMIs that have been shared with you are listed. To
granulate your search, choose the Search bar and use the filter options provided in the menu.
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To find a shared public AMI using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMiIs.

3. Inthe first filter, choose Public images. To granulate your search, choose the Search field and
use the filter options provided in the menu.

To find Amazon's shared public AMIs using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1
2. In the navigation pane, choose AMiIs.
3. Inthe first filter, choose Public images.
4

Choose the Search field and then, from the menu options that appear, choose Owner alias,
then =, and then amazon to display only Amazon's public images.

To find a shared public AMI from a verified provider using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1
2. In the navigation pane, choose AMI Catalog.
3. Choose Community AMis.
4

The Verified provider label indicates the AMIs that are from Amazon or a verified partner.

Find a shared AMI (AWS CLI)

Use the describe-images command (AWS CLI) to list AMiIs. You can scope the list to the types of
AMIs that interest you, as shown in the following examples.

Example: List all public AMIs

The following command lists all public AMIs, including any public AMIs that you own.

aws ec2 describe-images --executable-users all

Example: List AMIs with explicit launch permissions

The following command lists the AMiIs for which you have explicit launch permissions. This list does
not include any AMlIs that you own.
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aws ec2 describe-images --executable-users self

Example: List AMIs owned by verified providers

The following command lists the AMIs owned by verified providers. Public AMIs owned by verified
providers (either Amazon or verified partners) have an aliased owner, which appears as amazon or
aws-marketplace in the account field. This helps you to easily find AMIs from verified providers.
Other users can't alias their AMils.

aws ec2 describe-images \
--owners amazon aws-marketplace \
--query 'Images[*].[ImageId]' \
--output text

Example: List AMIs owned by an account

The following command lists the AMIs owned by the specified AWS account.
aws ec2 describe-images --owners 123456789012

Example: Scope AMIs using a filter

To reduce the number of displayed AMIs, use a filter to list only the types of AMiIs that interest you.
For example, use the following filter to display only EBS-backed AMls.

--filters "Name=root-device-type,Values=ebs"

Find a shared AMI (Tools for Windows PowerShell)

Use the Get-EC2Image command (Tools for Windows PowerShell) to list AMIs. You can scope the
list to the types of AMIs that interest you, as shown in the following examples.

Example: List all public AMIs

The following command lists all public AMils, including any public AMIs that you own.

PS C:\> Get-EC2Image -ExecutableUser all

Example: List AMIs with explicit launch permissions
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The following command lists the AMiIs for which you have explicit launch permissions. This list does
not include any AMIs that you own.

PS C:\> Get-EC2Image -ExecutableUser self

Example: List AMIs owned by verified providers

The following command lists the AMIs owned by verified providers. Public AMIs owned by verified
providers (either Amazon or verified partners) have an aliased owner, which appears as amazon or
aws-marketplace in the account field. This helps you to easily find AMIs from verified providers.
Other users can't alias their AMls.

PS C:\> Get-EC2Image -Owner amazon aws-marketplace

Example: List AMIs owned by an account

The following command lists the AMIs owned by the specified AWS account.

PS C:\> Get-EC2Image -Owner 123456789012

Example: Scope AMIs using a filter

To reduce the number of displayed AMls, use a filter to list only the types of AMIs that interest you.
For example, use the following filter to display only EBS-backed AMIs.

-Filter @{ Name="root-device-type"; Values="ebs" }

Prepare to use shared AMiIs for Linux

Before you use a shared AMI for Linux, take the following steps to confirm that there are no pre-
installed credentials that would allow unwanted access to your instance by a third party and

no pre-configured remote logging that could transmit sensitive data to a third party. Check the
documentation for the Linux distribution used by the AMI for information about improving the
security of the system.

To ensure that you don't accidentally lose access to your instance, we recommend that you initiate
two SSH sessions and keep the second session open until you've removed credentials that you
don't recognize and confirmed that you can still log into your instance using SSH.
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1.

Identify and disable any unauthorized public SSH keys. The only key in the file should be the
key you used to launch the AMI. The following command locates authorized_keys files:

[ec2-user ~]$ sudo find / -name "authorized_keys" -print -exec cat {3} \;

Disable password-based authentication for the root user. Open the sshd_config file and edit
the PermitRootLogin line as follows:

PermitRootLogin without-password

Alternatively, you can disable the ability to log into the instance as the root user:

PermitRootLogin No

Restart the sshd service.

Check whether there are any other users that are able to log in to your instance. Users with
superuser privileges are particularly dangerous. Remove or lock the password of any unknown
accounts.

Check for open ports that you aren't using and running network services listening for incoming
connections.

To prevent preconfigured remote logging, you should delete the existing configuration file and
restart the rsyslog service. For example:

[ec2-user ~]$ sudo rm /etc/rsyslog.conf
[ec2-user ~]$ sudo service rsyslog restart

Verify that all cron jobs are legitimate.

If you discover a public AMI that you feel presents a security risk, contact the AWS security team.

For more information, see the AWS Security Center.

Make your AMI publicly available for use in Amazon EC2

You can make your AMI publicly available by sharing it with all AWS accounts.

If you want to prevent the public sharing of your AMIs, you can enable block public access for AMIs.

This blocks any attempts to make an AMI public, helping to prevent unauthorized access and
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potential misuse of AMI data. Note that enabling block public access does not affect your AMIs that
are already publicly available; they remain publicly available. For more information, see Understand
block public access for AMils.

To allow only specific accounts to use your AMI to launch instances, see Share an AMI with specific
AWS accounts.

Contents

« Considerations

» Share an AMI with all AWS accounts (share publicly)

Considerations

Consider the following before making an AMI public.

« Ownership — To make an AMI public, your AWS account must own the AMI.

» Region - AMIs are a Regional resource. When you share an AMI, it is available only in the Region
from which you shared it. To make an AMI available in a different Region, copy the AMI to the
Region and then share it. For more information, see Copy an Amazon EC2 AMI.

» Block public access — To publicly share an AMI, block public access for AMIs must be disabled in

each Region in which the AMI will be publicly shared. After you've publicly shared the AMI, you
can re-enable block public access for AMis to prevent further public sharing of your AMls.

« Some AMIs can't be made public - If your AMI includes one of the following components, you
can't make it public (but you can share the AMI with specific AWS accounts):

« Encrypted volumes
» Snapshots of encrypted volumes
» Product codes

» Avoid exposing sensitive data — To avoid exposing sensitive data when you share an AMI, read
the security considerations in Recommendations for creating shared Linux AMIs and follow the

recommended actions.

» Usage — When you share an AMI, users can only launch instances from the AMI. They can't delete,
share, or modify it. However, after they have launched an instance using your AMI, they can then
create an AMI from the instance they launched.

« Automatic deprecation — By default, the deprecation date of all public AMIs is set to two years
from the AMI creation date. You can set the deprecation date to earlier than two years. To cancel
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the deprecation date, or to move the deprecation to a later date, you must make the AMI private
by only sharing it with specific AWS accounts.

« Remove obsolete AMIs — After a public AMI reaches its deprecation date, if no new instances
were launched from the AMI for six or more months, AWS eventually removes the public sharing
property so that obsolete AMIs don't appear in the public AMI lists.

« Billing - You are not billed when your AMl is used by other AWS accounts to launch instances.
The accounts that launch instances using the AMI are billed for the instances that they launch.

Share an AMI with all AWS accounts (share publicly)

After you make an AMI pubilic, it is available in Community AMls in the console, which you can
access from the AMI Catalog in the left navigator in the EC2 console or when launching an instance
using the console. Note that it can take a short while for an AMI to appear in Community AMls
after you make it public.

Console
To make an AMI public

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMiIs.
3. Select your AMI from the list, and then choose Actions, Edit AMI permissions.
4. Under AMI availability, choose Public.
5. Choose Save changes.
AWS CLI

Each AMI has a launchPermission property that controls which AWS accounts, besides the
owner's, are allowed to use that AMI to launch instances. By modifying the 1aunchPermission
property of an AMI, you can make the AMI public (which grants launch permissions to all AWS
accounts), or share it with only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for
an AMI. To make the AMI public, specify the all group. You can specify both public and explicit
launch permissions.
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To make an AMI public

1. Use the modify-image-attribute command as follows to add the all group to the
launchPermission list for the specified AMI.

aws ec2 modify-image-attribute \
--image-id ami-@abcdef1234567890 \
--launch-permission "Add=[{Group=all}]"

2. To verify the launch permissions of the AMI, use the describe-image-attribute command.

aws ec2 describe-image-attribute \
--image-id ami-@abcdef1234567890 \
--attribute launchPermission

3. (Optional) To make the AMI private again, remove the all group from its launch
permissions. Note that the owner of the AMI always has launch permissions and is
therefore unaffected by this command.

aws ec2 modify-image-attribute \
--image-id ami-@abcdef1234567890 \
--launch-permission "Remove=[{Group=all}]"

PowerShell

Each AMI has a launchPermission property that controls which AWS accounts, besides the
owner's, are allowed to use that AMI to launch instances. By modifying the 1aunchPermission
property of an AMI, you can make the AMI public (which grants launch permissions to all AWS
accounts), or share it with only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for
an AMI. To make the AMI public, specify the all group. You can specify both public and explicit
launch permissions.

To make an AMI public

1. Use the Edit-EC2ImageAttribute command as follows to add the all group to the
launchPermission list for the specified AMI.
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PS C:\> Edit-EC2ImageAttribute -Imageld ami-@abcdef1234567890 -Attribute
launchPermission -OperationType add -UserGroup all

2. To verify the launch permissions of the AMI, use the following Get-EC2ImageAttribute
command.

PS C:\> Get-EC2ImageAttribute -Imageld ami-@abcdef1234567890 -Attribute
launchPermission

3. (Optional) To make the AMI private again, remove the all group from its launch
permissions. Note that the owner of the AMI always has launch permissions and is
therefore unaffected by this command.

PS C:\> Edit-EC2ImageAttribute -Imageld ami-@abcdef1234567890 -Attribute
launchPermission -OperationType remove -UserGroup all

Understand block public access for AMIs

To prevent the public sharing of your AMIs, you can enable block public access for AMIs. This setting
is enabled at the account level, but you need to enable it in each AWS Region in which you want to
prevent the public sharing of your AMls.

When block public access is enabled, any attempt to make an AMI public is automatically blocked.
However, if you already have public AMIs, they remain publicly available.

To publicly share AMIs, you must disable block public access. When you're done sharing, it's best
practice to re-enable block public access to prevent any unintended public sharing of your AMls.

You can restrict IAM permissions to an administrator user so that only they can enable or disable
block public access for AMils.

Topics

o Default settings

« Manage the block public access setting for AMIs
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Default settings

The Block public access for AMIs setting is either enabled or disabled by default depending on
whether your account is new or existing, and whether you have public AMIs. The following table
lists the default settings:

AWS account Block public access for AMIs default setting
New accounts Enabled
Enabled

Existing accounts with no public AMIs
Disabled

Existing accounts with one or more public
AMls

T If your account had one or more public AMIs on or after July 15, 2023, Block public access for
AMis is disabled by default for your account, even if you subsequently made all the AMIs private.

Manage the block public access setting for AMIs

You can manage the block public access setting for your AMIs to control whether they can be
publicly shared. You can enable, disable, or view the current block public access state for your AMIs
using the Amazon EC2 console or the AWS CLI.

View the block public access state for AMIs

To see whether the public sharing of your AMIs is blocked in your account, you can view the state
for block public access for AMIs. You must view the state in each AWS Region in which you want to
see whether the public sharing of your AMIs is blocked.

Required permissions

To get the current block public access setting for AMIs, you must have the
GetImageBlockPublicAccessState IAM permission.
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Console
To view the block public access state for AMis in the specified Region

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the navigation bar (at the top of the screen), select the Region in which to view the
block public access state for AMls.

3. If the dashboard is not displayed, in the navigation pane, choose EC2 Dashboard.
4. Under Account attributes, choose Data protection and security.

5. Under Block public access for AMIs, check the Public access field. The value is either New
public sharing blocked or New public sharing allowed.

AWS CLI
To get the block public access state for AMIs

Use the get-image-block-public-access-state command.

« For a specific Region

aws ec2 get-image-block-public-access-state --region us-east-1

Expected output — The value is either block-new-sharing or unblocked.

"ImageBlockPublicAccessState": "block-new-sharing"

» For all Regions in your account

echo -e "Region \t Public Access State" ; \
echo -e "-------------- \t - "N\
for region in $(
aws ec2 describe-regions \
--region us-east-1 \
--query "Regions[*].[RegionName]" \
--output text
I
do (output=$(
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aws ec2 get-image-block-public-access-state \
--region $region \
--output text)
echo -e "$region \t $output"
);

done

Expected output — The value is either block-new-sharing or unblocked.

Region Public Access State

ap-south-1 block-new-sharing

eu-north-1 unblocked

eu-west-3 block-new-sharing
PowerShell

To get the block public access state for AMIs

Use the Get-EC2ImageBlockPublicAccessState Cmdlet.

» For a specific Region

Get-EC2ImageBlockPublicAccessState -Region us-east-1

Expected output

block-new-sharing

« For all Regions in your account

(Get-EC2Region).RegionName |
ForEach-Object {
[PSCustomObject]e{
Region = $_

PublicAccessState = (Get-EC2ImageBlockPublicAccessState -Region $_)

3

Format-Table -AutoSize
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Expected output

Region PublicAccessState
ap-south-1 block-new-sharing
eu-north-1 block-new-sharing
eu-west-3 block-new-sharing

Enable block public access for AMIs

To prevent the public sharing of your AMls, enable block public access for AMIs at the account level.
You must enable block public access for AMIs in each AWS Region in which you want to prevent the

public sharing of your AMIs. If you already have public AMIs, they will remain publicly available.
Required permissions

To enable the block public access setting for AMIs, you must have the
EnableImageBlockPublicAccess IAM permission.

Console
To enable block public access for AMIs in the specified Region

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

N

From the navigation bar (at the top of the screen), select the Region in which to enable
block public access for AMils.

If the dashboard is not displayed, in the navigation pane, choose EC2 Dashboard.
Under Account attributes, choose Data protection and security.

Under Block public access for AMIs, choose Manage.

o ok~ W

Select the Block new public sharing check box, and then choose Update.

® Note

The API can take up to 10 minutes to configure this setting. During this time,
the value will be New public sharing allowed. When the API has completed the

configuration, the value will automatically change to New public sharing blocked.
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AWS CLI
To enable block public access for AMIs

Use the enable-image-block-public-access command.

« For a specific Region

aws ec2 enable-image-block-public-access \
--region us-east-1 \
--image-block-public-access-state block-new-sharing

Expected output

"ImageBlockPublicAccessState": "block-new-sharing"

» For all Regions in your account

echo -e "Region \t Public Access State" ; \
echo - "—-—cmmmmmo \t - - "o\
for region in $(
aws ec2 describe-regions \
--region us-east-1 \
--query "Regions[*].[RegionName]" \
--output text
);
do (output=$(
aws ec2 enable-image-block-public-access \
--region $region \
--image-block-public-access-state block-new-sharing \
--output text)
echo -e "$region \t $output"
);

done

Expected output

Region Public Access State

ap-south-1 block-new-sharing
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eu-north-1 block-new-sharing
eu-west-3 block-new-sharing
(@ Note

The API can take up to 10 minutes to configure this setting. During this time, if you run
the get-image-block-public-access-state command, the response will be unblocked.
When the API has completed the configuration, the response will be block-new-

sharing.

PowerShell
To enable block public access for AMIs

Use the Enable-EC2ImageBlockPublicAccess command.

» For a specific Region

Enable-EC2ImageBlockPublicAccess °
-Region us-east-1 °
-ImageBlockPublicAccessState block-new-sharing

Expected output

block-new-sharing

» For all Regions in your account

(Get-EC2Region).RegionName |
ForEach-Object {

[PSCustomObject]e{
Region = $_
PublicAccessState = (
Enable-EC2ImageBlockPublicAccess °
-Region $_ °

-ImageBlockPublicAccessState block-new-sharing)
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}
I

Format-Table -AutoSize

Expected output

Region PublicAccessState
ap-south-1 block-new-sharing
eu-north-1 block-new-sharing
eu-west-3 block-new-sharing

Disable block public access for AMIs

To allow the users in your account to publicly share your AMIs, disable block public access at the
account level. You must disable block public access for AMIs in each AWS Region in which you want
to allow the public sharing of your AMls.

Required permissions

To disable the block public access setting for AMIs, you must have the

DisableImageBlockPublicAccess IAM permission.

Console

To disable block public access for AMIs in the specified Region

1.

N o u B~ W

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

From the navigation bar (at the top of the screen), select the Region in which to disable
block public access for AMils.

If the dashboard is not displayed, in the navigation pane, choose EC2 Dashboard.
Under Account attributes, choose Data protection and security.

Under Block public access for AMIs, choose Manage.

Clear the Block new public sharing check box, and then choose Update.

Enter confixrm when prompted for confirmation, and then choose Allow public sharing.

Understand block public access 206


https://console.aws.amazon.com/ec2/

Amazon Elastic Compute Cloud User Guide

® Note

The API can take up to 10 minutes to configure this setting. During this time,
the value will be New public sharing blocked. When the API has completed the
configuration, the value will automatically change to New public sharing allowed.

AWS CLI
To disable block public access for AMis

Use the disable-image-block-public-access command.

« For a specific Region

aws ec2 disable-image-block-public-access --region us-east-1

Expected output

"ImageBlockPublicAccessState": "unblocked"

« For all Regions in your account

echo -e "Region \t Public Access State" ; \
echo - "—---—cmmm \t - - "\
for region in $(
aws ec2 describe-regions \
--region us-east-1 \
--query "Regions[*].[RegionName]" \
--output text
)i
do (output=$(
aws ec2 disable-image-block-public-access \
--region $region \
--output text)
echo -e "$region \t $output"
)i

done
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Expected output

Region Public Access State
ap-south-1 unblocked
eu-north-1 unblocked
eu-west-3 unblocked

(@ Note

The API can take up to 10 minutes to configure this setting. During this time, if you
run the get-image-block-public-access-state command, the response will be block-
new-sharing. When the API has completed the configuration, the response will be
unblocked.

PowerShell
To disable block public access for AMIs

Use the Disable-EC2ImageBlockPublicAccess Cmdlet.

» For a specific Region

Disable-EC2ImageBlockPublicAccess -Region us-east-1

Expected output

unblocked

« For all Regions in your account

(Get-EC2Region).RegionName |
ForEach-Object {
[PSCustomObject]e{

Region = $_
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PublicAccessState = (Disable-EC2ImageBlockPublicAccess -Region $_)

3

Format-Table -AutoSize

Expected output

Region PublicAccessState
ap-south-1 unblocked
eu-north-1 unblocked
eu-west-3 unblocked

Shared AMI use with organizations and organizational units

AWS Organizations is an account management service that enables you to consolidate multiple

AWS accounts into an organization that you create and centrally manage. You can share an AMI
with an organization or an organizational unit (OU) that you have created, in addition to sharing it
with specific accounts.

An organization is an entity that you create to consolidate and centrally manage your AWS
accounts. You can organize the accounts in a hierarchical, tree-like structure, with a root at the
top and organizational units nested under the organization root. Each account can be added

directly to the root, or placed in one of the OUs in the hierarchy. For more information, see AWS
Organizations terminology and concepts in the AWS Organizations User Guide.

When you share an AMI with an organization or an OU, all of the children accounts gain access to
the AMI. For example, in the following diagram, the AMI is shared with a top-level OU (indicated

by the arrow at the number 1). All of the OUs and accounts that are nested underneath that top-
level OU (indicated by the dotted line at number 2) also have access to the AMI. The accounts in the
organization and OU outside the dotted line (indicated by the number 3) do not have access to the
AMI because they are not children of the OU that the AMI is shared with.
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Topics

Get the ARN of an organization or organizational unit

Considerations

Allow organizations and OUs to use a KMS key

Manage AMI sharing with an organization or OU

Get the ARN of an organization or organizational unit

The organization and the organizational unit ARNs contain the 12-digit management account
number. If you don't know the management account number, you can describe the organization
and the organizational unit to get the ARN for each. In the following examples, 123456789012 is
the management account number.

Before you can get the ARNs, you must have the permission to describe organizations and
organizational units. The following policy provides the necessary permission.

"Version": "2012-10-17",
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"Statement": [

{
"Effect": "Allow",
"Action": [
"organizations:Describe*"
1,
"Resource": "*"
}

To get the ARN of an organization

Use the describe-organization command and the - -query parameter set to

'Organization.Azrn' to return only the organization ARN.
aws organizations describe-organization --query 'Organization.Arn'

Example response

"arn:aws:organizations::123456789012:0rganization/o-123example"

To get the ARN of an organizational unit

Use the describe-organizational-unit command, specify the OU ID, and set the --query parameter
to 'OrganizationalUnit.Arn' to return only the organizational unit ARN.

aws organizations describe-organizational-unit --organizational-unit-
id ou-1234-5example --query 'OrganizationalUnit.Arn'

Example response

"arn:aws:organizations::123456789012:0u/0-123example/ou-1234-5example"

Considerations

Consider the following when sharing AMlIs with specific organizations or organizational units.

o Ownership — To share an AMI, your AWS account must own the AMI.

 Sharing limits — The AMI owner can share an AMI with any organization or OU, including
organizations and OUs that they're not a member of.
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For the maximum number of entities to which an AMI can be shared within a Region, see the
Amazon EC2 service quotas.

» Tags - You can't share user-defined tags (tags that you attach to an AMI). When you share an
AM|, your user-defined tags are not available to any AWS account in an organization or OU with
which the AMl is shared.

« ARN format — When you specify an organization or OU in a command, make sure to use the
correct ARN format. You'll get an error if you specify only the ID, for example, if you specify only
0-123example or ou-1234-5example.

Correct ARN formats:

» Organization ARN: arn:aws:organizations: :account-
id:organization/organization-id

« OUARN: arn:aws:organizations::account-id:ou/organization-id/ou-id

Where:

« account-idis the 12-digit management account number, for example, 123456789012. If
you don't know the management account humber, you can describe the organization or the
organizational unit to get the ARN, which includes the management account number. For more
information, see Get the ARN of an organization or organizational unit.

e organization-id is the organization ID, for example, 0-123example.

« ou-id is the organizational unit ID, for example, ou-1234-5example.

For more information about the format of ARNs, see Amazon Resource Names (ARNs) in the IAM
User Guide.

« Encryption and keys - You can share AMIs that are backed by unencrypted and encrypted
snapshots.

« The encrypted snapshots must be encrypted with a customer managed key. You can't share
AMIs that are backed by snapshots that are encrypted with the default AWS managed key.

« If you share an AMI that is backed by encrypted snapshots, you must allow the organizations
or OUs to use the customer managed keys that were used to encrypt the snapshots. For more
information, see Allow organizations and OUs to use a KMS key.

« Region — AMIs are a Regional resource. When you share an AMI, it is available only in the Region
from which you shared it. To make an AMI available in a different Region, copy the AMI to the
Region and then share it. For more information, see Copy an Amazon EC2 AMI.
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« Usage — When you share an AMI, users can only launch instances from the AMI. They can't delete,
share, or modify it. However, after they have launched an instance using your AMI, they can then
create an AMI from the instance they launched.

« Billing - You are not billed when your AMI is used by other AWS accounts to launch instances.
The accounts that launch instances using the AMI are billed for the instances that they launch.

Allow organizations and OUs to use a KMS key

If you share an AMI that is backed by encrypted snapshots, you must also allow the organizations
or OUs to use the AWS KMS keys that were used to encrypt the snapshots.

Use the aws :PrincipalOrgID and aws:PrincipalOrgPaths keys to compare the AWS
Organizations path for the principal who is making the request to the path in the policy. That
principal can be a user, IAM role, federated user, or AWS account root user. In a policy, this
condition key ensures that the requester is an account member within the specified organization
root or OUs in AWS Organizations. For more example condition statements, see aws:PrincipalOrgID
and aws:PrincipalOrgPaths in the IAM User Guide.

For information about editing a key policy, see Allowing users in other accounts to use a KMS key in
the AWS Key Management Service Developer Guide.

To give an organization or OU permission to use a KMS key, add the following statement to the key
policy.

"Sid": "Allow access for organization root",
"Effect": "Allow",
"Principal": "*",
"Action": [
"kms :Describe*",
"kms:List*",
"kms:Get*",
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*"
1,
"Resource": "*",
"Condition": {
"StringEquals": {
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"aws:PrincipalOrgID": "o-123example"

To share a KMS key with multiple OUs, you can use a policy similar to the following example.

{
"Sid": "Allow access for specific OUs and their descendants",
"Effect": "Allow",
"Principal": "*",
"Action": [
"kms:Describe*",
"kms:List*",
"kms:Get*",
"kms:Encrypt",
"kms:Decrypt",
"kms:ReEncrypt*",
"kms:GenerateDataKey*"
1,
"Resource": "*",
"Condition": {
"StringEquals": {
"aws:PrincipalOrgID": "o-123example"
b
"ForAnyValue:StringlLike": {
"aws:PrincipalOrgPaths": [
"o0-123example/r-abl2/ou-abl2-33333333/*",
"o-123example/r-abl2/ou-abl2-22222222/*"
]
}
}
}

Manage AMI sharing with an organization or OU
View the organizations and OUs with which an AMl is shared

You can use the Amazon EC2 console or the AWS CLI to check with which organizations and OUs
you've shared your AMI.
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View the organizations and OUs with which an AMI is shared (console)
To check with which organizations and OUs you've shared your AMI using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMiIs.

3. Select your AMI in the list, choose the Permissions tab, and scroll down to Shared
organizations/OUs.

To find AMIs that are shared with you, see Find shared AMIs to use for Amazon EC2 instances.

View the organizations and OUs with which an AMI is shared (AWS CLI)

You can check which organizations and OUs you've shared your AMI with by using the describe-
image-attribute command (AWS CLI) and the 1aunchPermission attribute.

To check with which organizations and OUs you've shared your AMI using the AWS CLI

The describe-image-attribute command describes the 1aunchPermission attribute for the

specified AMI, and returns the organizations and OUs with which you've shared the AMI.

aws ec2 describe-image-attribute \
--image-id ami-@abcdef1234567890 \
--attribute launchPermission

Example response

{
"Imageld": "ami-@abcdefl1234567890",
"LaunchPermissions": [
{
"OrganizationalUnitArn": "arn:aws:organizations::111122223333:0u/
0-123example/ou-1234-5example"
}
]
}

Share an AMI with an organization or OU

You can use the Amazon EC2 console or the AWS CLI to share an AMI with an organization or OU.
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Share an AMI (console)
To share an AMI with an organization or an OU using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, choose AMls.
Select your AMI in the list, and then choose Actions, Edit AMI permissions.
Under AMI availability, choose Private.

Next to Shared organizations/OUs, choose Add organization/OU ARN.

o v s~ W=

For Organization/OU ARN, enter the organization ARN or OU ARN with which you want to
share the AMI, and then choose Share AMI. Note that you must specify the full ARN, not just
the ID.

To share this AMI with multiple organizations or OUs, repeat this step until you have added all
of the required organizations or OUs.

® Note

You do not need to share the Amazon EBS snapshots that an AMI references in order
to share the AMI. Only the AMI itself needs to be shared, and the system automatically
provides the instance with access to the referenced Amazon EBS snapshots for the
launch. However, you do need to share the KMS keys used to encrypt snapshots that
the AMI references. For more information, see Allow organizations and OUs to use a

KMS key.

Choose Save changes when you're done.

8. (Optional) To view the organizations or OUs with which you have shared the AMI, select the
AMI in the list, choose the Permissions tab, and scroll down to Shared organizations/OUs. To
find AMIs that are shared with you, see Find shared AMIs to use for Amazon EC2 instances.

Share an AMI (AWS CLI)

Use the modify-image-attribute command (AWS CLI) to share an AMI.

To share an AMI with an organization using the AWS CLI

The modify-image-attribute command grants launch permissions for the specified AMI to the
specified organization. Note that you must specify the full ARN, not just the ID.
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aws ec2 modify-image-attribute \
--image-id ami-@abcdef1234567890 \
--launch-permission
"Add=[{0rganizationArn=arn:aws:organizations::123456789012:0rganization/
0-123example}]"

To share an AMI with an OU using the AWS CLI

The modify-image-attribute command grants launch permissions for the specified AMI to the
specified OU. Note that you must specify the full ARN, not just the ID.

aws ec2 modify-image-attribute \
--image-id ami-Qabcdef1234567890 \
--launch-permission
"Add=[{0rganizationalUnitArn=arn:aws:organizations::123456789012:0u/o-123example/
ou-1234-5example}]"

® Note

You do not need to share the Amazon EBS snapshots that an AMI references in order

to share the AMI. Only the AMI itself needs to be shared, and the system automatically
provides the instance with access to the referenced Amazon EBS snapshots for the launch.
However, you do need to share the KMS keys used to encrypt snapshots that the AMI
references. For more information, see Allow organizations and OUs to use a KMS key.

Share an AMI (Tools for Windows PowerShell)

Use the Edit-EC2ImageAttribute command (Tools for Windows PowerShell) to share an AMI as
shown in the following examples.

To share an AMI with an organization or an OU

The following command grants launch permissions for the specified AMI to the specified
organization.

PS C:\> Edit-EC2ImageAttribute -Imageld ami-0Oabcdef1234567890 -
Attribute launchPermission -OperationType add -OrganizationAzrn
"arn:aws:organizations::123456789012:0rganization/o-123example"

Shared AMI use with organizations and OUs 217


https://docs.aws.amazon.com/cli/latest/reference/ec2/modify-image-attribute.html
https://docs.aws.amazon.com/powershell/latest/reference/items/Edit-EC2ImageAttribute.html

Amazon Elastic Compute Cloud User Guide

® Note

You do not need to share the Amazon EBS snapshots that an AMI references in order

to share the AMI. Only the AMI itself needs to be shared, and the system automatically
provides the instance with access to the referenced Amazon EBS snapshots for the launch.
However, you do need to share the KMS keys used to encrypt snapshots that the AMI
references. For more information, see Allow organizations and OUs to use a KMS key.

To stop sharing an AMI with an organization or OU

The following command removes launch permissions for the specified AMI from the specified
organization:

PS C:\> Edit-EC2ImageAttribute -Imageld ami-0@abcdef1234567890 -
Attribute launchPermission -OperationType remove -0rganizationArn
"arn:aws:organizations::123456789012:0rganization/o-123example"

To stop sharing an AMI with all organizations, OUs, and AWS accounts

The following command removes all public and explicit launch permissions from the specified AMI.
Note that the owner of the AMI always has launch permissions and is therefore unaffected by this
command.

PS C:\> Reset-EC2ImageAttribute -Imageld ami-0abcdef1234567890 -Attribute
launchPermission

Stop sharing an AMI with an organization or OU

You can use the Amazon EC2 console or the AWS CLI to stop sharing an AMI with an organization
or OU.

Stop sharing an AMI (console)
To stop sharing an AMI with an organization or OU using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMiIs.

3. Select your AMI in the list, and then choose Actions, Edit AMI permissions.
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4. Under Shared organizations/OUs, select the organizations or OUs with which you want to
stop sharing the AMI, and then choose Remove selected.

5. Choose Save changes when you're done.

6. (Optional) To confirm that you have stopped sharing the AMI with the organizations or
OUs, select the AMI in the list, choose the Permissions tab, and scroll down to Shared
organizations/OUs.

Stop sharing an AMI (AWS CLI)

Use the modify-image-attribute or reset-image-attribute commands (AWS CLI) to stop sharing an
AMI.

To stop sharing an AMI with an organization or OU using the AWS CLI

The modify-image-attribute command removes launch permissions for the specified AMI from the
specified organization. Note that you must specify the ARN.

aws ec2 modify-image-attribute \
--image-id ami-@abcdef1234567890 \
--launch-permission
"Remove=[{0rganizationArn=arn:aws:organizations::123456789012:0rganization/
0-123example}]"

To stop sharing an AMI with all organizations, OUs, and AWS accounts using the AWS CLI

The reset-image-attribute command removes all public and explicit launch permissions from the

specified AMI. Note that the owner of the AMI always has launch permissions and is therefore
unaffected by this command.

aws ec2 reset-image-attribute \
--image-id ami-@abcdef1234567890 \
--attribute launchPermission

(® Note

You can't stop sharing an AMI with a specific account if it's in an organization or OU with
which an AMl is shared. If you try to stop sharing the AMI by removing launch permissions
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for the account, Amazon EC2 returns a success message. However, the AMI continues to be
shared with the account.

Share an AMI with specific AWS accounts

You can share an AMI with specific AWS accounts without making the AMI public. All you need are
the AWS account IDs.

An AWS account ID is a 12-digit number, such as 012345678901, that uniquely identifies an
AWS account. For more information, see Viewing AWS account identifiers in the AWS Account
Management Reference Guide.

Considerations

Consider the following when sharing AMIs with specific AWS accounts.

« Ownership - To share an AMI, your AWS account must own the AMI.

 Sharing limits - For the maximum number of entities to which an AMI can be shared within a
Region, see the Amazon EC2 service quotas.

» Tags - You can't share user-defined tags (tags that you attach to an AMI). When you share an
AMI, your user-defined tags are not available to any AWS account that the AMI is shared with.

« Encryption and keys - You can share AMIs that are backed by unencrypted and encrypted
snapshots.

» The encrypted snapshots must be encrypted with a KMS key. You can’t share AMlIs that are
backed by snapshots that are encrypted with the default AWS managed key.

« If you share an AMI that is backed by encrypted snapshots, you must allow the AWS accounts
to use the KMS keys that were used to encrypt the snapshots. For more information, see Allow
organizations and OUs to use a KMS key. To set up the key policy that you need to launch Auto
Scaling instances when you use a customer managed key for encryption, see Required AWS

KMS key policy for use with encrypted volumes in the Amazon EC2 Auto Scaling User Guide.

« Region — AMIs are a Regional resource. When you share an AMI, it is only available in that Region.
To make an AMI available in a different Region, copy the AMI to the Region and then share it. For
more information, see Copy an Amazon EC2 AMI.
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Usage — When you share an AMI, users can only launch instances from the AMI. They can't delete,
share, or modify it. However, after they have launched an instance using your AMI, they can then
create an AMI from their instance.

Copying shared AMIs - If users in another account want to copy a shared AMI, you must grant
them read permissions for the storage that backs the AMI. For more information, see Cross-
account copying.

Billing — You are not billed when your AMI is used by other AWS accounts to launch instances.
The accounts that launch instances using the AMI are billed for the instances that they launch.

Share an AMI (console)

To grant explicit launch permissions using the console

1.

o v A WN

7.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, choose AMls.

Select your AMI in the list, and then choose Actions, Edit AMI permissions.
Choose Private.

Under Shared accounts, choose Add account ID.

For AWS account ID, enter the AWS account ID with which you want to share the AMI, and
then choose Share AMI.

To share this AMI with multiple accounts, repeat Steps 5 and 6 until you have added all the
required account IDs.

® Note

You do not need to share the Amazon EBS snapshots that an AMI references in order
to share the AMI. Only the AMI itself needs to be shared; the system automatically
provides the instance access to the referenced Amazon EBS snapshots for the launch.
However, you do need to share any KMS keys used to encrypt snapshots that the AMI
references. For more information, see Share an Amazon EBS snapshot in the Amazon
EBS User Guide.

Choose Save changes when you are done.
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8. (Optional) To view the AWS account IDs with which you have shared the AMI, select the AMI
in the list, and choose the Permissions tab. To find AMIs that are shared with you, see Find
shared AMIs to use for Amazon EC2 instances.

Share an AMI (AWS CLI)

Use the modify-image-attribute command (AWS CLI) to share an AMI as shown in the following
examples.

To grant explicit launch permissions

The following command grants launch permissions for the specified AMI to the specified AWS
account. In the following example, replace the example AMI ID with a valid AMI ID, and replace
account-1id with the 12-digit AWS account ID.

aws ec2 modify-image-attribute \
--image-id ami-@abcdef1234567890 \
--launch-permission "Add=[{UserId=account-id}]"

(@ Note

You do not need to share the Amazon EBS snapshots that an AMI references in order to
share the AMI. Only the AMI itself needs to be shared; the system automatically provides
the instance access to the referenced Amazon EBS snapshots for the launch. However, you
do need to share any KMS keys used to encrypt snapshots that the AMI references. For
more information, see Share an Amazon EBS snapshot in the Amazon EBS User Guide.

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS
account. In the following example, replace the example AMI ID with a valid AMI ID, and replace
account-1id with the 12-digit AWS account ID.

aws ec2 modify-image-attribute \
--image-id ami-@abcdef1234567890 \
--launch-permission "Remove=[{UserId=account-id}]"

To remove all launch permissions
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The following command removes all public and explicit launch permissions from the specified AMI.
Note that the owner of the AMI always has launch permissions and is therefore unaffected by this
command. In the following example, replace the example AMI ID with a valid AMI ID.

aws ec2 reset-image-attribute \
--image-id ami-@abcdef1234567890 \
--attribute launchPermission

Share an AMI (Tools for Windows PowerShell)

Use the Edit-EC2ImageAttribute command (Tools for Windows PowerShell) to share an AMI as
shown in the following examples.

To grant explicit launch permissions

The following command grants launch permissions for the specified AMI to the specified AWS
account. In the following example, replace the example AMI ID with a valid AMI ID, and replace
account-id with the 12-digit AWS account ID.

PS C:\> Edit-EC2ImageAttribute -Imageld ami-@abcdef1234567890 -Attribute
launchPermission -OperationType add -UserId "account-id"

® Note

You do not need to share the Amazon EBS snapshots that an AMI references in order to
share the AMI. Only the AMI itself needs to be shared; the system automatically provides
the instance access to the referenced Amazon EBS snapshots for the launch. However, you
do need to share any KMS keys used to encrypt snapshots that the AMI references. For
more information, see Share an Amazon EBS snapshot in the Amazon EBS User Guide.

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS
account. In the following example, replace the example AMI ID with a valid AMI ID, and replace
account-id with the 12-digit AWS account ID.

PS C:\> Edit-EC2ImageAttribute -Imageld ami-@abcdef1234567890 -Attribute
launchPermission -OperationType remove -UserId "account-id"
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To remove all launch permissions

The following command removes all public and explicit launch permissions from the specified AMI.
Note that the owner of the AMI always has launch permissions and is therefore unaffected by this
command. In the following example, replace the example AMI ID with a valid AMI ID.

PS C:\> Reset-EC2ImageAttribute -Imageld ami-@abcdef1234567890 -Attribute
launchPermission

Cancel having an AMI shared with your AWS account

An Amazon Machine Image (AMI) can be shared with specific AWS accounts by adding the

accounts to the AMI's launch permissions. If an AMI has been shared with your AWS account and
you no longer want it shared with your account, you can remove your account from the AMI's
launch permissions. You do this by running the cancel-image-launch-permission AWS

CLI command. When running this command, your AWS account is removed from the launch
permissions for the specified AMI. To find the AMIs that are shared with your AWS account, see Find
shared AMIs to use for Amazon EC2 instances.

You might cancel having an AMI shared with your account, for example, to reduce the likelihood
of launching an instance with an unused or deprecated AMI that was shared with you. When you
cancel having an AMI shared with your account, it no longer appears in any AMI lists in the EC2
console or in the output for describe-images.

Topics
e Limitations

» Cancel having an AMI shared with your account

Limitations

« You can remove your account from the launch permissions of an AMI that is shared with your
AWS account only. You can't use cancel-image-launch-permission to remove your account
from the launch permissions of an AMI shared with an organization or organizational unit (OU)
or to remove access to public AMIs.

« You can't permanently remove your account from the launch permissions of an AMI. An AMI
owner can share an AMI with your account again.
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« AMiIs are a Regional resource. When running cancel-image-launch-permission, you must
specify the Region in which the AMl is located. Either specify the Region in the command, or use
the AWS_DEFAULT_REGION environment variable.

o Only the AWS CLI and SDKs support removing your account from the launch permissions of an
AMI. The EC2 console does not currently support this action.

Cancel having an AMI shared with your account

(@ Note

After you cancel having an AMI shared with your account, you can't undo it. To regain
access to the AMI, the AMI owner must share it with your account.

AWS CLI
To cancel having an AMI shared with your AWS account

Use the cancel-image-launch-permission command and specify the AMI ID.

aws ec2 cancel-image-launch-permission \
--image-id ami-0123456789example \
--region us-east-1

Expected output

{
"Return": true
}
PowerShell

To cancel having an AMI shared with your AWS account using the AWS Tools for PowerShell

Use the Stop-EC2ImagelLaunchPermission command and specify the AMI ID.

Stop-EC2ImageLaunchPermission °
-Imageld ami-0123456789example °
-Region us-east-1
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Expected output

True

Recommendations for creating shared Linux AMls

Use the following guidelines to reduce the attack surface and improve the reliability of the AMlIs
you create.

/A Important

No list of security guidelines can be exhaustive. Build your shared AMlIs carefully and take
time to consider where you might expose sensitive data.

Contents

 Disable password-based remote logins for the root user

o Disable local root access

» Remove SSH host key pairs

« Install public key credentials
» Disable sshd DNS checks (optional)

+« Remove sensitive data

If you are building AMIs for AWS Marketplace, see Best practices for building AMIs in the AWS
Marketplace Seller Guide for guidelines, policies, and best practices.

For additional information about sharing AMIs safely, see the following articles:

+« How To Share and Use Public AMIs in A Secure Manner

o Public AMI Publishing: Hardening and Clean-up Requirements

Disable password-based remote logins for the root user

Using a fixed root password for a public AMl is a security risk that can quickly become known. Even
relying on users to change the password after the first login opens a small window of opportunity
for potential abuse.
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To solve this problem, disable password-based remote logins for the root user.
To disable password-based remote logins for the root user

1. Openthe /etc/ssh/sshd_config file with a text editor and locate the following line:

#PermitRootLogin yes

2. Change the line to:

PermitRootLogin without-password

The location of this configuration file might differ for your distribution, or if you are not
running OpenSSH. If this is the case, consult the relevant documentation.
Disable local root access

When you work with shared AMls, a best practice is to disable direct root logins. To do this, log into
your running instance and issue the following command:

[ec2-user ~]$ sudo passwd -1 root

(® Note

This command does not impact the use of sudo.

Remove SSH host key pairs

If you plan to share an AMI derived from a public AMI, remove the existing SSH host key pairs
located in /etc/ssh. This forces SSH to generate new unique SSH key pairs when someone
launches an instance using your AMI, improving security and reducing the likelihood of "man-in-
the-middle" attacks.

Remove all of the following key files that are present on your system.

» ssh_host_dsa_key
» ssh_host_dsa_key.pub
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« ssh_host_key

» ssh_host_key.pub

» ssh_host_rsa_key

o ssh_host_rsa_key.pub

» ssh_host_ecdsa_key

« ssh_host_ecdsa_key.pub

o ssh_host_ed25519_key

o ssh_host_ed25519_key.pub

You can securely remove all of these files with the following command.

[ec2-user ~]$ sudo shred -u /etc/ssh/*_key /etc/ssh/*_key.pub

/A Warning

Secure deletion utilities such as shred may not remove all copies of a file from your
storage media. Hidden copies of files may be created by journalling file systems (including
Amazon Linux default ext4), snapshots, backups, RAID, and temporary caching. For more
information see the shred documentation.

/A Important

If you forget to remove the existing SSH host key pairs from your public AMI, our routine
auditing process notifies you and all customers running instances of your AMI of the
potential security risk. After a short grace period, we mark the AMI private.

Install public key credentials

After configuring the AMI to prevent logging in using a password, you must make sure users can
log in using another mechanism.

Amazon EC2 allows users to specify a public-private key pair name when launching an instance.
When a valid key pair name is provided to the RunInstances API call (or through the command
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line API tools), the public key (the portion of the key pair that Amazon EC2 retains on the server
after a call to CreateKeyPair or ImportKeyPair) is made available to the instance through an
HTTP query against the instance metadata.

To log in through SSH, your AMI must retrieve the key value at boot and append it to /
root/.ssh/authorized_keys (or the equivalent for any other user account on the AMI). Users
can launch instances of your AMI with a key pair and log in without requiring a root password.

Many distributions, including Amazon Linux and Ubuntu, use the cloud-init package to inject
public key credentials for a configured user. If your distribution does not support cloud-init,
you can add the following code to a system start-up script (such as /etc/rc.local) to pullin the
public key you specified at launch for the root user.

(® Note

In the following example, the IP address http://169.254.169.254/ is a link-local address
and is valid only from the instance.

IMDSv2

if [ ' -d /root/.ssh ] ; then
mkdir -p /root/.ssh
chmod 700 /root/.ssh
fi
# Fetch public key using HTTP
TOKEN="curl -X PUT "http://169.254.169.254/1latest/api/token" -H "X-aws-ec2-metadata-
token-ttl-seconds: 21600"" \
&& curl -H "X-aws-ec2-metadata-token: $TOKEN" http://169.254.169.254/1latest/meta-
data/public-keys/@/openssh-key > /tmp/my-key
if [ $? -eq @ ] ; then
cat /tmp/my-key >> /root/.ssh/authorized_keys
chmod 700 /root/.ssh/authorized_keys
rm /tmp/my-key
fi

IMDSv1

if [ ' -d /root/.ssh ] ; then
mkdir -p /root/.ssh
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chmod 700 /root/.ssh
fi
# Fetch public key using HTTP
curl http://169.254.169.254/1latest/meta-data/public-keys/@/openssh-key > /tmp/my-key
if [ $? -eq @ ] ; then
cat /tmp/my-key >> /root/.ssh/authorized_keys
chmod 700 /root/.ssh/authorized_keys
rm /tmp/my-key
fi

This can be applied to any user; you do not need to restrict it to the root user.

(® Note

Rebundling an instance based on this AMI includes the key with which it was launched. To
prevent the key's inclusion, you must clear out (or delete) the authorized_keys file or
exclude this file from rebundling.

Disable sshd DNS checks (optional)

Disabling sshd DNS checks slightly weakens your sshd security. However, if DNS resolution fails,
SSH logins still work. If you do not disable sshd checks, DNS resolution failures prevent all logins.

To disable sshd DNS checks

1. Open the /etc/ssh/sshd_config file with a text editor and locate the following line:

#UseDNS yes

2. Change the line to:

UseDNS no

(® Note

The location of this configuration file can differ for your distribution or if you are not
running OpenSSH. If this is the case, consult the relevant documentation.
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Remove sensitive data

We recommend against storing sensitive data or software on any AMI that you share. Users
who launch a shared AMI might be able to rebundle it and register it as their own. Follow these
guidelines to help you to avoid some easily overlooked security risks:

« We recommend using the --exclude directory option on ec2-bundle-vol to skip any
directories and subdirectories that contain secret information that you would not like to include
in your bundle. In particular, exclude all user-owned SSH public/private key pairs and SSH
authorized_keys files when bundling the image. The Amazon public AMIs store these in
/root/.ssh for the root user, and /home/user_name/.ssh/ for reqgular users. For more
information, see ec2-bundle-vol.

» Always delete the shell history before bundling. If you attempt more than one bundle upload in
the same AMI, the shell history contains your access key. The following example should be the
last command you run before bundling from within the instance.

[ec2-user ~]$ shred -u ~/.*history

/A Warning

The limitations of shred described in the warning above apply here as well.

Be aware that bash writes the history of the current session to the disk on exit. If you log
out of your instance after deleting ~/.bash_history, and then log back in, you will
find that ~/.bash_history has been re-created and contains all of the commands you
ran during your previous session.

Other programs besides bash also write histories to disk, Use caution and remove or
exclude unnecessary dot-files and dot-directories.

« Bundling a running instance requires your private key and X.509 certificate. Put these and other
credentials in a location that is not bundled (such as the instance store).

Monitor AMI events using Amazon EventBridge

When the state of an Amazon Machine Image (AMI) changes, Amazon EC2 generates an event
that is sent to Amazon EventBridge (formerly known as Amazon CloudWatch Events). The events
are sent to the default EventBridge event bus in JSON format. You can use Amazon EventBridge
to detect and react to these events. You do this by creating rules in EventBridge that trigger an
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action in response to an event. For example, you can create an EventBridge rule that detects when
the AMI creation process has completed and then invokes an Amazon SNS topic to send an email
notification to you.

Amazon EC2 generates an EC2 AMI State Change event when an AMI enters any of the
following states:

available

failed

deregistered

disabled

Events are generated on a best effort basis.

The following table lists the AMI operations and the states that an AMI can enter. In the table, Yes
indicates the states that the AMI can enter when the corresponding operation runs.

AMI operations  available failed deregistered disabled
Copylmage Yes Yes
Createlmage Yes Yes
CreateRes Yes Yes

torelmageTask

Deregisterimage Yes

Disablelmage Yes
Enablelmage Yes

Registerlmage Yes Yes

EC2 AMI State Change events
» Event details

« available events
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« failed events

o deregistered events

« disabled events

Event details
You can use the following fields in the event to create rules that trigger an action:

"source": "aws.ec2"

Identifies that the event is fromm Amazon EC2.

"detail-type": "EC2 AMI State Change"

Identifies the event name.
"detail": { "ImageId": "ami-0123456789example", "State": "available", }

Provides the AMI ID and the state of the AMI (available, failed, deregistered, or
disabled).

For more information, see the following in the Amazon EventBridge User Guide:

« Amazon EventBridge events

« Amazon EventBridge event patterns

« Amazon EventBridge rules

For a tutorial about how to create a Lambda function and an EventBridge rule that runs the
Lambda function, see Tutorial: Log the state of an Amazon EC2 instance using EventBridge in the
AWS Lambda Developer Guide.

available events

The following is an example of an event that Amazon EC2 generates when the AMI enters
the available state following a successful CreateImage, CopyImage, RegisterImage,
CreateRestoreImageTask, or EnableImage operation.

"State": "available" indicates that the operation was successful.
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"version": "Q",

"id": "example-9f07-51db-246b-d8b8441bcdf0",
"detail-type": "EC2 AMI State Change",
"source": "aws.ec2",

"account": "012345678901",

"time": "yyyy-mm-ddThh:mm:ssz",

"region": "us-east-1",
"resources": ["arn:aws:ec2:us-east-1::image/ami-0123456789%example"],
"detail": {

"RequestId": "example-9dcc-40a6-aa77-7ce457d5442b",
"ImageId": "ami-0123456789example”,
"State": "available",

"ErrorMessage":

failed events

The following is an example of an event that Amazon EC2 generates when the AMI enters
the failed state following a failed CreateImage, CopyImage, RegisterImage, or
CreateRestoreImageTask operation.

The following fields provide pertinent information:

o "State": "failed" -Indicates that the operation failed.

« "ErrorMessage": - Provides the reason for the failed operation.

"version": "Q",

"id": "example-9f07-51db-246b-d8b8441bcdf0",
"detail-type": "EC2 AMI State Change",
"source": "aws.ec2",

"account": "012345678901",

"time": "yyyy-mm-ddThh:mm:ssz",

"region": "us-east-1",
"resources": ["arn:aws:ec2:us-east-1::image/ami-0123456789example"],
"detail": {

"RequestId": "example-9dcc-40a6-aa77-7ce457d5442b",
"ImageId": "ami-0123456789example”,

"State": "failed",

"ErrorMessage": "Description of failure"
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}

deregistered events

The following is an example of an event that Amazon EC2 generates when the AMI enters the
deregistered state following a successful DeregisterImage operation. If the operation
fails, no event is generated. Any failure is known immediately because DeregisterImage is a
synchronous operation.

"State": "deregistered" indicates that the DeregisterImage operation was successful.

"version": "Q",

"id": "example-9f07-51db-246b-d8b8441bcdf0",
"detail-type": "EC2 AMI State Change",
"source": "aws.ec2",

"account": "012345678901",

"time": "yyyy-mm-ddThh:mm:sszZ",

"region": "us-east-1",
"resources": ["arn:aws:ec2:us-east-1::image/ami-0123456789example"],
"detail": {

"RequestId": "example-9dcc-40a6-aa77-7ce457d5442b",
"ImageId": "ami-0123456789example",

"State": "deregistered",

"ErrorMessage": ""

disabled events

The following is an example of an event that Amazon EC2 generates when the AMI enters the
disabled state following a successful DisableImage operation. If the operation fails, no event is
generated. Any failure is known immediately because DisableImage is a synchronous operation.

"State": "disabled" indicates that the DisableImage operation was successful.

"version": "Q",

"id": "example-9f07-51db-246b-d8b8441bcdf0",
"detail-type": "EC2 AMI State Change",
"source": "aws.ec2",
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"account": "012345678901",
"time": "yyyy-mm-ddThh:mm:ssZ",

"region": "us-east-1",
"resources": ["arn:aws:ec2:us-east-1::image/ami-0123456789example"],
"detail": {

"RequestId": "example-9dcc-40a6-aa77-7ce457d5442b",
"ImageId": "ami-0123456789example”,

"State": "disabled",

"ErrorMessage": ""

Understand AMI billing information

There are many Amazon Machine Images (AMIs) to choose from when launching your instances,
and they support a variety of operating system platforms and features. To understand how the
AMI you choose when launching your instance affects the bottom line on your AWS bill, you can
research the associated operating system platform and billing information. Do this before you
launch any On-Demand or Spot Instances, or purchase a Reserved Instance.

Here are two examples of how researching your AMI in advance can help you choose the AMI that
best suits your needs:

» For Spot Instances, you can use the AMI Platform details to confirm that the AMI is supported
for Spot Instances.

« When purchasing a Reserved Instance, you can make sure that you select the operating system
platform (Platform) that maps to the AMI Platform details.

For more information about instance pricing, see Amazon EC2 pricing.

Contents

« AMI billing information fields

» Finding AMI billing and usage details

« Verify AMI charges on your bill

AMI billing information fields

The following fields provide billing information associated with an AMI:
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Platform details

The platform details associated with the billing code of the AMI. For example, Red Hat
Enterprise Linux.

Usage operation

The operation of the Amazon EC2 instance and the billing code that is associated with the AMI.
For example, RunInstances:0010. Usage operation corresponds to the lineitem/Operation
column on your AWS Cost and Usage Report (CUR) and in the AWS Price List API.

You can view these fields on the Instances or AMIs page in the Amazon EC2 console, or in the
response that is returned by the describe-images or Get-EC2Image command.

Sample data: usage operation by platform

The following table lists some of the platform details and usage operation values that can be
displayed on the Instances or AMlIs pages in the Amazon EC2 console, or in the response that is
returned by the describe-images or Get-EC2Image command.

Platform details Usage operation 2
Linux/UNIX Runinstances

Red Hat BYOL Linux Runinstances:00g0 3
Red Hat Enterprise Linux Runinstances:0010
Red Hat Enterprise Linux with HA Runinstances:1010
Red Hat Enterprise Linux with SQL Server Standard and HA Runinstances:1014
Red Hat Enterprise Linux with SQL Server Enterprise and HA Runlnstances:1110
Red Hat Enterprise Linux with SQL Server Standard Runinstances:0014
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Platform details

Red Hat Enterprise Linux with SQL Server Web
Red Hat Enterprise Linux with SQL Server Enterprise
SQL Server Enterprise

SQL Server Standard

SQL Server Web

SUSE Linux

Ubuntu Pro

Windows

Windows BYOL

Windows with SQL Server Enterprise !
Windows with SQL Server Standard 1

Windows with SQL Server Web !

Usage operation 2
Runlinstances:0210
Runinstances:0110
Runinstances:0100
Runinstances:0004
Runlnstances:0200
Runlnstances:000g
Runlnstances:0g00
Runlinstances:0002
Runinstances:0800
Runlinstances:0102
Runinstances:0006

Runlnstances:0202

1 If two software licenses are associated with an AMI, the Platform details field shows both.

2 |f you are running Spot Instances, the lineitem/Operation on your AWS Cost and Usage Report

might be different from the Usage operation value that is listed here. For example, if 1lineitem/
Operation displays RunInstances:0010:SV006, it means that Amazon EC2 is running Red Hat
Enterprise Linux Spot Instance-hour in US East (N. Virginia) in Zone 6.
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® This appears as Runlnstances (Linux/UNIX) in your usage reports.

Finding AMI billing and usage details

In the Amazon EC2 console, you can view the AMI billing information from the AMls page or
from the Instances page. You can also find billing information using the AWS CLI or the instance
metadata service.

The following fields can help you verify AMI charges on your bill:

« Platform details
« Usage operation

« AMIID

Find AMI billing information (console)
Follow these steps to view AMI billing information in the Amazon EC2 console:
Look up AMI billing information from the AMls page

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose AMIs, and then select an AMI.

3. On the Details tab, check the values for Platform details and Usage operation.

Look up AMI billing information from the Instances page

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe navigation pane, choose Instances, and then select an instance.

3. On the Details tab (or the Description tab if you are using the prior version of the console),
check the values for Platform details and Usage operation.

Find AMI billing information (AWS CLI)

To find the AMI billing information using the AWS CLI, you need to know the AMI ID. If you don't
know the AMI ID, you can get it from the instance using the describe-instances command.

To find the AMI ID
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If you know the instance ID, you can get the AMI ID for the instance by using the describe-instances
command.

aws ec2 describe-instances --instance-ids 1i-123456789abcdel23

In the output, the AMI ID is specified in the ImagelId field.

..."Instances": [

{
"AmiLaunchIndex": 0,
"ImageId": "ami-0123456789EXAMPLE",
"InstanceId": "i-123456789abcdel23",
1]

To find the AMI billing information

If you know the AMI ID, you can use the describe-images command to get the AMI platform and
usage operation details.

$ aws ec2 describe-images --image-ids ami-0123456789EXAMPLE

The following example output shows the PlatformDetails and UsageOperation fields. In this
example, the ami-0123456789EXAMPLE platform is Red Hat Enterprise Linux and the usage
operation and billing code is RunInstances:0010.

{
"Images": [
{

"VirtualizationType": "hvm",

"Description": "Provided by Red Hat, Inc.",
"Hypervisor": "xen",

"EnaSupport": true,

"SriovNetSupport": "simple",

"ImageId": "ami-0123456789EXAMPLE",
"State": "available",
"BlockDeviceMappings": [
{
"DeviceName": "/dev/sdal",
"Ebs": {
"SnapshotId": "snap-111222333444aaabb",
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"DeleteOnTermination": true,
"VolumeType": '"gp2",
"VolumeSize": 10,
"Encrypted": false

iF
"Architecture": "x86_64",
"Imagelocation": "123456789012/RHEL-8.0.0_HVM-20190618-x86_64-1-Hourly2-

GP2",
"RootDeviceType": "ebs",
"OwnerId": "123456789012",
"PlatformDetails": "Red Hat Enterprise Linux",
"UsageOperation": "RunInstances:0010",
"RootDeviceName": "/dev/sdal",
"CreationDate": "2019-05-10T13:17:12.000Z",
"Public": true,
"ImageType": "machine",
"Name": "RHEL-8.0.0_HVM-20190618-x86_64-1-Hourly2-GP2"

}
]
}

Verify AMI charges on your bill

To ensure that you're not incurring unplanned costs, you can verify that the billing information
for an instance in your AWS Cost and Usage Report (CUR) matches the billing information that's
associated with the AMI that you used to launch the instance.

To verify the billing information, find the instance ID in your CUR and check the corresponding
value in the lineitem/Operation column. That value should match the value for Usage

operation that's associated with the AMI.
For example, the AMI ami-0123456789EXAMPLE has the following billing information:

« Platform details = Red Hat Enterprise Linux

« Usage operation = RunInstances:0010

If you launched an instance using this AMI, you can find the instance ID in your CUR, and check the
corresponding value in the lineitem/Operation column. In this example, the value should be
RunInstances:0010.
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AMI quotas in Amazon EC2

The following quotas apply to creating and sharing AMls. The quotas apply per AWS Region.

Quota name Description Default quota per Region

AMls The maximum number of 50,000
public and private AMls
allowed per Region. These
include available, pending,
and disabled AMiIs, and AMIs
in the Recycle Bin.

Public AMIs The maximum number of 5
public AMIs, including public
AMis in the Recycle Bin,
allowed per Region.

AMI sharing The maximum number of 1,000
entities (organizations,
organizational units (OUs),
and accounts) that an AMI can
be shared with in a Region.
Note that if you share an AMI
with an organization or OU,
the number of accounts in the
organization or OU does not
count towards the quota.

If you exceed your quotas and you want to create or share more AMls, you can do the following:

If you exceed your total AMIs or public AMIs quota, consider deregistering unused images.

If you exceed your public AMIs quota, consider making one or more public AMiIs private.

If you exceed your AMI sharing quota, consider sharing your AMIs with an organization or OU
instead of separate accounts.

Request a quota increase for AMils.
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Request a quota increase for AMIs
If you need more than the default quota for AMIs, you can request a quota increase.
To request a quota increase for AMls

1. Open the Service Quotas console at https://console.aws.amazon.com/servicequotas/.

2. In the navigation pane, choose AWS services.

3. Choose Amazon Elastic Compute Cloud (Amazon EC2) from the list, or type the name of the
service in the search box.

4. Choose the AMI quota to request an increase. The AMI quotas you can select are:

« AMIs
» Public AMIs
« AMI sharing
5. Choose Request quota increase.

6. For Change quota value, enter the new quota value, and then choose Request.

To view any pending or recently resolved requests, choose Dashboard from the navigation pane.
For pending requests, choose the status of the request to open the request receipt. The initial
status of a request is Pending. After the status changes to Quota requested, you'll see the case
number under Support Center case number. Choose the case number to open the ticket for your
request.

After the request is resolved, the Applied quota value for the quota is set to the new value.

For more information, see the Service Quotas User Guide.

Request a quota increase for AMIs 243


https://console.aws.amazon.com/servicequotas/
https://docs.aws.amazon.com/servicequotas/latest/userguide/request-quota-increase.html

Amazon Elastic Compute Cloud User Guide

Amazon EC2 instances

An Amazon EC2 instance is a virtual server in the AWS cloud environment. You have full control
over your instance, from the time that you first start it (referred to as launching an instance) until
you delete it (referred to as terminating an instance). You can choose from a variety of operating
systems when you launch your instance. You can connect to your instance and customize it to meet
your needs. For example, you can configure the operating system, install operating system updates,
and install applications on your instance.

Amazon EC2 provides a wide range of instance types. You can choose an instance type that
provides the compute resources, memory, storage, and network performance that you need to run
your applications.

With Amazon EC2, you pay only for what you use. Billing for your instance starts when you launch
your instance and it transitions to the running state. Billing stops when you stop your instance and
resumes when you start your instance. When you terminate your instance, billing stops when it
transitions to the shutting down state.

Amazon EC2 provides features that you can use to optimize the performance and the cost of
your instances. For example, you can use Amazon EC2 Fleet or Amazon EC2 Auto Scaling to scale
your capacity up or down as your instance utilization changes. You can reduce the costs for your
instances using Spot Instances or Savings Plans.

Features and tasks

« Amazon EC2 instance types

« Amazon EC2 billing and purchasing options

« Store instance launch parameters in Amazon EC2 launch templates

+ Launch an Amazon EC2 instance

« Connect to your EC2 instance

« Amazon EC2 instance state changes

» Use instance metadata to manage your EC2 instance

+ Detect whether a host is an EC2 instance

« Instance identity documents for Amazon EC2 instances

 Precision clock and time synchronization on your EC2 instance

« Manage device drivers for your EC2 instance
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» Configure your Amazon EC2 Windows instance

« Upgrade an EC2 Windows instance to a newer version of Windows Server

o Tutorial: Connect an Amazon EC2 instance to an Amazon RDS database

Amazon EC2 instance types

When you launch an instance, the instance type that you specify determines the hardware of the
host computer used for your instance. Each instance type offers different compute, memory, and
storage capabilities, and is grouped in an instance family based on these capabilities. Select an
instance type based on the requirements of the application or software that you plan to run on
your instance.

Amazon EC2 dedicates some resources of the host computer, such as CPU, memory, and instance
storage, to a particular instance. Amazon EC2 shares other resources of the host computer, such as
the network and the disk subsystem, among instances. If each instance on a host computer tries
to use as much of one of these shared resources as possible, each receives an equal share of that
resource. However, when a resource is underused, an instance can consume a higher share of that
resource while it's available.

Each instance type provides higher or lower minimum performance from a shared resource. For
example, instance types with high 1/0O performance have a larger allocation of shared resources.
Allocating a larger share of shared resources also reduces the variance of I/O performance. For
most applications, moderate 1/O performance is more than enough. However, for applications that
require greater or more consistent I/O performance, consider an instance type with higher 1/0
performance.

Contents

« Available instance types

» Hardware specifications

« AMl virtualization types

« Find an Amazon EC2 instance type

» Get recommendations from EC2 instance type finder

» Get EC2 instance recommendations from Compute Optimizer

« Amazon EC2 instance type changes

» Burstable performance instances
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« Performance acceleration with GPU instances

« Amazon EC2 Mac instances

« Amazon EBS-optimized instance types

» CPU options for Amazon EC2 instances

 AMD SEV-SNP for Amazon EC2 instances

e Processor state control for Amazon EC2 Linux instances

Available instance types

Amazon EC2 provides a wide selection of instance types optimized to fit different use cases.
Instance types comprise varying combinations of CPU, memory, storage, and networking capacity
and give you the flexibility to choose the appropriate mix of resources for your applications. Each
instance type includes one or more instance sizes, allowing you to scale your resources to the
requirements of your target workload. For more information about features and use cases, see
Amazon EC2 Instance Types Details.

Instance type naming conventions

Names are based on instance family, generation, processor family, capabilities, and size. For more
information, see Naming conventions in the Amazon EC2 Instance Types Guide.

Find an instance type

To determine which instance types meet your requirements, such as supported Regions, compute
resources, or storage resources, see Find an Amazon EC2 instance type and Amazon EC2 instance

type specifications in the Amazon EC2 Instance Types Guide.

Current generation instances

« General purpose: M5 | M5a | M5ad | M5d | M5dn | M5n | M5zn | M6a | M6g | Megd | M6i | M6id
| M6idn | M6in | M7a | M7g | M7gd | M7i | M7i-flex | Mac1 | Mac2 | Mac2-m1ultra | Mac2-m2 |
Mac2-m2pro | T2 | T3 | T3a | T4g

« Compute optimized: C5 | C5a | C5ad | C5d | C5n | C6a | Cbg | Cbgd | C6gn | C6i | C6id | C6in | C7a
| C7g | C7gd | C7gn | C7i | C7i-flex

« Memory optimized: R5 | R5a | R5ad | R5b | R5d | R5dn | R5n | R6a | R6g | Régd | R6i | R6idn |
R6in | R6id | R7a | R7g | R7gd | R7i | R7iz | R8g | U-3tb1 | U-6tb1 | U-9tb1 | U-12tb1 | U-18tb1

Available instance types 246


https://aws.amazon.com/ec2/instance-types/
https://docs.aws.amazon.com/ec2/latest/instancetypes/instance-type-names.html
https://docs.aws.amazon.com/ec2/latest/instancetypes/ec2-instance-type-specifications.html
https://docs.aws.amazon.com/ec2/latest/instancetypes/ec2-instance-type-specifications.html

Amazon Elastic Compute Cloud User Guide

| U-24tb1 | U7i-12tb | U7in-16tb | U7in-24tb | U7in-32tb | X1 | X2gd | X2idn | X2iedn | X2iezn |
X1e|z1d

» Storage optimized: D2 | D3 | D3en | H1 |13 | 13en | 14g | 14i | Im4gn | Is4gen

» Accelerated computing: DL1 | DL2q | F1 | G4ad | G4dn | G5 | G5g | G6 | G6e | Gr6 | Inf1 | Inf2 | P2
| P3| P3dn | P4d | P4de | P5 | P5e | Trn1 | Trn1n | VT1

» High-performance computing: Hpc6a | Hpc6id | Hpc7a | Hpc7g

Previous generation instances

General purpose: A1|M1|M2|M3|M4|T1

Compute optimized: C1 | C3 | C4

Memory optimized: R3 | R4

Storage optimized: 12

Accelerated computing: G3

Hardware specifications

For detailed instance type specifications, see Specifications in the Amazon EC2 Instance Types

Guide. For pricing information, see Amazon EC2 On-Demand Pricing.

To determine which instance type best meets your needs, we recommend that you launch an
instance and use your own benchmark application. Because you pay by the instance second, it's
convenient and inexpensive to test multiple instance types before making a decision. If your
needs change, even after you make a decision, you can change the instance type later. For more
information, see Amazon EC2 instance type changes.

Intel processor features

Amazon EC2 instances that run on Intel processors may include the following features. Not all
of the following processor features are supported by all instance types. For detailed information
about which features are available for each instance type, see Amazon EC2 Instance types.

« Intel AES New Instructions (AES-NI) — Intel AES-NI encryption instruction set improves upon
the original Advanced Encryption Standard (AES) algorithm to provide faster data protection and
greater security. All current generation EC2 instances support this processor feature.
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« Intel Advanced Vector Extensions (Intel AVX, Intel AVX2, and Intel AVX-512) — Intel AVX and
Intel AVX2 are 256-bit, and Intel AVX-512 is a 512-bit instruction set extension designed for
applications that are Floating Point (FP) intensive. Intel AVX instructions improve performance
for applications like image and audio/video processing, scientific simulations, financial analytics,
and 3D modeling and analysis. These features are only available on instances launched with HVYM
AMls.

« Intel Turbo Boost Technology — Intel Turbo Boost Technology processors automatically run
cores faster than the base operating frequency.

« Intel Deep Learning Boost (Intel DL Boost) — Accelerates Al deep learning use cases. The 2nd
Gen Intel Xeon Scalable processors extend Intel AVX-512 with a new Vector Neural Network
Instruction (VNNI/INTS8) that significantly increases deep learning inference performance
over previous generation Intel Xeon Scalable processors (with FP32) for image recognition/
segmentation, object detection, speech recognition, language translation, recommendation
systems, reinforcement learning, and more. VNNI may not be compatible with all Linux
distributions.

The following instances support VNNI: M5n, R5n, M5dn, M5zn, R5b, R5dn, D3, D3en, and C6i. C5
and C5d instances support VNNI for only 12x1large, 24xlarge, and metal instances.

Confusion may result from industry naming conventions for 64-bit CPUs. Chip manufacturer
Advanced Micro Devices (AMD) introduced the first commercially successful 64-bit architecture
based on the Intel x86 instruction set. Consequently, the architecture is widely referred to as
AMDG64 regardless of the chip manufacturer. Windows and several Linux distributions follow this
practice. This explains why the internal system information on an instance running Ubuntu or
Windows displays the CPU architecture as AMD64 even though the instances are running on Intel
hardware.

AWS Graviton processors

AWS Graviton is a family of processors designed to deliver the best price performance for your
workloads running on Amazon EC2 instances.

For more information, see Getting started with Graviton.

AWS Trainium

Instances powered by AWS Trainium are purpose built for high-performance, cost-effective deep

learning training. You can use these instances to train natural language processing, computer
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vision, and recommender models used across a broad set of applications, such as speech
recognition, recommendation, fraud detection, and image and video classification. Use your
existing workflows in popular ML frameworks, such as PyTorch and TensorFlow.

AWS Inferentia

Instances powered by AWS Inferentia are designed to accelerate machine learning. They provide

high performance and low latency machine learning inference. These instances are optimized for
deploying deep learning (DL) models for applications, such as natural language processing, object
detection and classification, content personalization and filtering, and speech recognition.

There are a variety of ways that you can get started:

» Use SageMaker, a fully-managed service that is the easiest way to get started with machine
learning models. For more information, see Get Started with SageMaker in the Amazon

SageMaker Developer Guide.

« Launch an Inf1 or Inf2 instance using the Deep Learning AMI. For more information, see AWS
Inferentia with DLAMI in the AWS Deep Learning AMIs Developer Guide.

« Launch an Inf1 or Inf2 instance using your own AMI and install the AWS Neuron SDK, which

enables you to compile, run, and profile deep learning models for AWS Inferentia.

» Launch a container instance using an Inf1 or Inf2 instance and an Amazon ECS-optimized AMI.
For more information, see Amazon Linux 2 (Inferentia) AMIs in the Amazon Elastic Container

Service Developer Guide.

« Create an Amazon EKS cluster with nodes running Inf1 instances. For more information, see
Inferentia support in the Amazon EKS User Guide.

AMI virtualization types

The virtualization type of your instance is determined by the AMI that you use to launch it. Current
generation instance types support hardware virtual machine (HVM) only. Some previous generation
instance types support paravirtual (PV) and some AWS Regions support PV instances. For more
information, see Virtualization types.

For best performance, we recommend that you use an HVM AMI. In addition, HVM AMIs are
required to take advantage of enhanced networking. HVM virtualization uses hardware-assist
technology provided by the AWS platform. With HVM virtualization, the guest VM runs as if it
were on a native hardware platform, except that it still uses PV network and storage drivers for
improved performance.

AMI virtualization types 249


https://aws.amazon.com/machine-learning/inferentia/
https://docs.aws.amazon.com/sagemaker/latest/dg/gs.html
https://docs.aws.amazon.com/dlami/latest/devguide/tutorial-inferentia.html
https://docs.aws.amazon.com/dlami/latest/devguide/tutorial-inferentia.html
https://github.com/aws/aws-neuron-sdk
https://docs.aws.amazon.com/AmazonECS/latest/developerguide/ecs-optimized_AMI.html
https://docs.aws.amazon.com/eks/latest/userguide/inferentia-support.html

Amazon Elastic Compute Cloud User Guide

Find an Amazon EC2 instance type

Before you can launch an instance, you must select an instance type to use. The instance type

that you choose might depend on the resources that your workload requires, such as compute,
memory, or storage resources. It can be beneficial to identify several instance types that might suit
your workload and evaluate their performance in a test environment. There is no substitute for
measuring the performance of your application under load.

You can get suggestions and guidance for EC2 instance types using the EC2 instance type finder.
For more information, see the section called "EC2 instance type finder".

If you already have running EC2 instances, you can use AWS Compute Optimizer to get
recommendations about the instance types that you should use to improve performance,
save money, or both. For more information, see the section called “Compute Optimizer

recommendations”.

Tasks

« Find an instance type using the console

« Describe an instance type using the AWS CLI

» Find an instance type using the AWS CLI

Find an instance type using the console

You can find an instance type that meets your needs using the Amazon EC2 console.
To find an instance type using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the navigation bar, select the Region in which to launch your instances. You can select
any Region that's available to you, regardless of your location.

3. In the navigation pane, choose Instance Types.

4. (Optional) Choose the preferences (gear) icon to select which instance type attributes to
display, such as On-Demand Linux pricing, and then choose Confirm. Alternatively, select the
name of an instance type to open its details page and view all attributes available through
the console. The console does not display all the attributes available through the API or the
command line.
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5. Use the instance type attributes to filter the list of displayed instance types to only the
instance types that meet your needs. For example, you can filter on the following attributes:

 Availability zones — The name of the Availability Zone, Local Zone, or Wavelength Zone. For
more information, see the section called “Regions and Zones".

e VCPUs or Cores — The number of vCPUs or cores.
« Memory (GiB) - The memory size, in GiB.
» Network performance - The network performance, in Gigabits.

» Local instance storage — Indicates whether the instance type has local instance storage
(true| false).

6. (Optional) To see a side-by-side comparison, select the checkbox for multiple instance types.
The comparison is displayed at the bottom of the screen.

7. (Optional) To save the list of instance types to a comma-separated values (.csv) file for further
review, choose Actions, Download list CSV. The file includes all instance types that match the
filters you set.

8. (Optional) To launch instances using an instance type that meet your needs, select the
checkbox for the instance type and choose Actions, Launch instance. For more information,
see Launch an EC2 instance using the launch instance wizard in the console.

Describe an instance type using the AWS CLI

You can use the describe-instance-types command to describe a specific instance type.

To fully describe an instance type

The following command displays all available details for the specified instance type. The output is
lengthy, so it is omitted here.

aws ec2 describe-instance-types \
--instance-types t2.micro \
--region us-east-2

The describe an instance type and filter the output
The following command displays the networking details for the specified instance type.

aws ec2 describe-instance-types \
--instance-types t2.micro \
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--region us-east-2 \
--query "InstanceTypes[].NetworkInfo"

The following is example output.

"NetworkPerformance": "Low to Moderate",

"MaximumNetworkInterfaces": 2,
"MaximumNetworkCards": 1,
"DefaultNetworkCardIndex": 0,
"NetworkCards": [

{
"NetworkCardIndex": 0,

"NetworkPerformance": "Low to Moderate",

"MaximumNetworkInterfaces": 2,

"BaselineBandwidthInGbps": 0.064,

"PeakBandwidthInGbps": 1.024

1,

"Ipv4AddressesPerInterface": 2,
"Ipv6AddressesPerInterface": 2,
"Ipv6Supported": true,

"EnaSupport": "unsupported",
"EfaSupported": false,
"EncryptionInTransitSupported": false,
"EnaSrdSupported": false

The following command displays the available memory for the specified instance type.

aws ec2 describe-instance-types \
--instance-types t2.micro \
--region us-east-2 \
--query "InstanceTypes[].MemoryInfo"

The following is example output.

"SizeInMiB": 1024

Find an instance type
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}

Find an instance type using the AWS CLI

You can use the describe-instance-types and describe-instance-type-offerings commands to find
the instance types that meet your needs.

Examples

Example 1: Find an instance type by Availability Zone

Example 2: Find an instance type by available memory size

Example 3: Find an instance type by available instance storage

Example 4: Find an instance type that supports hibernation

Example 1: Find an instance type by Availability Zone

The following example displays only the instance types offered in the specified Availability Zone.

aws ec2 describe-instance-type-offerings --location-type "availability-zone" \
--filters "Name=location,Values=us-east-2a" \
--region us-east-2 \
--query "InstanceTypeOfferings[*].[InstanceType]" --output text | sort

The output is a list of instance types, sorted alphabetically. The following is the start of the output
only.

al.2xlarge
al.4xlarge
al.large
al.medium
al.metal
al.xlarge
c4.2xlarge

Example 2: Find an instance type by available memory size

The following example displays only current generation instance types with 64 GiB (65536 MiB) of
memory.
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aws ec2 describe-instance-types \

--filters "Name=current-generation,Values=true" "Name=memory-info.size-in-
mib,Values=65536" \

--region us-east-2 \

--query "InstanceTypes[*].[InstanceType]" --output text | sort

The output is a list of instance types, sorted alphabetically. The following is the start of the output
only.

c5a.8xlarge
c5ad.8xlarge
cba.8xlarge
c6g.8xlarge
c6gd.8xlarge
cbgn.8xlarge
c6i.8xlarge
c6id.8xlarge
c6in.8xlarge

Example 3: Find an instance type by available instance storage

The following example displays the total size of instance storage for all R7 instances with instance
store volumes.

aws ec2 describe-instance-types \
--filters "Name=instance-type,Values=r7*" "Name=instance-storage-
supported,Values=true" \
--region us-east-2 \
--query "InstanceTypes[].[InstanceType, InstanceStorageInfo.TotalSizeInGB]" \
--output table

The following is example output.

| 1r7gd.xlarge | |
| 1r7g9d.8xlarge | |
| 1r7gd.l6xlarge | 3800 |
| r7g9d.medium | |
| 1r7g9d.4xlarge | |
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r7gd.2xlarge 474 |
r7gd.metal 3800 |
r7gd.large 118 |

I

I

I

I
r7gd.12xlarge | 2850

+

Example 4: Find an instance type that supports hibernation

The following example displays the instance types that support hibernation.

aws ec2 describe-instance-types \

--filters "Name=hibernation-supported,Values=true" \
--region us-east-2 \

--query "InstanceTypes[*].[InstanceType]" \

--output text | sort

The output is a list of instance types, sorted alphabetically. The following is the start of the output

only.

ch.
ch.
ch.
ch.
ch.
c5.
c5.
c5.
c5.
c5.

2xlarge
4xlarge
8xlarge
large
xlarge
12xlarge
18xlarge
2xlarge
4xlarge
9xlarge

Get recommendations from EC2 instance type finder

EC2 instance type finder considers your use case, workload type, CPU manufacturer preference, and

how you prioritize price and performance, as well as additional parameters that you can specify. It

then uses this data to provide suggestions and guidance for Amazon EC2 instance types that are

best suited to your new workloads.

With so many instance types available, finding the right instance types for your workload can be

time-consuming and complex. By using the EC2 instance type finder, you can remain up to date

with the latest instance types and achieve the best price-performance for your workloads.
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You can get suggestions and guidance for EC2 instance types using the Amazon EC2 console. You
can also go directly to Amazon Q to ask for instance type advice. For more information, see the
Amazon Q Developer User Guide.

If you're looking for instance type recommendations for an existing workload, use AWS Compute
Optimizer. For more information, see Get EC2 instance recommendations from Compute Optimizer.

Use the EC2 instance type finder

In the Amazon EC2 console, you can get instance type suggestions from the EC2 instance type
finder in the launch instance wizard, when creating a launch template, or on the Instance types

page.

Use the following instructions to get suggestions and guidance for EC2 instance types using the
EC2 instance type finder in the Amazon EC2 console. To view an animation of the steps, see View
an animation: Get instance type suggestions using the EC2 instance type finder.

To get instance type suggestions using the EC2 instance type finder
1. Start your process using any of the following:

» Follow the procedure to launch an instance. Next to Instance type, choose the Get advice
link.

» Follow the procedure to create a launch template. Next to Instance type, choose the Get
advice link.

« In the navigation pane, choose Instance Types, and then choose the Instance type finder
button.

2. Inthe Get advice on instance type selection screen, do the following:
a. Specify your instance type requirements by selecting options for Workload type, Use
case, Priority, and CPU manufacturers.

b. (Optional) To specify more detailed requirements for your workload, do the following:

i. Expand Advanced parameters.

ii. Toadd a parameter, select a parameter, choose Add, and specify a value for the
parameter. Repeat for each additional parameter that you want to add. To indicate no
minimum or maximum value, leave the field empty.

iii. Toremove a parameter after adding it, choose the X next to the parameter.
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c. Choose Get instance type advice.

Amazon EC2 provides you with suggestions for instance families matching your specified

requirements.

To view the details of each instance type within the suggested instance families, choose View

recommended instance family details.

Select an instance type that meets your requirements, and then choose Actions, Launch
instance or Actions, Create launch template.

Alternatively, if you started the process in the launch instance wizard or the launch template

page, and you prefer to go back to your original flow, make note of the instance type you'd like
to use. Then, in the launch instance wizard or launch template, for Instance type, choose the
instance type, and complete the procedure to launch an instance or create a launch template.

View an animation: Get instance type suggestions using the EC2 instance type finder
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Get EC2 instance recommendations from Compute Optimizer

AWS Compute Optimizer provides Amazon EC2 recommendations to help you improve
performance, save money, or both. You can use these recommendations to decide whether to
change to a new instance type.

To make recommendations, Compute Optimizer analyzes your existing instance specifications and
utilization metrics. The compiled data is then used to recommend which Amazon EC2 instance
types are best able to handle the existing workload. Recommendations are returned along with
per-hour instance pricing. For more information, see Amazon EC2 instance metrics in the AWS

Compute Optimizer User Guide.

Contents

» Requirements

» Finding classifications

+ View recommendations

» Considerations for evaluating recommendations

Requirements

To get recommendations from Compute Optimizer, you must first opt in to Compute Optimizer.
For more information, see Getting started with AWS Compute Optimizer in the AWS Compute

Optimizer User Guide.

Compute Optimizer generates recommendations for some instance types, but not all instance
types. If you're using an unsupported instance type, Compute Optimizer will not generate
recommendations. For the list of supported instance types, see Amazon EC2 instance requirements

in the AWS Compute Optimizer User Guide.
Finding classifications

Compute Optimizer classifies its findings for EC2 instances as follows:

« Under-provisioned — An EC2 instance is considered under-provisioned when at least one
specification of your instance, such as CPU, memory, or network, does not meet the performance
requirements of your workload. Under-provisioned EC2 instances might lead to poor application
performance.
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« Over-provisioned — An EC2 instance is considered over-provisioned when at least one
specification of your instance, such as CPU, memory, or network, can be sized down while still
meeting the performance requirements of your workload, and when no specification is under-
provisioned. Over-provisioned EC2 instances might lead to unnecessary infrastructure cost.

« Optimized - An EC2 instance is considered optimized when all specifications of your instance,
such as CPU, memory, and network, meet the performance requirements of your workload,
and the instance is not over-provisioned. An optimized EC2 instance runs your workloads with
optimal performance and infrastructure cost. For optimized instances, Compute Optimizer might
sometimes recommend a new generation instance type.

» None - There are no recommendations for this instance. This might occur if you've been opted
in to Compute Optimizer for less than 12 hours, or when the instance has been running for less
than 30 hours, or when the instance type is not supported by Compute Optimizer.

View recommendations

After you opt in to Compute Optimizer, you can view the findings that Compute Optimizer
generates for your EC2 instances in the Amazon EC2 console. You can then access the Compute
Optimizer console to view the recommendations. If you recently opted in, findings might not be
reflected in the EC2 console for up to 12 hours.

To view recommendations for an instance using the Amazon EC2 console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Instances.

3. Choose the instance ID to open the instance detail page.

4. On the instance detail page, in the top summary section, locate AWS Compute Optimizer

finding. If there is a finding, we display the finding classification and a link to view the details.
Otherwise, we display No recommendations available for this instance.

5. If there is a finding, choose View detail. This opens the Recommendations for EC2 instances
page in the Compute Optimizer console. The current instance type is labeled Current. There
are also up to three instance type recommendations, labeled Option 1, Option 2, and Option
3. This page also shows recent CloudWatch metric data for the instance.

To view recommendations for all instances in all Regions
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You can view recommendations for all of your Amazon EC2 instances in all Regions using the
Compute Optimizer console. For more information, see Viewing EC2 instances recommendations

and Viewing EC2 instance details in the AWS Compute Optimizer User Guide.

Considerations for evaluating recommendations

When you receive a recommendation, you must decide whether to act on it. Before changing an
instance type, consider the following:

» The recommendations don't forecast your usage. Recommendations are based on your historical
usage over the most recent 14-day time period. Be sure to choose an instance type that is
expected to meet your future resource needs.

« Focus on the graphed metrics to determine whether actual usage is lower than instance capacity.
You can also view metric data (average, peak, percentile) in CloudWatch to further evaluate your
EC2 instance recommendations. For example, notice how CPU percentage metrics change during
the day and whether there are peaks that need to be accommodated. For more information, see
Viewing Available Metrics in the Amazon CloudWatch User Guide.

» Compute Optimizer might supply recommendations for burstable performance instances, which
are T3, T3a, and T2 instances. If you periodically burst above the baseline, make sure that you
can continue to do so based on the vCPUs of the new instance type. For more information, see
Key concepts for burstable performance instances.

« If you've purchased a Reserved Instance, your On-Demand Instance might be billed as a Reserved
Instance. Before you change your current instance type, first evaluate the impact on Reserved
Instance utilization and coverage.

« Consider conversions to newer generation instances, where possible.

« When migrating to a different instance family, make sure the current instance type and the new
instance type are compatible, for example, in terms of virtualization, architecture, or network
type. For more information, see Compatibility for changing the instance type.

« Finally, consider the performance risk rating that's provided for each recommendation.
Performance risk indicates the amount of effort you might need to spend in order to validate
whether the recommended instance type meets the performance requirements of your
workload. We also recommend rigorous load and performance testing before and after making
any changes.
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Amazon EC2 instance type changes

As your needs change, you might find that your instance is over-utilized (the instance type is too
small) or under-utilized (the instance type is too large). If this is the case, you can resize your
instance by changing its instance type. For example, if your t2.micro instance is too small for its
workload, you can increase its size by changing it to a bigger T2 instance type, such as t2.1arge.
Or you can change it to another instance type, such as m5.1large. You might also want to change
from a previous generation to a current generation instance type to take advantage of some
features, such as support for IPv6.

If you want a recommendation for an instance type that is best able to handle your existing
workload, you can use AWS Compute Optimizer. For more information, see Get EC2 instance
recommendations from Compute Optimizer.

When you change the instance type, you'll start paying the rate of the new instance type. For the
on-demand rates of all instance types, see Amazon EC2 On-Demand Pricing.

To add additional storage to your instance without changing the instance type, add an EBS volume
to the instance. For more information, see Attach an Amazon EBS volume to an instance in the
Amazon EBS User Guide.

Which instructions to follow?

There are different instructions for changing the instance type. The instructions to use depend
on the instance's root volume, and whether the instance type is compatible with the instance's
current configuration. For information about how compatibility is determined, see Compatibility

for changing the instance type.

Use the following table to determine which instructions to follow.

Root volume Compatibility Use these instructions

EBS Compatible Change the instance type

EBS Not compatible Migrate to a new instance type
Instance store Not applicable Migrate to a new instance type
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Compatibility for changing the instance type

You can change the instance type only if the instance's current configuration is compatible with
the instance type that you want. If the instance type that you want is not compatible with the
instance's current configuration, you must launch a new instance with a configuration that is
compatible with the instance type, and then migrate your application to the new instance.

Compatibility is determined through the following:
Virtualization type

Linux AMIs use one of two types of virtualization: paravirtual (PV) or hardware virtual machine
(HVM). If an instance was launched from a PV AMI, you can't change to an instance type that

is HVM only. For more information, see Virtualization types. To check the virtualization type of
your instance, check the Virtualization value on the details pane of the Instances screen in the
Amazon EC2 console.

Architecture

AMIs are specific to the architecture of the processor, so you must select an instance type with
the same processor architecture as the current instance type. For example:

« If the current instance type has a processor based on the Arm architecture, you are limited to
the instance types that support a processor based on the Arm architecture, such as C6g and
Mé6g.

« The following instance types are the only instance types that support 32-bit AMIs: t2.nano,
t2.micro, t2.small, t2.medium, c3.1large, tl.micro, ml.small, ml.medium, and
cl.medium. If you are changing the instance type of a 32-bit instance, you are limited to
these instance types.

Network adapters

If you switch from a driver for one network adapter to another, the network adapter settings
are reset when the operating system creates the new adapter. To reconfigure the settings,
you might need access to a local account with administrator permissions. The following are
examples of moving from one network adapter to another:

o AWS PV (T2 instances) to Intel 82599 VF (M4 instances)
o Intel 82599 VF (most M4 instances) to ENA (M5 instances)
« ENA (M5 instances) to high-bandwidth ENA (M5n instances)
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Enhanced networking

Instance types that support enhanced networking require the necessary drivers installed. For
example, instances built on the AWS Nitro System require EBS-backed AMIs with the Elastic
Network Adapter (ENA) drivers installed. To change from an instance type that does not support
enhanced networking to an instance type that supports enhanced networking, you must install
the ENA drivers or ixgbevf drivers on the instance, as appropriate.

@ Note

When you resize an instance with ENA Express enabled, the new instance type must
also support ENA Express. For a list of instance types that support ENA Express, see
Supported instance types for ENA Express.

To change from an instance type that supports ENA Express to an instance type that
does not support it, ensure that ENA Express is not currently enabled before you resize
the instance.

NVMe

EBS volumes are exposed as NVMe block devices on instances built on the AWS Nitro System.

If you change from an instance type that does not support NVMe to an instance type that
supports NVMe, you must first install the NVMe drivers on your instance. Also, the device names
for devices that you specify in the block device mapping are renamed using NVMe device names
(/dev/nvme[0-26]n1).

[Linux instances] Therefore, to mount file systems at boot time using /etc/fstab, you must
use UUID/Label instead of device names.

Volume limit

The maximum number of Amazon EBS volumes that you can attach to an instance depends on
the instance type and instance size. For more information, see Amazon EBS volume limits for

Amazon EC2 instances.

You can only change to an instance type or instance size that supports the same number or

a larger number of volumes than is currently attached to the instance. If you change to an
instance type or instance size that does not support the number of currently attached volumes,
the request fails. For example, if you change from an m7i.4x1arge instance with 32 attached
volumes to an m61i . 4x1large, which supports a maximum of 27 volumes, the request fails.
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NitroTPM

If you launched the instance using an AMI with NitroTPM enabled and an instance type that
supports NitroTPM, the instance launches with NitroTPM enabled. You can only change to an
instance type that also supports NitroTPM.

Change the instance type for your Amazon EC2 instance

Use the following instructions to change the instance type of an Amazon EBS-backed instance if
the instance type that you need is compatible with the current configuration of your instance. For
more information, see the section called “Compatibility”.

Considerations

« You must stop your instance before you can change its instance type. Ensure that you plan
for downtime while your instance is stopped. Stopping the instance and changing its instance
type might take a few minutes, and restarting your instance might take a variable amount of
time depending on your application's startup scripts. For more information, see Stop and start

Amazon EC2 instances.

« When you stop and start an instance, we move the instance to new hardware. If your instance
has a public IPv4 address, that is not an Elastic IP, we release the address and give your instance
a new public IPv4 address. For more information on IP address behavior throughout the lifecycle
of an instance, see Differences between instance states.

» You can't change the instance type of a Spot Instance.

» [Windows instances] We recommend that you update the AWS PV driver package before
changing the instance type. For more information, see the section called “Upgrade PV drivers".

« If your instance is in an Auto Scaling group, the Amazon EC2 Auto Scaling service marks the
stopped instance as unhealthy, and might terminate it and launch a replacement instance. To
prevent this, you can suspend the scaling processes for the group while you're changing the
instance type. For more information, see Suspending and resuming a process for an Auto Scaling

group in the Amazon EC2 Auto Scaling User Guide.

« When you change the instance type of an instance with NVMe instance store volumes, the
updated instance might have additional instance store volumes, because all NVMe instance
store volumes are available even if they are not specified in the AMI or instance block device
mapping. Otherwise, the updated instance has the same number of instance store volumes that
you specified when you launched the original instance.
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The maximum number of Amazon EBS volumes that you can attach to an instance depends on
the instance type and instance size. You can't change to an instance type or instance size that
does not support the number of volumes that are already attached to your instance. For more
information, see Amazon EBS volume limits for Amazon EC2 instances.

[Linux instances] You can use the AWSSupport-MigrateXenToNitroLinux runbook to
migrate compatible Linux instances from a Xen instance type to a Nitro instance type. For more
information, see AWSSupport-MigrateXenToNitroLinux runbook in the AWS Systems Manager

Automation runbook reference.

[Windows instances] For additional guidance on migrating compatible Windows instances from a
Xen instance type to a Nitro instance type, see Migrate to latest generation instance types.

To change the instance type of an Amazon EBS-backed instance

1.

(Optional) If the new instance type requires drivers that are not installed on the existing
instance, you must connect to your instance and install the drivers first. For more information,
see Compatibility for changing the instance type.

[Windows instances] If you configured your Windows instance to use static IP addressing and
you change from an instance type that doesn't support enhanced networking to an instance
type that does support enhanced networking, you might get a warning about a potential

IP address conflict when you reconfigure static IP addressing. To prevent this, enable DHCP
on the network interface for your instance before you change the instance type. From your
instance, open the Network and Sharing Center, open Internet Protocol Version 4 (TCP/
IPv4) Properties for the network interface, and choose Obtain an IP address automatically.
Change the instance type and reconfigure static IP addressing on the network interface.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, choose Instances.

Select the instance and choose Instance state, Stop instance. When prompted for
confirmation, choose Stop. It can take a few minutes for the instance to stop.

With the instance still selected, choose Actions, Instance settings, Change instance type. This
option is grayed out if the instance state is not stopped.

On the Change instance type page, do the following:

a. For Instance type, select the instance type that you want.
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C.

If the instance type is not in the list, then it's not compatible with the configuration of
your instance. Instead, use the following instructions: Migrate to a new instance type by

launching a new EC2 instance.

(Optional) If the instance type that you selected supports EBS optimization, select
EBS-optimized to enable EBS optimization, or deselect EBS-optimized to disable EBS
optimization. If the instance type that you selected is EBS optimized by default, EBS-
optimized is selected and you can't deselect it.

Choose Apply to accept the new settings.

8. To start the instance, select the instance and choose Instance state, Start instance. It can take

a few minutes for the instance to enter the running state. If your instance won't start, see

Troubleshoot changing the instance type.

9. [Windows instances] If your instance runs Windows Server 2016 or Windows Server 2019
with EC2Launch v1, connect to your Windows instance and run the following EC2Launch

PowerShell script to configure the instance after the instance type is changed.

/A Important

The administrator password will reset when you enable the initialize instance EC2
Launch script. You can modify the configuration file to disable the administrator
password reset by specifying it in the settings for the initialization tasks. For steps
on how to disable password reset, see Configure initialization tasks (EC2Launch) or
Change settings (EC2Launch v2).

PS C:\> C:\ProgramData\Amazon\EC2-Windows\Launch\Scripts\InitializeInstance.psl -
Schedule

Migrate to a new instance type by launching a new EC2 instance

You can change the instance type of an EC2 instance only if it is an EBS-backed instance with a
configuration that is incompatible with the new instance type that you want. Otherwise, if the
configuration or your instance is not compatible with the new instance type, or it is an instance

store-based instance, you must launch a replacement instance that is compatible with the

instance type that you want. For more information about how compatibility is determined, see
Compatibility for changing the instance type.
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Overview of the migration process

» Back up the data on the original instance.

« Launch a new instance with a configuration that is compatible with the new instance type that
you want, attaching any EBS volumes that were attached to your original instance.

« Install your application on your new instance.
» Restore any data.

« If the original instance has an Elastic IP address, you must associate it with your new instance to
ensure that your users can continue to use your application without interruption.

To migrate an instance to a new instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Back up any data that you still need as follows:

« Connect to your instance and copy the data on your instance store volumes to persistent
storage.

« Create snapshots of your EBS volumes so that you can create new volumes with the same

data, or detach the volumes from the original instance so that you can attach them to the
new instance.

3. In the navigation pane, choose Instances.

4. Choose Launch instances. When you configure the instance, do the following:

a. Select an AMI that supports the instance type that you want. For example, you must
select an AMI that supports the processor type of the new instance type. Also, current
generation instance types require an HVM AMI.

b. Select the new instance type that you want. If the instance type that you want isn't
available, then it's not compatible with the configuration of the AMI that you selected.

¢. If you want to allow the same traffic to reach the new instance, select the same VPC and
security group that are used with the original instance.

d. When you're done configuring your new instance, complete the steps to select a key pair
and launch your instance. It can take a few minutes for the instance to enter the running
state.

5. If you backed up data to an EBS snapshot, create a volume from the snapshot and then attach

the volume to the new instance.
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To move an EBS volume from the original instance to the new instance, detach the volume

from the original instance and then attach the volume to the new instance.

6. Install your application and any required software on the new instance.
7. Restore any data that you backed up from the instance store volumes of the original instance.

8. If the original instance has an Elastic IP address, assign it to the new instance as follows:

a. Inthe navigation pane, choose Elastic IPs.

b. Select the Elastic IP address that is associated with the original instance and choose
Actions, Disassociate Elastic IP address. When prompted for confirmation, choose
Disassociate.

c. With the Elastic IP address still selected, choose Actions, Associate Elastic IP address.
d. For Resource type, choose Instance.
e. ForInstance, choose the new instance.

f.  (Optional) For Private IP address, specify a private IP address with which to associate the
Elastic IP address.

g. Choose Associate.

9. (Optional) You can terminate the original instance if it's no longer needed. Select the instance,
verify that you are about to terminate the original instance and not the new instance (for
example, check the name or launch time), and then choose Instance state, Terminate
instance.

Troubleshoot changing the instance type

Use the following information to help diagnose and fix issues that you might encounter when
changing the instance type.

Instance won't start after changing instance type
Possible cause: Requirements for new instance type not met

If your instance won't boot, it is possible that one of the requirements for the new instance type
was not met. For more information, see Why is my Linux instance not booting after | changed

its type?
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Possible cause: AMI does not support instance type

If you use the EC2 console to change the instance type, only the instance types that are
supported by the selected AMI are available. However, if you use the AWS CLI to launch an
instance, you can specify an incompatible AMI and instance type. If the AMI and instance type
are incompatible, the instance can't start. For more information, see Compatibility for changing

the instance type.

Possible cause: Instance is in cluster placement group

If your instance is in a cluster placement group and, after changing the instance type, the
instance fails to start, try the following:

1. Stop all the instances in the cluster placement group.
2. Change the instance type of the affected instance.

3. Start all the instances in the cluster placement group.

Application or website not reachable from the internet after changing instance type
Possible cause: Public IPv4 address is released

When you change the instance type, you must first stop the instance. When you stop an
instance, we release the public IPv4 address and give your instance a new public IPv4 address.

To retain the public IPv4 address between instance stops and starts, we recommend that
you use an Elastic IP address, at no extra cost provided your instance is running. For more
information, see Elastic IP addresses.

Burstable performance instances

Many general purpose workloads are on average not busy, and do not require a high level of
sustained CPU performance. The following graph illustrates the CPU utilization for many common
workloads that customers run in the AWS Cloud today.
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Many common workloads look like this

CPU Utilization

Time

These low-to-moderate CPU utilization workloads lead to wastage of CPU cycles and, as a result,
you pay for more than you use. To overcome this, you can leverage the low-cost burstable general
purpose instances, which are the T instances.

The T instance family provides a baseline CPU performance with the ability to burst above the
baseline at any time for as long as required. The baseline CPU is defined to meet the needs of the
majority of general purpose workloads, including large-scale micro-services, web servers, small
and medium databases, data logging, code repositories, virtual desktops, development and test
environments, and business-critical applications. The T instances offer a balance of compute,
memory, and network resources, and provide you with the most cost-effective way to run a broad
spectrum of general purpose applications that have a low-to-moderate CPU usage. They can save
you up to 15% in costs when compared to M instances, and can lead to even more cost savings
with smaller, more economical instance sizes, offering as low as 2 vCPUs and 0.5 GiB of memory.
The smaller T instance sizes, such as nano, micro, small, and medium, are well suited for workloads
that need a small amount of memory and do not expect high CPU usage.
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® Note

This topic describes burstable CPU. For information about burstable network performance,
see Amazon EC2 instance network bandwidth.

EC2 burstable instance types

The EC2 burstable instances consist of T4g, T3a and T3 instance types, and the previous generation

T2 instance types.

The T4g instance types are the latest generation of burstable instances. They provide the best

price for performance, and provide you with the lowest cost of all the EC2 instance types. The T4g

instance types are powered by Arm-based AWS Graviton2 processors with extensive ecosystem

support from operating systems vendors, independent software vendors, and popular AWS services

and applications.

The following table summarizes the key differences between the burstable instance types.

Type
Latest generation

T4g

T3a

T3

Previous generation

Description

Lowest cost EC2 instance type
with up to 40% higher price/
performance and 20% lower
costsvs T3

Lowest cost x86-based
instances with 10% lower
costs vs T3 instances

Best peak price/performance
for x86 workloads with up to
30% lower price/performance
Vs previous generation T2
instances

Processor family

AWS Graviton2 processors
with Arm Neoverse N1 cores

AMD 1st gen EPYC processors

Intel Xeon Scalable (Skylake,
Cascade Lake processors)
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Type Description Processor family
T2 Previous generation burstable Intel Xeon processors
instances

For information about instance pricing and additional specifications, see Amazon EC2 Pricing and

Amazon EC2 Instance Types. For information about burstable network performance, see Amazon

EC2 instance network bandwidth.

If your account is less than 12 months old, you can use a t2.micro instance for free (or a
t3.micro instance in Regions where t2.micro is unavailable) within certain usage limits. For
more information, see AWS Free Tier.

Supported purchasing options for T instances

« On-Demand Instances

« Reserved Instances

» Dedicated Instances (T3 only)

» Dedicated Hosts (T3 only, in standard mode only)

» Spot Instances

For more information, see Amazon EC2 billing and purchasing options.

Contents

» Best practices

» Key concepts for burstable performance instances

« Unlimited mode for burstable performance instances

» Standard mode for burstable performance instances

» Work with burstable performance instances

e Monitor CPU credits for burstable instances

Best practices

Follow these best practices to get the maximum benefit from burstable performance instances.
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» Ensure that the instance size you choose passes the minimum memory requirements of your
operating system and applications. Operating systems with graphical user interfaces that
consume significant memory and CPU resources (for example, Windows) might require a
t3.micro or larger instance size for many use cases. As the memory and CPU requirements of
your workload grow over time, you have the flexibility with the T instances to scale to larger
instance sizes of the same instance type, or to select another instance type.

« Enable AWS Compute Optimizer for your account and review the Compute Optimizer

recommendations for your workload. Compute Optimizer can help assess whether instances
should be upsized to improve performance or downsized for cost savings. Compute Optimizer
may also recommend a different instance type based on your scenario. For more information, see
Viewing EC2 instance recommendations in the AWS Compute Optimizer User Guide.

Key concepts for burstable performance instances

Traditional Amazon EC2 instance types provide fixed CPU resources, while burstable performance
instances provide a baseline level of CPU utilization with the ability to burst CPU utilization above
the baseline level. This ensures that you pay only for baseline CPU plus any additional burst CPU
usage resulting in lower compute costs. The baseline utilization and ability to burst are governed
by CPU credits. Burstable performance instances are the only instance types that use credits for
CPU usage.

Each burstable performance instance continuously earns credits when it stays below the CPU
baseline, and continuously spends credits when it bursts above the baseline. The amount of credits
earned or spent depends on the CPU utilization of the instance:

« If the CPU utilization is below baseline, then credits earned are greater than credits spent.

o If the CPU utilization is equal to baseline, then credits earned are equal to credits spent.

« If the CPU utilization is higher than baseline, then credits spent are higher than credits earned.

When the credits earned are greater than credits spent, then the difference is called accrued
credits, which can be used later to burst above baseline CPU utilization. Similarly, when the credits
spent are more than credits earned, then the instance behavior depends on the credit configuration
mode—Standard mode or Unlimited mode.

In Standard mode, when credits spent are more than credits earned, the instance uses the accrued
credits to burst above baseline CPU utilization. If there are no accrued credits remaining, then the
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instance gradually comes down to baseline CPU utilization and cannot burst above baseline until it
accrues more credits.

In Unlimited mode, if the instance bursts above baseline CPU utilization, then the instance first
uses the accrued credits to burst. If there are no accrued credits remaining, then the instance
spends surplus credits to burst. When its CPU utilization falls below the baseline, it uses the
CPU credits that it earns to pay down the surplus credits that it spent earlier. The ability to earn
CPU credits to pay down surplus credits enables Amazon EC2 to average the CPU utilization of
an instance over a 24-hour period. If the average CPU usage over a 24-hour period exceeds the
baseline, the instance is billed for the additional usage at a flat additional rate per vCPU-hour.

Contents

» Key concepts and definitions

« Earn CPU credits

e CPU credit earn rate

e CPU credit accrual limit

o Accrued CPU credits life span

« Baseline utilization

Key concepts and definitions

The following key concepts and definitions are applicable to burstable performance instances.

CPU utilization

CPU utilization is the percentage of allocated EC2 compute units that are currently in use on the
instance. This metric measures the percentage of allocated CPU cycles that are being utilized on
an instance. The CPU Utilization CloudWatch metric shows CPU usage per instance and not CPU
usage per core. The baseline CPU specification of an instance is also based on the CPU usage per
instance. To measure CPU utilization using the AWS Management Console or the AWS CLI, see
Get statistics for a specific instance.

CPU credit
A unit of vCPU-time.

Examples:
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1 CPU credit = 1 vCPU * 100% utilization * 1 minute.

1 CPU credit = 1 vCPU * 50% utilization * 2 minutes

1 CPU credit = 2 vCPU * 25% utilization * 2 minutes

Baseline utilization

The baseline utilization is the level at which the CPU can be utilized for a net credit balance of
zero, when the number of CPU credits being earned matches the number of CPU credits being

used. Baseline utilization is also known as the baseline. Baseline utilization is expressed as a

percentage of vCPU utilization, which is calculated as follows: Baseline utilization % = (number

of credits earned/number of vCPUs)/60 minutes.

For the baseline utilization of each burstable performance instance type, see the credit table.

Earned credits
Credits earned continuously by an instance when it is running.
Number of credits earned per hour = % baseline utilization * number of vCPUs * 60 minutes

Example:

A t3.nano with 2 vCPUs and a baseline utilization of 5% earns 6 credits per hour, calculated as

follows:

2 vCPUs * 5% baseline * 60 minutes = 6 credits per hour

Spent or used credits
Credits used continuously by an instance when it is running.

CPU credits spent per minute = Number of vCPUs * CPU utilization * 1 minute

Accrued credits

Unspent CPU credits when an instance uses fewer credits than is required for baseline
utilization. In other words, accrued credits = (Earned credits — Used credits) below baseline.

Example:

If a t3.nano is running at 2% CPU utilization, which is below its baseline of 5% for an hour, the

accrued credits is calculated as follows:
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Accrued CPU credits = (Earned credits per hour — Used credits per hour) =6 - 2 vCPUs * 2% CPU
utilization * 60 minutes = 6 — 2.4 = 3.6 accrued credits per hour

Credit accrual limit

Depends on the instance size but in general is equal to the number of maximum credits earned
in 24 hours.

Example:

For t3.nano, the credit accrual limit = 24 * 6 = 144 credits

Launch credits

Only applicable for T2 instances configured for Standard mode. Launch credits are a limited
number of CPU credits that are allocated to a new T2 instance so that, when launched in
Standard mode, it can burst above the baseline.

Surplus credits

Credits that are spent by an instance after it depletes its accrued credit balance. The surplus
credits are designed for burstable instances to sustain high performance for an extended period
of time, and are only used in Unlimited mode. The surplus credits balance is used to determine
how many credits were used by the instance for bursting in Unlimited mode.

Standard mode

Credit configuration mode, which allows an instance to burst above the baseline by spending
credits it has accrued in its credit balance.

Unlimited mode

Credit configuration mode, which allows an instance to burst above the baseline by sustaining
high CPU utilization for any period of time whenever required. The hourly instance price
automatically covers all CPU usage spikes if the average CPU utilization of the instance is at or
below the baseline over a rolling 24-hour period or the instance lifetime, whichever is shorter.
If the instance runs at higher CPU utilization for a prolonged period, it can do so for a flat
additional rate per vCPU-hour.

The following table summarizes the key credit differences between the burstable instance types.
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Type

Latest generation

T4g

T3a

T3

Previous generation

T2

Type of CPU credits
supported

Earned credits,
Accrued credits,
Spent credits, Surplus
credits (Unlimited
mode only)

Earned credits,
Accrued credits,
Spent credits, Surplus
credits (Unlimited
mode only)

Earned credits,
Accrued credits,
Spent credits, Surplus
credits (Unlimited
mode only)

Earned credits,
Accrued credits,
Spent credits, Launch
credits (Standard
mode only), Surplus
credits (Unlimited
mode only)

Credit configuration
modes

Standard, Unlimited
(default)

Standard, Unlimited
(default)

Standard, Unlimited
(default)

Standard (default),
Unlimited

Accrued CPU credits
lifespan between
instance starts and
stops

7 days (credits persist
for 7 days after an
instance stops)

7 days (credits persist
for 7 days after an
instance stops)

7 days (credits persist
for 7 days after an
instance stops)

0 days (credits are
lost when an instance
stops)
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® Note

Unlimited mode is not supported for T3 instances that are launched on a Dedicated Host.

Earn CPU credits

Each burstable performance instance continuously earns (at a millisecond-level resolution) a set
rate of CPU credits per hour, depending on the instance size. The accounting process for whether
credits are accrued or spent also happens at a millisecond-level resolution, so you don't have to
worry about overspending CPU credits; a short burst of CPU uses a small fraction of a CPU credit.

If a burstable performance instance uses fewer CPU resources than is required for baseline
utilization (such as when it is idle), the unspent CPU credits are accrued in the CPU credit balance. If
a burstable performance instance needs to burst above the baseline utilization level, it spends the
accrued credits. The more credits that a burstable performance instance has accrued, the more time
it can burst beyond its baseline when more CPU utilization is needed.

The following table lists the burstable performance instance types, the rate at which CPU credits
are earned per hour, the maximum number of earned CPU credits that an instance can accrue, the
number of vCPUs per instance, and the baseline utilization as a percentage of a full core (using a
single vCPU).

Instance type CPU credits Maximum earned  vCPUs*** Baseline utilizati
earned per hour credits that can on per vCPU
be accrued*

T2
t2.nano 3 72 1 5%
t2.micro 6 144 1 10%
t2.small 12 288 1 20%
t2.medium 24 576 2 20%**
t2.large 36 864 2 30%**
t2.xlarge 54 1296 4 22.5%**
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Instance type

t2.2xlarge
T3
t3.nano
t3.micro
t3.small
t3.medium
t3.large
t3.xlarge
t3.2xlarge
T3a
t3a.nano
t3a.micro
t3a.small
t3a.medium
t3a.large
t3a.xlarge

t3a.2xlar
ge

T4g

CPU credits
earned per hour

81.6

12
24
24
36
96

192

12
24
24
36
96

192

Maximum earned

credits that can
be accrued*

1958.4

144

288

576

576

864

2304

4608

144

288

576

576

864

2304

4608

vCPUs***

Baseline utilizati
on per vCPU

17%**

50/p**
10%**
20%**
20%**
30%**
40%**

40%**

50/p**
10%**
20%**
20%**
30%**
40%**

40%**
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Instance type

t4qg.
t4g.
t4g.
t4g.
t4g.
t4g.

t4g.

ge

nano
micro
small
medium
large
xlarge

2xlar

CPU credits
earned per hour

12
24
24
36
96

192

Maximum earned
credits that can
be accrued*

144

288

576

576

864

2304

4608

vCPUs***

Baseline utilizati
on per vCPU

5%**
10%**
20%**
20%**
30%**
40%**

40%**

* The number of credits that can be accrued is equivalent to the number of credits that can be
earned in a 24-hour period.

** The percentage baseline utilization in the table is per vCPU. In CloudWatch, CPU utilizati
on is shown per vCPU. For example, the CPU utilization for a t3.large instance operating at
the baseline level is shown as 30% in CloudWatch CPU metrics. For information about how to

calculate the baseline utilization, see Baseline utilization.

*** Each vCPU is a thread of either an Intel Xeon core or an AMD EPYC core, except for T2 and

T4g instances.

CPU credit earn rate

The number of CPU credits earned per hour is determined by the instance size. For example, a
t3.nano earns six credits per hour, while a t3.small earns 24 credits per hour. The preceding
table lists the credit earn rate for all instances.
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CPU credit accrual limit

While earned credits never expire on a running instance, there is a limit to the number of earned
credits that an instance can accrue. The limit is determined by the CPU credit balance limit. After
the limit is reached, any new credits that are earned are discarded, as indicated by the following
image. The full bucket indicates the CPU credit balance limit, and the spillover indicates the newly
earned credits that exceed the limit.

Credits earned at
constant rate determined

by instance size
Credits earned

above the maximum
do not accrue

CPUCreditUsage
(credits used for CPU
utilization above 0)

The CPU credit balance limit differs for each instance size. For example, a t3.micro instance can
accrue a maximum of 288 earned CPU credits in the CPU credit balance. The preceding table lists
the maximum number of earned credits that each instance can accrue.

T2 Standard instances also earn launch credits. Launch credits do not count towards the CPU credit
balance limit. If a T2 instance has not spent its launch credits, and remains idle over a 24-hour
period while accruing earned credits, its CPU credit balance appears as over the limit. For more
information, see Launch credits.

T4g, T3a and T3 instances do not earn launch credits. These instances launch as unlimited by
default, and therefore can burst immediately upon start without any launch credits. T3 instances
launched on a Dedicated Host launch as standard by default; unlimited mode is not supported
for T3 instances on a Dedicated Host.
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Accrued CPU credits life span
CPU credits on a running instance do not expire.

For T2, the CPU credit balance does not persist between instance stops and starts. If you stop a T2
instance, the instance loses all its accrued credits.

For T4g, T3a and T3, the CPU credit balance persists for seven days after an instance stops and the
credits are lost thereafter. If you start the instance within seven days, no credits are lost.

For more information, see CPUCreditBalance in the CloudWatch metrics table.

Baseline utilization

The baseline utilization is the level at which the CPU can be utilized for a net credit balance of zero,
when the number of CPU credits being earned matches the number of CPU credits being used.
Baseline utilization is also known as the baseline.

Baseline utilization is expressed as a percentage of vCPU utilization, which is calculated as follows:

(number of credits earned/number of vCPUs)/60 minutes = % baseline
utilization

For example, a t3.nano instance, with 2 vCPUs, earns 6 credits per hour, resulting in a baseline
utilization of 5% , which is calculated as follows:

(6 credits earned/2 vCPUs)/60 minutes = 5% baseline utilization

A t3.large instance, with 2 vCPUs, earns 36 credits per hour, resulting in a baseline utilization of
30% ((36/2)/60).

The following graph provides an example of a t3.1large with an average CPU utilization below
the baseline.
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Example of t3.large

=— Burstzone

CPU Utilization
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Unlimited mode for burstable performance instances

A burstable performance instance configured as unlimited can sustain high CPU utilization for
any period of time whenever required. The hourly instance price automatically covers all CPU usage
spikes if the average CPU utilization of the instance is at or below the baseline over a rolling 24-
hour period or the instance lifetime, whichever is shorter.

For the vast majority of general-purpose workloads, instances configured as unlimited provide
ample performance without any additional charges. If the instance runs at higher CPU utilization
for a prolonged period, it can do so for a flat additional rate per vCPU-hour. For information about
pricing, see Amazon EC2 pricing and T2/T3/T4 Unlimited Mode Pricing.

If youusea t2.micro or t3.micro instance under the AWS Free Tier offer and use it in
unlimited mode, charges might apply if your average utilization over a rolling 24-hour period
exceeds the baseline utilization of the instance.

T4g, T3a and T3 instances launch as unlimited by default (unless you change the default). If

the average CPU usage over a 24-hour period exceeds the baseline, you incur charges for surplus
credits. If you launch Spot Instances as unlimited and plan to use them immediately and for a
short duration, with no idle time for accruing CPU credits, you incur charges for surplus credits. We
recommend that you launch your Spot Instances in standard mode to avoid paying higher costs.
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For more information, see Surplus credits can incur charges and Launch burstable performance

instances.

(@ Note

T3 instances launched on a Dedicated Host launch as standard by default; unlimited
mode is not supported for T3 instances on a Dedicated Host.

Contents

« Unlimited mode concepts for burstable instances

« How Unlimited burstable performance instances work

« When to use unlimited mode versus fixed CPU

o Surplus credits can incur charges

e No launch credits for T2 Unlimited instances

+ Enable unlimited mode

« What happens to credits when switching between Unlimited and Standard

« Monitor credit usage

« Unlimited mode examples for burstable instances

o Example 1: Explain credit use with T3 Unlimited

o Example 2: Explain credit use with T2 Unlimited

Unlimited mode concepts for burstable instances

The unlimited mode is a credit configuration option for burstable performance instances. It can
be enabled or disabled at any time for a running or stopped instance. You can set unlimited as
the default credit option at the account level per AWS Region, per burstable performance instance
family, so that all new burstable performance instances in the account launch using the default
credit option.

How Unlimited burstable performance instances work

If a burstable performance instance configured as unlimited depletes its CPU credit balance, it
can spend surplus credits to burst beyond the baseline. When its CPU utilization falls below the
baseline, it uses the CPU credits that it earns to pay down the surplus credits that it spent earlier.
The ability to earn CPU credits to pay down surplus credits enables Amazon EC2 to average the
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CPU utilization of an instance over a 24-hour period. If the average CPU usage over a 24-hour
period exceeds the baseline, the instance is billed for the additional usage at a flat additional rate
per vCPU-hour.

The following graph shows the CPU usage of a t3.1large. The baseline CPU utilization for a
t3.large is 30%. If the instance runs at 30% CPU utilization or less on average over a 24-hour
period, there is no additional charge because the cost is already covered by the instance hourly
price. However, if the instance runs at 40% CPU utilization on average over a 24-hour period, as
shown in the graph, the instance is billed for the additional 10% CPU usage at a flat additional rate
per vCPU-hour.

CPU
utilization
(%)
A
40% Average CPU . o
30% F----— - - _V\v\_j _N - Baseline CPU } Additional 10% CPU usage
-

For more information about the baseline utilization per vCPU for each instance type and how many
credits each instance type earns, see the credit table.

When to use unlimited mode versus fixed CPU

When determining whether you should use a burstable performance instance in unlimited mode,
such as T3, or a fixed performance instance, such as M5, you need to determine the breakeven

CPU usage. The breakeven CPU usage for a burstable performance instance is the point at which

a burstable performance instance costs the same as a fixed performance instance. The breakeven
CPU usage helps you determine the following:

« If the average CPU usage over a 24-hour period is at or below the breakeven CPU usage, use a
burstable performance instance in unlimited mode so that you can benefit from the lower
price of a burstable performance instance while getting the same performance as a fixed
performance instance.
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o If the average CPU usage over a 24-hour period is above the breakeven CPU usage, the burstable
performance instance will cost more than the equivalently-sized fixed performance instance. If
a T3 instance continuously bursts at 100% CPU, you end up paying approximately 1.5 times the
price of an equivalently-sized M5 instance.

The following graph shows the breakeven CPU usage point where a t3.large costs the same as
anm5.large. The breakeven CPU usage point fora t3.1large is 42.5%. If the average CPU usage
is at 42.5%, the cost of running the t3.1large is the same as an m5. 1large, and is more expensive
if the average CPU usage is above 42.5%. If the workload needs less than 42.5% average CPU
usage, you can benefit from the lower price of the t3.1large while getting the same performance
asanm5.large.

CPU
utilization (%)

* At 100% CPU utilization, th t of a t3.1, is1.5
Maximum CPU utilization  100% more thl.)an theual)sl:aoil’[;r:'l m;.l?r;e’f) ° orgets L

At 42.5% CPU utilization—the breakeven CPU usage

Breakeven CPU utilization 42.5% point—the cost of a t3.large is the same as an m5.large.

Baseline CPU utilization ~ 30%

At or below the baseline CPU, the cost of a t3.large is less
than the cost of an m5.large.

//
/////:/ »4; ﬁf % v/q”/é/ Gy

Time

The following table shows how to calculate the breakeven CPU usage threshold so that you can
determine when it's less expensive to use a burstable performance instance in unlimited mode or
a fixed performance instance. The columns in the table are labeled A through K.

Instance vCPUs T3 M5 Price T3 Charge ChargeAdditionAdditionBreakeven
type price*/ price*/ differencbaseline per per l L CPU CPU
hour hour e utilizati vCPU vCPU burst % %
on hour minute minutesavailable
per for available
vCPU surplus per
(%) credits vCPU
A B C D E= F G = | = = K=
D-C G/ E/H (r/ F+)J
60
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Instance vCPUs T3 M5 Price T3 Charge ChargeAdditionAdditionBreakeven
type price*/ price*/ differencbaseline per per l L CPU CPU
hour hour e utilizati vCPU vCPU  burst % %

on hour minute minutesavailable

per for available

vCPU surplus per

(%) credits vCPU

60) /
B

t3.large 2 $0.0835 $0.096 $0.0125 30%  $0.05 $0.00083. 15 12.5% 42.5%

* Price is based on us-east-1 and Linux OS.

The table provides the following information:

e Column A shows the instance type, t3.1large.

e Column B shows the number of vCPUs for the t3.1large.

e Column C shows the price of a t3.1large per hour.

e Column D shows the price of anm5.1arge per hour.

« Column E shows the price difference between the t3.1large and them5.1large.

« Column F shows the baseline utilization per vCPU of the t3.1arge, which is 30%. At the
baseline, the hourly cost of the instance covers the cost of the CPU usage.

« Column G shows the flat additional rate per vCPU-hour that an instance is charged if it bursts at
100% CPU after it has depleted its earned credits.

« Column H shows the flat additional rate per vCPU-minute that an instance is charged if it bursts
at 100% CPU after it has depleted its earned credits.

e Column | shows the number of additional minutes that the t3.1large can burst per hour at
100% CPU while paying the same price per hour as an m5.1large.

« Column J shows the additional CPU usage (in %) over baseline that the instance can burst while
paying the same price per hour asanm5.large.
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e Column K shows the breakeven CPU usage (in %) that the t3.1large can burst without paying
more than the m5.1arge. Anything above this, and the t3.1large costs more than the
m5.large.

The following table shows the breakeven CPU usage (in %) for T3 instance types compared to the
similarly-sized M5 instance types.

T3 instance type Breakeven CPU usage (in %) for T3 compared
to M5

t3.large 42.5%

t3.xlarge 52.5%

t3.2xlarge 52.5%

Surplus credits can incur charges

If the average CPU utilization of an instance is at or below the baseline, the instance incurs no
additional charges. Because an instance earns a maximum number of credits in a 24-hour period

(for example, a t3.micro instance can earn a maximum of 288 credits in a 24-hour period), it can
spend surplus credits up to that maximum without being charged.

However, if CPU utilization stays above the baseline, the instance cannot earn enough credits
to pay down the surplus credits that it has spent. The surplus credits that are not paid down are
charged at a flat additional rate per vCPU-hour. For information about the rate, see T2/T3/T4qg
Unlimited Mode Pricing.

Surplus credits that were spent earlier are charged when any of the following occurs:

» The spent surplus credits exceed the maximum number of credits the instance can earn in a 24-

hour period. Spent surplus credits above the maximum are charged at the end of the hour.
« The instance is stopped or terminated.

e The instance is switched from unlimited to standard.
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Spent surplus credits are tracked by the CloudWatch metric CPUSurplusCreditBalance. Surplus
credits that are charged are tracked by the CloudWatch metric CPUSurplusCreditsCharged. For
more information, see Additional CloudWatch metrics for burstable performance instances.

No launch credits for T2 Unlimited instances

T2 Standard instances receive launch credits, but T2 Unlimited instances do not. A T2 Unlimited
instance can burst beyond the baseline at any time with no additional charge, as long as its
average CPU utilization is at or below the baseline over a rolling 24-hour window or its lifetime,
whichever is shorter. As such, T2 Unlimited instances do not require launch credits to achieve high
performance immediately after launch.

If a T2 instance is switched from standard to unlimited, any accrued launch credits are removed
from the CPUCreditBalance before the remaining CPUCreditBalance is carried over.

T4g, T3a and T3 instances never receive launch credits because they support Unlimited mode. The
Unlimited mode credit configuration enables T4g, T3a and T3 instances to use as much CPU as
needed to burst beyond baseline and for as long as needed.

Enable unlimited mode

You can switch from unlimited to standard, and from standard to unlimited, at any time on
a running or stopped instance. For more information, see Launch a burstable performance instance

as Unlimited or Standard and Modify the credit specification of a burstable performance instance.

You can set unlimited as the default credit option at the account level per AWS Region, per
burstable performance instance family, so that all new burstable performance instances in the
account launch using the default credit option. For more information, see Set the default credit

specification for the account.

You can check whether your burstable performance instance is configured as unlimited or
standard using the Amazon EC2 console or the AWS CLI. For more information, see View the
credit specification of a burstable performance instance and View the default credit specification.

What happens to credits when switching between Unlimited and Standard

CPUCreditBalance is a CloudWatch metric that tracks the number of credits accrued by an
instance. CPUSurplusCreditBalance is a CloudWatch metric that tracks the number of surplus
credits spent by an instance.

When you change an instance configured as unlimited to standazrd, the following occurs:
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» The CPUCreditBalance value remains unchanged and is carried over.

e The CPUSurplusCreditBalance value is immediately charged.

When a standazrd instance is switched to unlimited, the following occurs:

« The CPUCreditBalance value containing accrued earned credits is carried over.

« For T2 Standard instances, any launch credits are removed from the CPUCreditBalance value,
and the remaining CPUCreditBalance value containing accrued earned credits is carried over.

Monitor credit usage

To see if your instance is spending more credits than the baseline provides, you can use
CloudWatch metrics to track usage, and you can set up hourly alarms to be notified of credit usage.
For more information, see Monitor CPU credits for burstable instances.

Unlimited mode examples for burstable instances
The following examples explain credit use for instances that are configured as unlimited.

Examples

o Example 1: Explain credit use with T3 Unlimited

o Example 2: Explain credit use with T2 Unlimited

Example 1: Explain credit use with T3 Unlimited

In this example, you see the CPU utilization of a t3.nano instance launched as unlimited, and
how it spends earned and surplus credits to sustain CPU utilization.

A t3.nano instance earns 144 CPU credits over a rolling 24-hour period, which it can redeem for
144 minutes of vCPU use. When it depletes its CPU credit balance (represented by the CloudWatch
metric CPUCreditBalance), it can spend surplus CPU credits—that it has not yet earned—to burst
for as long as it needs. Because a t3.nano instance earns a maximum of 144 credits in a 24-hour
period, it can spend surplus credits up to that maximum without being charged immediately. If it
spends more than 144 CPU credits, it is charged for the difference at the end of the hour.

The intent of the example, illustrated by the following graph, is to show how an instance can
burst using surplus credits even after it depletes its CPUCreditBalance. The following workflow
references the numbered points on the graph:
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P1 - At O hours on the graph, the instance is launched as unlimited and immediately begins to
earn credits. The instance remains idle from the time it is launched—CPU utilization is 0% —and
no credits are spent. All unspent credits are accrued in the credit balance. For the first 24 hours,
CPUCreditUsage is at 0, and the CPUCreditBalance value reaches its maximum of 144.

P2 - For the next 12 hours, CPU utilization is at 2.5%, which is below the 5% baseline. The instance
earns more credits than it spends, but the CPUCreditBalance value cannot exceed its maximum
of 144 credits.

P3 - For the next 24 hours, CPU utilization is at 7% (above the baseline), which requires a spend
of 57.6 credits. The instance spends more credits than it earns, and the CPUCreditBalance value
reduces to 86.4 credits.

P4 - For the next 12 hours, CPU utilization decreases to 2.5% (below the baseline), which requires
a spend of 36 credits. In the same time, the instance earns 72 credits. The instance earns more
credits than it spends, and the CPUCreditBalance value increases to 122 credits.

P5 - For the next 5 hours, the instance bursts at 100% CPU utilization, and spends a total

of 570 credits to sustain the burst. About an hour into this period, the instance depletes its

entire CPUCreditBalance of 122 credits, and starts to spend surplus credits to sustain the

high CPU utilization, totaling 448 surplus credits in this period (570-122=448). When the
CPUSurplusCreditBalance value reaches 144 CPU credits (the maximum a t3.nano instance
can earn in a 24-hour period), any surplus credits spent thereafter cannot be offset by earned
credits. The surplus credits spent thereafter amounts to 304 credits (448-144=304), which results
in a small additional charge at the end of the hour for 304 credits.

P6 — For the next 13 hours, CPU utilization is at 5% (the baseline). The instance earns as
many credits as it spends, with no excess to pay down the CPUSurplusCreditBalance. The
CPUSurplusCreditBalance value remains at 144 credits.

P7 - For the last 24 hours in this example, the instance is idle and CPU utilization is 0%. During this
time, the instance earns 144 credits, which it uses to pay down the CPUSurplusCreditBalance.
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Example 2: Explain credit use with T2 Unlimited

In this example, you see the CPU utilization of a t2.nano instance launched as unlimited, and
how it spends earned and surplus credits to sustain CPU utilization.

A t2.nano instance earns 72 CPU credits over a rolling 24-hour period, which it can redeem for

72 minutes of vCPU use. When it depletes its CPU credit balance (represented by the CloudWatch
metric CPUCreditBalance), it can spend surplus CPU credits—that it has not yet earned—to burst
for as long as it needs. Because a t2.nano instance earns a maximum of 72 credits in a 24-hour
period, it can spend surplus credits up to that maximum without being charged immediately. If it
spends more than 72 CPU credits, it is charged for the difference at the end of the hour.

The intent of the example, illustrated by the following graph, is to show how an instance can
burst using surplus credits even after it depletes its CPUCreditBalance. You can assume that,
at the start of the time line in the graph, the instance has an accrued credit balance equal to
the maximum number of credits it can earn in 24 hours. The following workflow references the

numbered points on the graph:

1 - In the first 10 minutes, CPUCreditUsage is at 0, and the CPUCreditBalance value remains
at its maximum of 72.

2 — At 23:40, as CPU utilization increases, the instance spends CPU credits and the
CPUCreditBalance value decreases.
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3 — At around 00:47, the instance depletes its entire CPUCreditBalance, and starts to spend
surplus credits to sustain high CPU utilization.

4 - Surplus credits are spent until 01:55, when the CPUSurplusCreditBalance value reaches
72 CPU credits. This is equal to the maximum a t2.nano instance can earn in a 24-hour period.
Any surplus credits spent thereafter cannot be offset by earned credits within the 24-hour period,
which results in a small additional charge at the end of the hour.

5 - The instance continues to spend surplus credits until around 02:20. At this time, CPU utilization
falls below the baseline, and the instance starts to earn credits at 3 credits per hour (or 0.25
credits every 5 minutes), which it uses to pay down the CPUSurplusCreditBalance. After the
CPUSurplusCreditBalance value reduces to 0, the instance starts to accrue earned credits in its
CPUCreditBalance at 0.25 credits every 5 minutes.

1 2 3 4 5

2330 2335 2340 2345 2350 2355 0000 00:05 0010 00:15 O0:20 O0:25 O0:30 0035 00:40 0045 0G50 0055 01:00 0105 0110 01:15 0120 0125 0130 01:35 0140 0145 0150 O1:55 000 0205 0210 0215 0220 0225 0230
@ CPUCreditBalance ) CPUSurplusCreditBalance CPUCreditUsage @ CPUSurplusCreditsCharged

All metrics Graphed metrics (4) Graph options

Label Details Statistic & Pericd @ Y Axis Actions B2
[ ] CPUCreditBalance EC2 * Instancald:i-0aasb948d7eb37déb * CPUCreditBalance Maximum 5 Minutes u > e
CPUCreditUsage EC2 * Instanceld:i-0aadb848d7eb37déb * CPUCreditUsage Maximum 5 Minutes < a JAN -
[ ] CPUSurplusCreditBalance. EC2 * Instanceld:i-0aadb848dTeb37d6b * CPUSurplusCreditBalance Maximum 5 Minutes ! > oMo

[ ] CPUSurplusCreditsCharged EC2 * Instanceld:i-0aa4b948d7eb37d6b * CPUSurplusCreditsCharged Maximum 5 Minutes < u Lo

Calculating the bill (Linux instance)

Surplus credits cost $0.05 per vCPU-hour. The instance spent approximately 25 surplus credits
between 01:55 and 02:20, which is equivalent to 0.42 vCPU-hours. Additional charges for this
instance are 0.42 vCPU-hours x $0.05/vCPU-hour = $0.021, rounded to $0.02. Here is the month-
end bill for this T2 Unlimited instance:
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Amazon Elastic Compute Cloud running Linux/UNIX
$0.0058 per On Demand Linux t2.nano Instance Hour 720.000 Hrs $4.18

Amazon Elastic Compute Cloud T2 CPU Credits
$0.05 per vCPU-Hour of T2 CPU credits 0.420 vCPU-Hours $0.02

Calculating the bill (Windows instance)

Surplus credits cost $0.096 per vCPU-hour. The instance spent approximately 25 surplus credits
between 01:55 and 02:20, which is equivalent to 0.42 vCPU-hours. Additional charges for this
instance are 0.42 vCPU-hours x $0.096/vCPU-hour = $0.04032, rounded to $0.04. Here is the
month-end bill for this T2 Unlimited instance:

Amazon Elastic Compute Cloud running Windows

$0.0081 per On Demand Windows t2.nano Instance Hour T20.000 Hrs $5.83

Amazon Elastic Compute Cloud T2 CPU Credits
$0.096 per vCPU-Hour of T2 CPU credits 0.420 vCPU-Hours $0.04

You can set billing alerts to be notified every hour of any accruing charges, and take action if
required.

Standard mode for burstable performance instances

A burstable performance instance configured as standaxrd is suited to workloads with an average
CPU utilization that is consistently below the baseline CPU utilization of the instance. To burst
above the baseline, the instance spends credits that it has accrued in its CPU credit balance. If the
instance is running low on accrued credits, CPU utilization is gradually lowered to the baseline
level, so that the instance does not experience a sharp performance drop-off when its accrued
CPU credit balance is depleted. For more information, see Key concepts for burstable performance
instances.

Contents

» Standard mode concepts for burstable instances

« How standard burstable performance instances work

« Launch credits
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¢ Launch credit limits

o Differences between launch credits and earned credits

» Standard mode examples for burstable instances

« Example 1: Explain credit use with T3 Standard

« Example 2: Explain credit use with T2 Standard

o Period 1: 1 - 24 hours

» Period 2: 25 - 36 hours
o Period 3: 37 - 61 hours
o Period 4: 62 — 72 hours
o Period 5: 73 — 75 hours
o Period 6: 76 — 90 hours
o Period 7: 91 - 96 hours

Standard mode concepts for burstable instances

The standard mode is a configuration option for burstable performance instances. It can be
enabled or disabled at any time for a running or stopped instance. You can set standard as the
default credit option at the account level per AWS Region, per burstable performance instance
family, so that all new burstable performance instances in the account launch using the default
credit option.

How standard burstable performance instances work

When a burstable performance instance configured as standard is in a running state, it
continuously earns (at a millisecond-level resolution) a set rate of earned credits per hour. For T2
Standard, when the instance is stopped, it loses all its accrued credits, and its credit balance is reset
to zero. When it is restarted, it receives a new set of launch credits, and begins to accrue earned
credits. For T4g, T3a and T3 Standard instances, the CPU credit balance persists for seven days
after the instance stops and the credits are lost thereafter. If you start the instance within seven
days, no credits are lost.

T2 Standard instances receive two types of CPU credits: earned credits and launch credits. When a
T2 Standard instance is in a running state, it continuously earns (at a millisecond-level resolution)
a set rate of earned credits per hour. At start, it has not yet earned credits for a good startup
experience; therefore, to provide a good startup experience, it receives launch credits at start,
which it spends first while it accrues earned credits.
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T4g, T3a and T3 instances do not receive launch credits because they support Unlimited mode.
The Unlimited mode credit configuration enables T4g, T3a and T3 instances to use as much CPU as
needed to burst beyond baseline and for as long as needed.

Launch credits

T2 Standard instances get 30 launch credits per vCPU at launch or start, and T1 Standard instances
get 15 launch credits. For example, a t2.micro instance has one vCPU and gets 30 launch credits,
while a t2. x1large instance has four vCPUs and gets 120 launch credits. Launch credits are
designed to provide a good startup experience to allow instances to burst immediately after launch
before they have accrued earned credits.

Launch credits are spent first, before earned credits. Unspent launch credits are accrued in the CPU
credit balance, but do not count towards the CPU credit balance limit. For example, a t2.micro
instance has a CPU credit balance limit of 144 earned credits. If it is launched and remains idle

for 24 hours, its CPU credit balance reaches 174 (30 launch credits + 144 earned credits), which is
over the limit. However, after the instance spends the 30 launch credits, the credit balance cannot
exceed 144. For more information about the CPU credit balance limit for each instance size, see the
credit table.

The following table lists the initial CPU credit allocation received at launch or start, and the
number of vCPUs.

Instance type Launch credits vCPUs
tl.micro 15 1
t2.nano 30 1
t2.micro 30 1
t2.small 30 1
t2.medium 60 2
t2.1large 60 2
t2.xlarge 120 4
t2.2xlarge 240 8
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Launch credit limits

There is a limit to the number of times T2 Standard instances can receive launch credits. The

default limit is 100 launches or starts of all T2 Standard instances combined per account, per

Region, per rolling 24-hour period. For example, the limit is reached when one instance is stopped

and started 100 times within a 24-hour period, or when 100 instances are launched within a 24-

hour period, or other combinations that equate to 100 starts. New accounts may have a lower limit,

which increases over time based on your usage.

® Tip

To ensure that your workloads always get the performance they need, switch to Unlimited

mode for burstable performance instances or consider using a larger instance size.

Differences between launch credits and earned credits

The following table lists the differences between launch credits and earned credits.

Credit earn
rate

Credit earn
limit

Launch credits

T2 Standard instances get 30 launch
credits per vCPU at launch or start.

If a T2 instance is switched from
unlimited to standaxd, it does
not get launch credits at the time of
switching.

The limit for receiving launch credits
is 100 launches or starts of all T2
Standard instances combined per
account, per Region, per rolling 24-
hour period. New accounts may have a
lower limit, which increases over time
based on your usage.

Earned credits

Each T2 instance continuously earns
(at a millisecond-level resolution)

a set rate of CPU credits per hour,
depending on the instance size. For
more information about the number
of CPU credits earned per instance
size, see the credit table.

A T2 instance cannot accrue more
credits than the CPU credit balance
limit. If the CPU credit balance has
reached its limit, any credits that
are earned after the limit is reached
are discarded. Launch credits do not
count towards the limit. For more
information about the CPU credit
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Launch credits Earned credits

balance limit for each T2 instance size,
see the credit table.

Credit use Launch credits are spent first, before Earned credits are spent only after all
earned credits. launch credits are spent.

Credit When a T2 Standard instance is When a T2 instance is running, earned

expiration running, launch credits do not expire. credits that have accrued do not

When a T2 Standard instance stops or  expire. When the T2 instance stops, all
is switched to T2 Unlimited, all launch  accrued earned credits are lost.
credits are lost.

The number of accrued launch credits and accrued earned credits is tracked by the CloudWatch
metric CPUCreditBalance. For more information, see CPUCreditBalance in the CloudWatch
metrics table.

Standard mode examples for burstable instances
The following examples explain credit use when instances are configured as standard.

Examples

« Example 1: Explain credit use with T3 Standard

» Example 2: Explain credit use with T2 Standard

Example 1: Explain credit use with T3 Standard

In this example, you see how a t3.nano instance launched as standard earns, accrues, and
spends earned credits. You see how the credit balance reflects the accrued earned credits.

A running t3.nano instance earns 144 credits every 24 hours. Its credit balance limit is 144 earned
credits. After the limit is reached, new credits that are earned are discarded. For more information
about the number of credits that can be earned and accrued, see the credit table.

You might launch a T3 Standard instance and use it immediately. Or, you might launch a T3
Standard instance and leave it idle for a few days before running applications on it. Whether an
instance is used or remains idle determines if credits are spent or accrued. If an instance remains
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idle for 24 hours from the time it is launched, the credit balance reaches it limit, which is the
maximum number of earned credits that can be accrued.

This example describes an instance that remains idle for 24 hours from the time it is launched, and
walks you through seven periods of time over a 96-hour period, showing the rate at which credits
are earned, accrued, spent, and discarded, and the value of the credit balance at the end of each
period.

The following workflow references the numbered points on the graph:

P1 - At O hours on the graph, the instance is launched as standard and immediately begins to
earn credits. The instance remains idle from the time it is launched—CPU utilization is 0% —and
no credits are spent. All unspent credits are accrued in the credit balance. For the first 24 hours,
CPUCreditUsage is at 0, and the CPUCreditBalance value reaches its maximum of 144.

P2 - For the next 12 hours, CPU utilization is at 2.5%, which is below the 5% baseline. The instance
earns more credits than it spends, but the CPUCreditBalance value cannot exceed its maximum
of 144 credits. Any credits that are earned in excess of the limit are discarded.

P3 - For the next 24 hours, CPU utilization is at 7% (above the baseline), which requires a spend
of 57.6 credits. The instance spends more credits than it earns, and the CPUCreditBalance value
reduces to 86.4 credits.

P4 - For the next 12 hours, CPU utilization decreases to 2.5% (below the baseline), which requires
a spend of 36 credits. In the same time, the instance earns 72 credits. The instance earns more
credits than it spends, and the CPUCreditBalance value increases to 122 credits.

P5 - For the next two hours, the instance bursts at 60% CPU utilization, and depletes its entire
CPUCreditBalance value of 122 credits. At the end of this period, with the CPUCreditBalance
at zero, CPU utilization is forced to drop to the baseline utilization level of 5%. At the baseline, the
instance earns as many credits as it spends.

P6 — For the next 14 hours, CPU utilization is at 5% (the baseline). The instance earns as many
credits as it spends. The CPUCreditBalance value remains at O.

P7 - For the last 24 hours in this example, the instance is idle and CPU utilization is 0%. During this
time, the instance earns 144 credits, which it accrues in its CPUCreditBalance.
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Example 2: Explain credit use with T2 Standard

In this example, you see how a t2.nano instance launched as standaxrd earns, accrues, and
spends launch and earned credits. You see how the credit balance reflects not only accrued earned

credits, but also accrued launch credits.

A t2.nano instance gets 30 launch credits when it is launched, and earns 72 credits every 24
hours. Its credit balance limit is 72 earned credits; launch credits do not count towards the limit.
After the limit is reached, new credits that are earned are discarded. For more information about
the number of credits that can be earned and accrued, see the credit table. For more information

about limits, see Launch credit limits.

You might launch a T2 Standard instance and use it immediately. Or, you might launch a T2
Standard instance and leave it idle for a few days before running applications on it. Whether an
instance is used or remains idle determines if credits are spent or accrued. If an instance remains
idle for 24 hours from the time it is launched, the credit balance appears to exceed its limit because
the balance reflects both accrued earned credits and accrued launch credits. However, after CPU is
used, the launch credits are spent first. Thereafter, the limit always reflects the maximum number

of earned credits that can be accrued.

This example describes an instance that remains idle for 24 hours from the time it is launched, and
walks you through seven periods of time over a 96-hour period, showing the rate at which credits
are earned, accrued, spent, and discarded, and the value of the credit balance at the end of each

period.
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Period 1: 1 - 24 hours

At 0 hours on the graph, the T2 instance is launched as standard and immediately gets 30 launch
credits. It earns credits while in the running state. The instance remains idle from the time it is
launched—CPU utilization is 0% —and no credits are spent. All unspent credits are accrued in the
credit balance. At approximately 14 hours after launch, the credit balance is 72 (30 launch credits +
42 earned credits), which is equivalent to what the instance can earn in 24 hours. At 24 hours after
launch, the credit balance exceeds 72 credits because the unspent launch credits are accrued in the
credit balance—the credit balance is 102 credits: 30 launch credits + 72 earned credits.

T2 Standard
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Monday Tuesday Wednesday Thursday
Hours since launch - 0 h 12h 24h 36h 48 h 60 h 72h 84h 9 h
Credit Spend Rate 0 credits per 24 hours (0% CPU utilization)
Credit Earn Rate 72 credits per 24 hours
Credit Discard Rate O credits per 24 hours
Credit Balance 102 credits (30 launch credits + 72 earned
credits)
Conclusion

If there is no CPU utilization after launch, the instance accrues more credits than what it can earn in
24 hours (30 launch credits + 72 earned credits = 102 credits).

In a real-world scenario, an EC2 instance consumes a small number of credits while launching and
running, which prevents the balance from reaching the maximum theoretical value in this example.
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Period 2: 25 - 36 hours

For the next 12 hours, the instance continues to remain idle and earn credits, but the credit balance
does not increase. It plateaus at 102 credits (30 launch credits + 72 earned credits). The credit
balance has reached its limit of 72 accrued earned credits, so newly earned credits are discarded.

T2 Standard
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Monday Tuegday Wednesday Thursday
Hours since launch -0 h 12h 24h 36h 48 h 60h 72h 84h 96 h
Credit Spend Rate 0 credits per 24 hours (0% CPU utilization)
Credit Earn Rate 72 credits per 24 hours (3 credits per hour)
Credit Discard Rate 72 credits per 24 hours (100% of credit earn
rate)
Credit Balance 102 credits (30 launch credits + 72 earned

credits)—balance is unchanged

Conclusion

An instance constantly earns credits, but it cannot accrue more earned credits if the credit balance
has reached its limit. After the limit is reached, newly earned credits are discarded. Launch credits
do not count towards the credit balance limit. If the balance includes accrued launch credits, the
balance appears to be over the limit.
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Period 3: 37 - 61 hours

For the next 25 hours, the instance uses 2% CPU, which requires 30 credits. In the same period,

it earns 75 credits, but the credit balance decreases. The balance decreases because the accrued
launch credits are spent first, while newly earned credits are discarded because the credit balance is
already at its limit of 72 earned credits.
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Monday Tuegday Wednegday Thursday
Hours since launeh - 0 h 12h 24h 36h 48 h 60 h 72h 84h 9 h
Credit Spend Rate 28.8 credits per 24 hours (1.2 credits per hour,

2% CPU utilization, 40% of credit earn rate)—
30 credits over 25 hours

Credit Earn Rate 72 credits per 24 hours

Credit Discard Rate 72 credits per 24 hours (100% of credit earn
rate)

Credit Balance 72 credits (30 launch credits were spent; 72

earned credits remain unspent)

Conclusion

An instance spends launch credits first, before spending earned credits. Launch credits do not count
towards the credit limit. After the launch credits are spent, the balance can never go higher than
what can be earned in 24 hours. Furthermore, while an instance is running, it cannot get more
launch credits.
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Period 4: 62 - 72

hours

For the next 11 hours, the instance uses 2% CPU, which requires 13.2 credits. This is the same CPU
utilization as in the previous period, but the balance does not decrease. It stays at 72 credits.

The balance does not decrease because the credit earn rate is higher than the credit spend rate. In
the time that the instance spends 13.2 credits, it also earns 33 credits. However, the balance limit
is 72 credits, so any earned credits that exceed the limit are discarded. The balance plateaus at 72
credits, which is different from the plateau of 102 credits during Period 2, because there are no

accrued launch credits.
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Conclusion

28.8 credits per 24 hours (1.2 credits per hour,
2% CPU utilization, 40% of credit earn rate)—

13.2 credits over 11 hours

72 credits per 24 hours

43.2 credits per 24 hours (60% of credit earn

rate)

72 credits (0 launch credits, 72 earned credits)

—Dbalance is at its limit
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After launch credits are spent, the credit balance limit is determined by the number of credits that
an instance can earn in 24 hours. If the instance earns more credits than it spends, newly earned
credits over the limit are discarded.

Period 5: 73 - 75 hours

For the next three hours, the instance bursts at 20% CPU utilization, which requires 36 credits. The
instance earns nine credits in the same three hours, which results in a net balance decrease of 27
credits. At the end of three hours, the credit balance is 45 accrued earned credits.
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Monday Tuesday Wednesday Thursday
Hou launch -0 h 12h 2h 36h 48h 60h 72h 84h 9 h
Credit Spend Rate 288 credits per 24 hours (12 credits per hour,

20% CPU utilization, 400% of credit earn rate)
—36 credits over 3 hours

Credit Earn Rate 72 credits per 24 hours (9 credits over 3 hours)
Credit Discard Rate O credits per 24 hours
Credit Balance 45 credits (previous balance (72) - spent

credits (36) + earned credits (9))—balance
decreases at a rate of 216 credits per 24
hours (spend rate 288/24 + earn rate 72/24 =
balance decrease rate 216/24)

Conclusion
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If an instance spends more credits than it earns, its credit balance decreases.

Period 6: 76 - 90 hours

For the next 15 hours, the instance uses 2% CPU, which requires 18 credits. This is the same CPU
utilization as in Periods 3 and 4. However, the balance increases in this period, whereas it decreased

in Period 3 and plateaued in Period 4.

In Period 3, the accrued launch credits were spent, and any earned credits that exceeded the credit
limit were discarded, resulting in a decrease in the credit balance. In Period 4, the instance spent
fewer credits than it earned. Any earned credits that exceeded the limit were discarded, so the
balance plateaued at its maximum of 72 credits.

In this period, there are no accrued launch credits, and the number of accrued earned credits in the
balance is below the limit. No earned credits are discarded. Furthermore, the instance earns more
credits than it spends, resulting in an increase in the credit balance.
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Hours since launch -0 h 12h 24h 36h 48h 60h 72h 84h 96 h

Credit Spend Rate

Credit Earn Rate

Credit Discard Rate

28.8 credits per 24 hours (1.2 credits per hour,
2% CPU utilization, 40% of credit earn rate)—
18 credits over 15 hours

72 credits per 24 hours (45 credits over 15
hours)

0 credits per 24 hours
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Credit Balance 72 credits (balance increases at a rate of 43.2
credits per 24 hours—change rate = spend
rate 28.8/24 + earn rate 72/24)

Conclusion
If an instance spends fewer credits than it earns, its credit balance increases.

Period 7: 91 - 96 hours

For the next six hours, the instance remains idle—CPU utilization is 0% —and no credits are spent.
This is the same CPU utilization as in Period 2, but the balance does not plateau at 102 credits—it

plateaus at 72 credits, which is the credit balance limit for the instance.

In Period 2, the credit balance included 30 accrued launch credits. The launch credits were spent
in Period 3. A running instance cannot get more launch credits. After its credit balance limit is
reached, any earned credits that exceed the limit are discarded.

T2 Standard
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Monday Tuesday Wednesday Thursday
Hours since launch - 0 h 12h 24h 36h 48 h 60 h 72h 84h 96 h
Credit Spend Rate 0 credits per 24 hours (0% CPU utilization)
Credit Earn Rate 72 credits per 24 hours
Credit Discard Rate 72 credits per 24 hours (100% of credit earn
rate)
Credit Balance 72 credits (0 launch credits, 72 earned credits)
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Conclusion

An instance constantly earns credits, but cannot accrue more earned credits if the credit balance
limit has been reached. After the limit is reached, newly earned credits are discarded. The credit
balance limit is determined by the number of credits that an instance can earn in 24 hours. For
more information about credit balance limits, see the credit table.

Work with burstable performance instances

The steps for launching, monitoring, and modifying burstable performance instances (T instances)
are similar. The key difference is the default credit specification when they launch.

Each T instance family comes with the following default credit specification:

e T4g, T3a and T3 instances launch as unlimited
« T3 instances on a Dedicated Host can only launch as standard

e T2 instances launch as standard

You can change the default credit specification for the account.

Contents

« Launch a burstable performance instance as Unlimited or Standard

« Use an Auto Scaling group to launch a burstable performance instance as Unlimited

» View the credit specification of a burstable performance instance

« Modify the credit specification of a burstable performance instance

» Set the default credit specification for the account

» View the default credit specification

Launch a burstable performance instance as Unlimited or Standard

You can launch your T instances as unlimited or standard using the Amazon EC2 console, an
AWS SDK, a command line tool, or with an Auto Scaling group.

The following procedures describe how to use the EC2 console or the AWS CLI. For information
about using an Auto Scaling group, see Use an Auto Scaling group to launch a burstable

performance instance as Unlimited.
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Console
To launch a T instance as Unlimited or Standard

1. Follow the procedure to launch an instance.

2. Under Instance type, select a T instance type.

3. Expand Advanced details, and for Credit specification, select a credit specification. If you
do not make a selection, the default is used, which is standard for T2, and unlimited for
T4g, T3a and T3.

4. In the Summary panel, review your instance configuration, and then choose Launch
instance. For more information, see Launch an EC2 instance using the launch instance
wizard in the console.

AWS CLI
To launch a T instance as Unlimited or Standard

Use the run-instances command to launch your instances. Specify the credit specification using

the --credit-specification CpuCredits= parameter. Valid credit specifications are
unlimited and standard.

» For T4g, T3a and T3, if you do not include the --credit-specification parameter, the
instance launches as unlimited by default.

« For T2, if you do not include the --credit-specification parameter, the instance
launches as standard by default.

aws ec2 run-instances \
--image-id ami-abcl12345 \
--count 1 \
--instance-type t3.micro \
--key-name MyKeyPair \
--credit-specification "CpuCredits=unlimited"

Use an Auto Scaling group to launch a burstable performance instance as Unlimited

When T instances are launched or started, they require CPU credits for a good bootstrapping
experience. If you use an Auto Scaling group to launch your instances, we recommend that you
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configure your instances as unlimited. If you do, the instances use surplus credits when they
are automatically launched or restarted by the Auto Scaling group. Using surplus credits prevents
performance restrictions.

Create a launch template

You must use a launch template for launching instances as unlimited in an Auto Scaling group. A
launch configuration does not support launching instances as unlimited.

(® Note

unlimited mode is not supported for T3 instances that are launched on a Dedicated Host.

Console
To create a launch template that launches instances as Unlimited

1. Follow the Create a launch template using advanced settings procedure in the Amazon EC2
Auto Scaling User Guide.

2. In Launch template contents, for Instance type, choose an instance size.

3. To launch instances as unlimited in an Auto Scaling group, under Advanced details, for
Credit specification, choose Unlimited.

4. When you've finished defining the launch template parameters, choose Create launch
template.

AWS CLI
To create a launch template that launches instances as Unlimited

Use the create-launch-template command and specify unlimited as the credit specification.

» For T4g, T3a and T3, if you do not include the
CreditSpecification={CpuCredits=unlimited} value, the instance launches as
unlimited by default.

e For T2, if you do not include the CreditSpecification={CpuCredits=unlimited}
value, the instance launches as standard by default.
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aws ec2 create-launch-template \

--launch-template-name MyLaunchTemplate \

--version-description FirstVersion \

--launch-template-data
ImageId=ami-8clbe5f6,InstanceType=t3.medium,CreditSpecification={CpuCredits=unlimited}

Associate an Auto Scaling group with a launch template

To associate the launch template with an Auto Scaling group, create the Auto Scaling group using
the launch template, or add the launch template to an existing Auto Scaling group.

Console
To create an Auto Scaling group using a launch template

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. On the navigation bar at the top of the screen, select the same Region that you used when
you created the launch template.

3. In the navigation pane, choose Auto Scaling Groups, Create Auto Scaling group.
4. Choose Launch Template, select your launch template, and then choose Next Step.

5. Complete the fields for the Auto Scaling group. When you've finished reviewing your
configuration settings on the Review page, choose Create Auto Scaling group. For more
information, see Creating an Auto Scaling Group Using a Launch Template in the Amazon
EC2 Auto Scaling User Guide.

AWS CLI
To create an Auto Scaling group using a launch template

Use the create-auto-scaling-group AWS CLI command and specify the --1launch-template
parameter.

Console
To add a launch template to an existing Auto Scaling group

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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2. On the navigation bar at the top of the screen, select the same Region that you used when
you created the launch template.

In the navigation pane, choose Auto Scaling Groups.
4. From the Auto Scaling group list, select an Auto Scaling group, and choose Actions, Edit.

5. On the Details tab, for Launch Template, choose a launch template, and then choose Save.

AWS CLI
To add a launch template to an existing Auto Scaling group

Use the update-auto-scaling-group AWS CLI command and specify the --1launch-template
parameter.

View the credit specification of a burstable performance instance

You can view the credit specification (unlimited or standard) of a running or stopped T
instance.

Console

To view the credit specification of a T instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the left navigation pane, choose Instances.
3. Select the instance.
4. Choose Details and view the Credit specification field. The value is either unlimited or
standard.
AWS CLI

To describe the credit specification of a T instance

Use the describe-instance-credit-specifications command. If you do not specify one or more
instance IDs, all instances with the credit specification of unlimited are returned, as well
as instances that were previously configured with the unlimited credit specification. For
example, if you resize a T3 instance to an M4 instance, while it is configured as unlimited,
Amazon EC2 returns the M4 instance.

Burstable performance instances 312


https://docs.aws.amazon.com/cli/latest/reference/autoscaling/update-auto-scaling-group.html
https://console.aws.amazon.com/ec2/
https://docs.aws.amazon.com/cli/latest/reference/ec2/describe-instance-credit-specifications.html

Amazon Elastic Compute Cloud User Guide

aws ec2 describe-instance-credit-specifications --instance-id i-1234567890abcdef®

Example output

{
"InstanceCreditSpecifications": [
{
"InstanceId": "i-1234567890abcdef0",
"CpuCredits": "unlimited"
}
]
}

Modify the credit specification of a burstable performance instance

You can switch the credit specification of a running or stopped T instance at any time between
unlimited and standard.

Note that in unlimited mode, an instance can spend surplus credits, which might incur an
additional charge. For more information, see Surplus credits can incur charges.

Console
To modify the credit specification of a T instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the left navigation pane, choose Instances.

3. Select the instance. To modify the credit specification for several instances at one time,
select all applicable instances.

4. Choose Actions, Instance settings, Change credit specification. This option is enabled only
if you selected a T instance.

5. To change the credit specification to unlimited, select the check box next to the instance
ID. To change the credit specification to standard, clear the check box next to the instance
ID.

AWS CLI

To modify the credit specification of a T instance
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Use the modify-instance-credit-specification command. Specify the instance and its credit
specification using the --instance-credit-specification parameter. Valid credit
specifications are unlimited and standaxrd.

aws ec2 modify-instance-credit-specification \
--region us-east-1 \
--instance-credit-specification
"Instanceld=i-1234567890abcdef®,CpuCredits=unlimited"

Example output

{
"SuccessfullnstanceCreditSpecifications": [
{
"Instanceld": "i- 1234567890abcdef@"
}
1,
"UnsuccessfulInstanceCreditSpecifications": []
}

Set the default credit specification for the account

Each T instance family comes with a default credit specification. You can change the default credit

specification for each T instance family at the account level per AWS Region.

If you use the launch instance wizard in the EC2 console to launch instances, the value you select
for the credit specification overrides the account-level default credit specification. If you use the
AWS CLI to launch instances, all new T instances in the account launch using the default credit
specification. The credit specification for existing running or stopped instances is not affected.

Consideration

The default credit specification for an instance family can be modified only once in a rolling 5-
minute period, and up to four times in a rolling 24-hour period.

Console
To set the default credit specification at the account level per Region

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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2. To change the AWS Region, use the Region selector in the upper-right corner of the page.

3. On the left navigation pane, choose EC2 Dashboard.

4. From Account attributes, choose Default credit specification.

5. Choose Manage.

6. For each instance family, choose Unlimited or Standard, and then choose Update.
AWS CLI

To set the default credit specification at the account level (AWS CLI)

Use the modify-default-credit-specification command. Specify the AWS Region, instance family,
and the default credit specification using the --cpu-credits parameter. Valid default credit
specifications are unlimited and standazrd.

aws ec2 modify-default-credit-specification \
--region us-east-1 \
--instance-family t2 \
--cpu-credits unlimited

View the default credit specification

You can view the default credit specification of a T instance family at the account level per AWS
Region.

Console
To view the default credit specification at the account level

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1.

2. To change the AWS Region, use the Region selector in the upper-right corner of the page.
3. On the left navigation pane, choose EC2 Dashboard.
4,

From Account attributes, choose Default credit specification.

AWS CLI
To view the default credit specification at the account level

Use the get-default-credit-specification command. Specify the AWS Region and instance family.
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aws ec2 get-default-credit-specification --region us-east-1 --instance-family t2

Monitor CPU credits for burstable instances

EC2 sends metrics to Amazon CloudWatch. You can see the CPU credit metrics in the Amazon EC2
per-instance metrics of the CloudWatch console or by using the AWS CLI to list the metrics for each
instance. For more information, see CloudWatch metrics that are available for your instances.

Contents

« Additional CloudWatch metrics for burstable performance instances

« Calculate CPU credit usage

Additional CloudWatch metrics for burstable performance instances

Burstable performance instances have these additional CloudWatch metrics, which are updated
every five minutes:

« CPUCreditUsage — The number of CPU credits spent during the measurement period.

e CPUCreditBalance — The number of CPU credits that an instance has accrued. This balance is
depleted when the CPU bursts and CPU credits are spent more quickly than they are earned.

e CPUSurplusCreditBalance - The number of surplus CPU credits spent to sustain CPU
utilization when the CPUCreditBalance value is zero.

e CPUSurplusCreditsCharged - The number of surplus CPU credits exceeding the maximum
number of CPU credits that can be earned in a 24-hour period, and thus attracting an additional

charge.

The last two metrics apply only to instances configured as unlimited.

The following table describes the CloudWatch metrics for burstable performance instances. For
more information, see CloudWatch metrics that are available for your instances.

Metric Description

CPUCreditUsage The number of CPU credits spent by the instance for CPU
utilization. One CPU credit equals one vCPU running at 100%
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Metric

CPUCreditBalance

Description

utilization for one minute or an equivalent combination of
vCPUs, utilization, and time (for example, one vCPU running at
50% utilization for two minutes or two vCPUs running at 25%
utilization for two minutes).

CPU credit metrics are available at a five-minute frequency
only. If you specify a period greater than five minutes, use the
Sum statistic instead of the Average statistic.

Units: Credits (vVCPU-minutes)

The number of earned CPU credits that an instance has
accrued since it was launched or started. For T2 Standard, the
CPUCreditBalance alsoincludes the number of launch
credits that have been accrued.

Credits are accrued in the credit balance after they are earned,
and removed from the credit balance when they are spent.
The credit balance has a maximum limit, determined by the
instance size. After the limit is reached, any new credits that
are earned are discarded. For T2 Standard, launch credits do
not count towards the limit.

The credits in the CPUCreditBalance are available for the
instance to spend to burst beyond its baseline CPU utilization.

When an instance is running, credits in the CPUCredit
Balance do not expire. When a T4g, T3a or T3 instance
stops, the CPUCreditBalance value persists for seven days.
Thereafter, all accrued credits are lost. When a T2 instance
stops, the CPUCreditBalance value does not persist, and all
accrued credits are lost.

CPU credit metrics are available at a five-minute frequency
only.

Units: Credits (vCPU-minutes)
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Metric Description

CPUSurplusCreditBa The number of surplus credits that have been spent by an

lance unlimited instance when its CPUCreditBalance valueis
zero.

The CPUSurplusCreditBalance value is paid down by
earned CPU credits. If the number of surplus credits exceeds
the maximum number of credits that the instance can earnin a
24-hour period, the spent surplus credits above the maximum
incur an additional charge.

Units: Credits (vVCPU-minutes)

CPUSurplusCreditsC The number of spent surplus credits that are not paid down by
harged earned CPU credits, and which thus incur an additional charge.

Spent surplus credits are charged when any of the following
occurs:

» The spent surplus credits exceed the maximum number of
credits that the instance can earn in a 24-hour period. Spent
surplus credits above the maximum are charged at the end
of the hour.

» The instance is stopped or terminated.

e The instance is switched from unlimited to standard.

Units: Credits (vVCPU-minutes)

Calculate CPU credit usage

The CPU credit usage of instances is calculated using the instance CloudWatch metrics described in
the preceding table.

Amazon EC2 sends the metrics to CloudWatch every five minutes. A reference to the prior value of
a metric at any point in time implies the previous value of the metric, sent five minutes ago.
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Calculate CPU credit usage for Standard instances
« The CPU credit balance increases if CPU utilization is below the baseline, when the credits spent
are less than the credits earned in the prior five-minute interval.

» The CPU credit balance decreases if CPU utilization is above the baseline, when the credits spent
are more than the credits earned in the prior five-minute interval.

Mathematically, this is captured by the following equation:

Example

CPUCreditBalance = prior CPUCreditBalance + [Credits earned per hour * (5/60) -
CPUCreditUsage]

The size of the instance determines the number of credits that the instance can earn per hour and
the number of earned credits that it can accrue in the credit balance. For information about the
number of credits earned per hour, and the credit balance limit for each instance size, see the credit
table.

Example

This example uses a t3.nano instance. To calculate the CPUCreditBalance value of the instance,
use the preceding equation as follows:
« CPUCreditBalance - The current credit balance to calculate.

« prior CPUCreditBalance - The credit balance five minutes ago. In this example, the instance
had accrued two credits.

 Credits earned per hour - A t3.nano instance earns six credits per hour.

« 5/60 - Represents the five-minute interval between CloudWatch metric publication. Multiply
the credits earned per hour by 5/60 (five minutes) to get the number of credits that the instance
earned in the past five minutes. A t3.nano instance earns 0.5 credits every five minutes.

« CPUCreditUsage — How many credits the instance spent in the past five minutes. In this
example, the instance spent one credit in the past five minutes.

Using these values, you can calculate the CPUCreditBalance value:
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Example

CPUCreditBalance = 2 + [0.5 - 1] = 1.5

Calculate CPU credit usage for Unlimited instances

When a burstable performance instance needs to burst above the baseline, it always spends
accrued credits before spending surplus credits. When it depletes its accrued CPU credit balance, it
can spend surplus credits to burst CPU for as long as it needs. When CPU utilization falls below the
baseline, surplus credits are always paid down before the instance accrues earned credits.

We use the term Adjusted balance in the following equations to reflect the activity that occurs
in this five-minute interval. We use this value to arrive at the values for the CPUCreditBalance
and CPUSurplusCreditBalance CloudWatch metrics.

Example

Adjusted balance = [prior CPUCreditBalance - prior CPUSurplusCreditBalance] + [Credits
earned per hour * (5/60) - CPUCreditUsage]

A value of @ for Adjusted balance indicates that the instance spent all its earned credits
for bursting, and no surplus credits were spent. As a result, both CPUCreditBalance and
CPUSurplusCreditBalance are set to Q.

A positive Adjusted balance value indicates that the instance accrued earned credits, and
previous surplus credits, if any, were paid down. As a result, the Adjusted balance valueis
assigned to CPUCreditBalance, and the CPUSurplusCreditBalance is set to @. The instance
size determines the maximum number of credits that it can accrue.

Example

CPUCreditBalance = min [max earned credit balance, Adjusted balance]
CPUSurplusCreditBalance = 0

A negative Adjusted balance value indicates that the instance spent all its earned credits

that it accrued and, in addition, also spent surplus credits for bursting. As a result, the Adjusted
balance value is assigned to CPUSurplusCreditBalance and CPUCreditBalance is set to 0.
Again, the instance size determines the maximum number of credits that it can accrue.
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Example

CPUSurplusCreditBalance = min [max earned credit balance, -Adjusted balance]
CPUCreditBalance = 0

If the surplus credits spent exceed the maximum credits that the instance can accrue, the surplus
credit balance is set to the maximum, as shown in the preceding equation. The remaining surplus
credits are charged as represented by the CPUSurplusCreditsCharged metric.

Example

CPUSurplusCreditsCharged = max [-Adjusted balance - max earned credit balance, 0]

Finally, when the instance terminates, any surplus credits tracked by the
CPUSurplusCreditBalance are charged. If the instance is switched from unlimited to
standard, any remaining CPUSurplusCreditBalance is also charged.

Performance acceleration with GPU instances

GPU-based instances provide access to NVIDIA GPUs with thousands of compute cores. You can use
these instances to accelerate scientific, engineering, and rendering applications by leveraging the
CUDA or Open Computing Language (OpenCL) parallel computing frameworks. You can also use
them for graphics applications, including game streaming, 3-D application streaming, and other
graphics workloads.

Before you can activate or optimize a GPU-based instance, you must install the appropriate drivers,
as follows:

o To install NVIDIA drivers on an instance with an attached NVIDIA GPU, such as a P3 or G4dn
instance, see NVIDIA drivers.

« To install AMD drivers on an instance with an attached AMD GPU, such as a G4ad instance, see
AMD drivers.

Contents

» Activate NVIDIA GRID Virtual Applications on your Amazon EC2 GPU-based instances

» Optimize GPU settings on Amazon EC2 instances

o Set up Dual 4K displays on G4ad Linux instances

¢ Get started with GPU accelerated instances
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Activate NVIDIA GRID Virtual Applications on your Amazon EC2 GPU-based
instances

To activate the GRID Virtual Applications on GPU-based instances that have NVIDIA GPUs (NVIDIA
GRID Virtual Workstation is enabled by default), you must define the product type for the driver.
The process that you use depends on the operating system of your instance.

Linux instances
To activate GRID Virtual Applications on your Linux instances

1. Create the /etc/nvidia/gridd. conf file from the provided template file.

[ec2-user ~]$ sudo cp /etc/nvidia/gridd.conf.template /etc/nvidia/gridd.conf

2. Openthe /etc/nvidia/gridd. conf file in your favorite text editor.
3. Find the FeatureType line, and set it equal to @. Then add a line with IgnoreSP=TRUE.

FeatureType=0 IgnoreSP=TRUE

4. Save the file and exit.

Reboot the instance to pick up the new configuration.

[ec2-user ~]$ sudo reboot

Windows instances
To activate GRID Virtual Applications on your Windows instances

1. Run regedit.exe to open the registry editor.

2. Navigate to HKEY_LOCAL_MACHINE\SOFTWARE\NVIDIA Corporation\Global
\GridLicensing.

Open the context (right-click) menu on the right pane and choose New, DWORD.
For Name, enter FeatureType and type Enter.
Open the context (right-click) menu on FeatureType and choose Modify.

For Value data, enter @ for NVIDIA GRID Virtual Applications and choose OK.

N o v A~ W

Open the context (right-click) menu on the right pane and choose New, DWORD.
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8.
9.

10.
11.

For Name, enter IgnoreSP and type Enter.

Open the context (right-click) menu on IgnoreSP and choose Modify.
For Value data, type 1 and choose OK.

Close the registry editor.

Optimize GPU settings on Amazon EC2 instances

There are several GPU setting optimizations that you can perform to achieve the best performance
on NVIDIA GPU instances. With some of these instance types, the NVIDIA driver uses an autoboost
feature, which varies the GPU clock speeds. By disabling autoboost and setting the GPU clock

speeds to their maximum frequency, you can consistently achieve the maximum performance with

your GPU instances.

Optimize GPU settings on Linux

1.

Configure the GPU settings to be persistent. This command can take several minutes to run.

[ec2-user ~]$ sudo nvidia-persistenced

[G3, and P2 instances only] Disable the autoboost feature for all GPUs on the instance.

[ec2-user ~]% sudo nvidia-smi --auto-boost-default=0

Set all GPU clock speeds to their maximum frequency. Use the memory and graphics clock
speeds specified in the following commands.

Some versions of the NVIDIA driver do not support setting the application clock speed, and
display the error "Setting applications clocks is not supported for GPU...",
which you can ignore.

« G3 instances:

[ec2-user ~]1$ sudo nvidia-smi -ac 2505,1177

¢ G4dn instances:

[ec2-user ~]$ sudo nvidia-smi -ac 5001,1590

« G5 instances:
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[ec2-user ~]$ sudo nvidia-smi -ac 6250,1710
« G6 and Gr6 instances:
[ec2-user ~]$ sudo nvidia-smi -ac 6251,2040
» G6e instances:
[ec2-user ~]$ sudo nvidia-smi -ac 9001,2520
« P2 instances:
[ec2-user ~]$ sudo nvidia-smi -ac 2505,875
» P3 and P3dn instances:
[ec2-user ~]% sudo nvidia-smi -ac 877,1530
» P4d instances:
[ec2-user ~]$ sudo nvidia-smi -ac 1215,1410
« P4de instances:
[ec2-user ~]$ sudo nvidia-smi -ac 1593,1410
« P5 instances:
[ec2-user ~]$ sudo nvidia-smi -ac 2619,1980
Optimize GPU settings on Windows
1. Open a PowerShell window and navigate to the NVIDIA installation folder.
cd "C:\Windows\System32\DriverStore\FileRepository\nvgridsw_aws.inf_*\"
2. [G3, and P2 instances only] Disable the autoboost feature for all GPUs on the instance.
.\nvidia-smi --auto-boost-default=0
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3. Setall GPU clock speeds to their maximum frequency. Use the memory and graphics clock
speeds specified in the following commands.

Some versions of the NVIDIA driver do not support setting the application clock speed, and
display the error "Setting applications clocks is not supported for GPU...",
which you can ignore.

G3 instances:

.\nvidia-smi -ac "2505,1177"

¢ G4dn instances:

.\nvidia-smi -ac "5001,1590"

« G5 instances:

.\nvidia-smi -ac "6250,1710"

« G6 and Gr6 instances:

.\nvidia-smi -ac "6251,2040"

e G6e instances:

.\nvidia-smi -ac "9001,2520"

« P2 instances:

.\nvidia-smi -ac "2505,875"

« P3 and P3dn instances:

.\nvidia-smi -ac "877,1530"

Set up Dual 4K displays on G4ad Linux instances

After you launch a G4ad instance, you can set up dual 4K displays.
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To install the AMD drivers and configure dual screens

1. Connect to your Linux instance to get the PCl Bus address of the GPU you want to target for
dual 4K (2x4k):

lspci -vv | grep -i amd

You will get output similar to the following:

00:1e.0 Display controller: Advanced Micro Devices, Inc.

c3)

Subsystem: Advanced Micro Devices, Inc. [AMD/ATI] Device 0a34

2. Note the PCl bus address is 00:1e.0 in the above output. Create a file named /etc/

modprobe.d/amdgpu.conf and add:

options amdgpu virtual_display=0000:00:1e.0,2

[*AMD*/ATI] Device 7362 (rev

3. To install the AMD drivers on Linux, see AMD drivers for your EC2 instance. If you already have
the AMD GPU driver installed, you will need to rebuild the amdgpu kernel modules through

dkms.

4. Use the below xorg.conf file to define the dual (2x4K) screen topology and save the file in /etc/

X11/xorg.conf:

~$ cat /etc/X11l/xorg.conf
Section "ServerlLayout"

EndS
Sect

EndS

Identifier
Screen
Screen
InputDevice
InputDevice
Option
ection
ion "Files"
ModulePath
ModulePath
ModulePath
ModulePath
ModulePath
ModulePath
ection

"LayoutQ"
@ "ScreenQ"

1 "Screenl"
"Keyboard@" "CoreKeyboard"
"Mouse@" "CorePointer"
"Xinerama" "1"

"/opt/amdgpu/1lib64/xorg/modules/drivers"
"/opt/amdgpu/lib/xorg/modules"
"/opt/amdgpu-pro/lib/xorg/modules/extensions"
"/opt/amdgpu-pro/lib64/xorg/modules/extensions"
"/usr/1lib64/xorg/modules"”
"/usr/lib/xorg/modules"
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Section "InputDevice"
# generated from default

Identifier
Driver
Option
Option
Option
Option
EndSection

"Mouse@"
"mouse"
"Protocol" "auto"

"Device" "/dev/psaux"
"Emulate3Buttons" '"no"

"ZAxisMapping" "4 5"

Section "InputDevice"
# generated from default

Identifier
Driver
EndSection

Section "Monitor"

Identifier
VendorName
ModelName
Option
EndSection

Section "Monitor
Identifier
VendorName
ModelName
Option

EndSection

Section "Device"
Identifier
Driver
VendorName
BoardName
BusID

EndSection

Section "Device"
Identifier
Driver
VendorName
BoardName
BusID

EndSection

"Keyboard@"
Ilkbdll

"Virtual"
"Unknown"
"Unknown"

"Primary" "true

"Virtual-1"
"Unknown"
"Unknown"

"RightOf" "Virtual"

"Device0"

"amdgpu"

"AMD"

"Radeon MxGPU V520"
"PCI:0:30:0"

"Devicel"

"amdgpu"

"AMD"

"Radeon MxGPU V520"
"PCI:0:30:0"
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Section "Extensions"
Option "DPMS" "Disable"
EndSection

Section "Screen"

Identifier "Screen@"
Device "DeviceQ"
Monitor "Virtual"
DefaultDepth 24
Option "AllowEmptyInitialConfiguration" "True"
SubSection "Display"
Virtual 3840 2160
Depth 32
EndSubSection
EndSection
Section "Screen"
Identifier "Screenl"
Device "Devicel"
Monitor "Virtual"
DefaultDepth 24
Option "AllowEmptyInitialConfiguration" "True"

SubSection "Display"
Virtual 3840 2160
Depth 32
EndSubSection
EndSection

5. Set up DCV by following the instructions in setting up an interactive desktop.

6. After the DCV set up is complete, reboot.

7. Confirm that the driver is functional:
dmesg | grep amdgpu
The response should look like the following:

Initialized amdgpu

8. You should see in the output for DISPLAY=:@ xrandr -q thatyou have 2 virtual displays
connected:
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~$ DISPLAY=:0 xrandr -q

Screen 0: minimum 320 x 200,

current 3840 x 1080, maximum 16384 x 16384

Virtual connected primary 1920x1080+0+@ (normal left inverted right x axis y axis)

@mm x @mm
4096x3112
3656x2664
4096x2160
3840x2160
1920x1200
1920x1080
1600x1200
1680x1050
1400x1050
1280x1024
1440x900
1280x960
1280x854
1280x800
1280x720
1152x768
1024x768
800x600
848x480
720x480
640x480
Virtual-1
@mm
4096x3112
3656x2664
4096x2160
3840x2160
1920x1200
1920x1080
1600x1200
1680x1050
1400x1050
1280x1024
1440x900
1280x960
1280x854
1280x800
1280x720
1152x768

59.
59.
59.
59.
59.
59.
60.
60.
60.
59.
59.

60.
59.
60.
60.
59.
60.
59.
60.
60.
59.
99
99
95
96
97
95
00
32
00
94
94

00
99
00
00
95
00
95
00
00
95

59.95
59.96 56.25
59.94

59.94

connected 1920x1080+1920+@ (normal left inverted right x axis y axis) Omm x

59.
59.
59.
59.
59.
59.

60.
59.
60.
60.
59.
60.
59.
60.
60.
59.
99
99
95
96
97
95

00
99
00
00
95
00
95
00
00
95
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1024x768 60.00 59.95
800x600 60.32 59.96 56.25
848x480 60.00 59.94
720x480 59.94
640x480 59.94 59.94

9. When you connect into DCV, change the resolution to 2x4K, confirming the dual monitor
support is registered by DCV.

O 3840x2160 @0x0 - Display 1
3840x2160 @3840x0 - Display 2

Set up an interactive desktop for Linux

After you confirm that your Linux instance has the AMD GPU driver installed and amdgpu is in use,
you can install an interactive desktop manager. We recommend the MATE desktop environment for
the best compatibility and performance.

Prerequisite

Open a text editor and save the following as a file named xorg. conf. You'll need this file on your
instance.

Section "ServerlLayout"

Identifier "LayoutQ"

Screen @ "Screen@"

InputDevice "Keyboard@" "CoreKeyboard"
InputDevice "Mouse@" "CorePointer"
EndSection

Section "Files"

ModulePath "/opt/amdgpu/lib64/xorg/modules/drivers"
ModulePath "/opt/amdgpu/lib/xorg/modules"

ModulePath "/opt/amdgpu-pro/lib/xorg/modules/extensions"
ModulePath "/opt/amdgpu-pro/lib64/xorg/modules/extensions
ModulePath "/usr/lib64/xorg/modules"

ModulePath "/usr/lib/xorg/modules"

EndSection

Section "InputDevice"

# generated from default

Identifier "MouseQ"
Driver "mouse"
Option "Protocol" "auto"
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Option "Device" "/dev/psaux"
Option "Emulate3Buttons" '"no"
Option "ZAxisMapping" "4 5"
EndSection

Section "InputDevice"
# generated from default

Identifier "Keyboardo"
Driver "kbd"
EndSection

Section "Monitor"
Identifier "Monitor@"
VendorName "Unknown"
ModelName "Unknown"
EndSection

Section "Device"

Identifier "DeviceQ"
Driver "amdgpu"
VendorName "AMD"
BoardName "Radeon MxGPU V520"
BusID "PCI:0:30:0"
EndSection

Section "Extensions"

Option "DPMS" "Disable"

EndSection

Section "Screen"

Identifier "Screen@"

Device "Device0"

Monitor "Monitor@"

DefaultDepth 24

Option "AllowEmptyInitialConfiguration" "True"

SubSection "Display"
Virtual 3840 2160
Depth 32

EndSubSection

EndSection

To set up an interactive desktop on Amazon Linux 2

1. Install the EPEL repository.

$ C:\> sudo amazon-linux-extras install epel -y

2. Install the MATE desktop.
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$ C:\> sudo amazon-linux-extras install mate-desktopl.x -y
$ C:\> sudo yum groupinstall "MATE Desktop" -y
$ C:\> sudo systemctl disable firewalld

3. Copy the xorg.conf fileto /etc/X11/xorg. conf.

4. Reboot the instance.

$ C:\> sudo reboot

5. (Optional) Install the NICE DCV server to use NICE DCV as a high-performance display protocol,

and then connect to a NICE DCV session using your preferred client.

To set up an interactive desktop on Ubuntu

1. Install the MATE desktop.

$ sudo apt install xorg-dev ubuntu-mate-desktop -y
$ C:\> sudo apt purge ifupdown -y

2. Copy the xorg.conf fileto /etc/X11/xorg.conf.

3. Reboot the instance.

$ sudo reboot

4. Install the AMF encoder for the appropriate version of Ubuntu.

$ sudo apt install ./amdgpu-pro-20.20-*/amf-amdgpu-pro_20.20-*_amd64.deb

5. (Optional) Install the NICE DCV server to use NICE DCV as a high-performance display protocol,

and then connect to a NICE DCV session using your preferred client.

6. After the DCV installation give the DCV User video permissions:

$ sudo usermod -aG video dcv

To set up an interactive desktop on CentOS

1. Install the EPEL repository.
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$ sudo yum update -y
$ C:\> sudo yum install epel-release -y

2. Install the MATE desktop.

$ sudo yum groupinstall "MATE Desktop" -y
$ C:\> sudo systemctl disable firewalld

3. Copy the xorg.conf file to /etc/X11/xorg. conf.
4. Reboot the instance.
$ sudo reboot

5. (Optional) Install the NICE DCV server to use NICE DCV as a high-performance display protocol,
and then connect to a NICE DCV session using your preferred client.

Get started with GPU accelerated instances

Fifth generation GPU accelerated instance types, such as those shown in the following list deliver
the highest performance capabilities for deep learning and high performance computing (HPC)
applications. Select the instance type link to learn more about its capabilities.

+« P5 and P5e

For a complete list of instance type specifications for accelerated instance types, see Accelerated
computing in the Amazon EC2 Instance Types reference.

Software configuration

The easiest way to get started with fifth generation GPU accelerated instance types is to launch an
instance from an AWS Deep Learning AMI that's preconfigured with all of the required software.
For the latest AWS Deep Learning AMIs for use with GPU accelerated instance types, see the AWS
Deep Learning Base GPU AMI (Ubuntu 20.04).

If you need to build a custom AMI to launch instances that host deep learning or HPC applications,
we recommend that you install the following minimum software versions on top of your base
image:

GPU instances 333


https://docs.aws.amazon.com/dcv/latest/adminguide/setting-up-installing.html
https://docs.aws.amazon.com/dcv/latest/userguide/using-connecting.html
https://aws.amazon.com/ec2/instance-types/p5/
https://docs.aws.amazon.com/ec2/latest/instancetypes/ac.html
https://docs.aws.amazon.com/ec2/latest/instancetypes/ac.html
https://aws.amazon.com/releasenotes/aws-deep-learning-base-gpu-ami-ubuntu-20-04/
https://aws.amazon.com/releasenotes/aws-deep-learning-base-gpu-ami-ubuntu-20-04/

Amazon Elastic Compute Cloud User Guide

Software Instance type Minimum version
NVIDIA driver P5 530
P5e 550
CUDA P5, P5e 12.1
NVIDIA GDRCopy P5, P5e 2.3
EFA installer P5, P5e 1.24.1
NCCL P5, P5e 2.18.3
aws-ofi-nccl plugin P5, P5e 1.7.2-aws

We also recommend that you configure the instance to not use deeper C-states. For more
information, see High performance and low latency by limiting deeper C-states in the Amazon
Linux 2 User Guide. The latest AWS Deep Learning Base GPU AMI is preconfigured to not use deeper
C-states.

For networking and Elastic Fabric Adapter (EFA) configuration see Maximize network bandwidth on

accelerated computing instances with EFA.

Ubuntu 20.04 specific recommendations

The following recommendations for Ubuntu 20.04 help prevent unpredictable interface naming on
boot:

« Ensure you are running systemd 245.4-4ubuntu3.19 or later with the following command:

systemd --version

« Ensure you have configured GRUB:
» Openthe /etc/default/grub configuration file in a text editor.
» Edit the GRUB_CMDLINE_LINUX_DEFAULT entry to include net.naming-scheme=v247.

» Reboot your instance by running sudo update-grub.
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Amazon EC2 Mac instances

EC2 Mac instances are ideal for developing, building, testing, and signing applications for Apple
platforms, such as iPhone, iPad, Mac, Vision Pro, Apple Watch, Apple TV, and Safari. You can
connect to your Mac instance using SSH or Apple Remote Desktop (ARD).

® Note

The unit of billing is the dedicated host. The instances running on that host have no
additional charge.

Amazon EC2 Mac instances natively support the macOS operating system.

« EC2 x86 Mac instances (macl.metal) are built on 2018 Mac mini hardware powered by 3.2 GHz
Intel eighth-generation (Coffee Lake) Core i7 processors.

« EC2 M1 Mac instances (mac2.metal) are built on 2020 Mac mini hardware powered by Apple
silicon M1 processors.

e EC2 M1 Ultra Mac instances (mac2-mlultra.metal) are built on 2022 Mac Studio hardware
powered by Apple silicon M1 Ultra processors.

« EC2 M2 Mac instances (mac2-m2.metal) are built on 2023 Mac mini hardware powered by
Apple silicon M2 processors.

« EC2 M2 Pro Mac instances (mac2-m2pro.metal) are built on 2023 Mac mini hardware powered
by Apple silicon M2 Pro processors.

Contents

+ Considerations

e Instance readiness
e EC2 macOS AMIs
e EC2 macOS Init

« Amazon EC2 System Monitor for macOS

+ Related resources

e Launch a Mac instance using the AWS Management Console or the AWS CLI

» Connect to your Mac instance using SSH or a GUI

« Update the operating system and software on Mac instances
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Increase the size of an EBS volume on your Mac instance

Stop or terminate your Amazon EC2 Mac instance

Find supported macOS versions for your Amazon EC2 Mac Dedicated Host

Subscribe to macOS AMI notifications

Retrieve macOS AMI IDs using AWS Systems Manager Parameter Store API

Amazon EC2 macOS AMiIs release notes

Considerations

The following considerations apply to Mac instances:

Mac instances are available only as bare metal instances on Dedicated Hosts, with a minimum

allocation period of 24 hours before you can release the Dedicated Host. You can launch one
Mac instance per Dedicated Host. You can share the Dedicated Host with the AWS accounts or
organizational units within your AWS organization, or the entire AWS organization.

Mac instances are available in different AWS Regions. For a list of Mac instance availability in
each of the AWS Regions, see Amazon EC2 instance types by Region.

Mac instances are available only as On-Demand Instances. They are not available as Spot
Instances or Reserved Instances. You can save money on Mac instances by purchasing a Savings
Plan.

The compatibility of different Mac instance types with specific macOS Amazon Machine Images
(AMiIs) varies. For more information, see Amazon EC2 macOS AMIs release notes.

EBS hotplug is supported.

AWS does not manage or support the internal SSD on the Apple hardware. We strongly
recommend that you use Amazon EBS volumes instead. EBS volumes provide the same elasticity,
availability, and durability benefits on Mac instances as they do on any other EC2 instance.

We recommend using General Purpose SSD (gp2 and gp3) and Provisioned IOPS SSD (iol and
io2) with Mac instances for optimal EBS performance.

Mac instances support Amazon EC2 Auto Scaling.

On x86 Mac instances, automatic software updates are disabled. We recommend that you apply
updates and test them on your instance before you put the instance into production. For more
information, see Update the operating system and software on Mac instances.

When you stop or terminate a Mac instance, a scrubbing workflow is performed on the Dedicated
Host. For more information, see Stop or terminate your Amazon EC2 Mac instance.

Mac instances 336


https://docs.aws.amazon.com/ec2/latest/instancetypes/ec2-instance-regions.html
https://docs.aws.amazon.com/savingsplans/latest/userguide/
https://docs.aws.amazon.com/savingsplans/latest/userguide/
https://aws.amazon.com/blogs/compute/implementing-autoscaling-for-ec2-mac-instances/

Amazon Elastic Compute Cloud User Guide

/A Warning

Do not use FileVault. Enabling FileVault will result in the host failing to boot due to the
partitions being locked. If data encryption is required, use Amazon EBS encryption to avoid
boot issues and performance impact. With Amazon EBS encryption, encryption operations
occur on the servers that host instances, ensuring the security of both data-at-rest and
data-in-transit between an instance and its attached EBS storage. For more information,
see Amazon EBS encryption in the Amazon EBS User Guide

Instance readiness

After you launch a Mac instance, you'll need to wait until the instance is ready before you can
connect to it. For an AWS vended AMI with a x86 Mac instance or a Apple silicon Mac instance, the
launch time can range from approximately 6 minutes to 20 minutes. Depending on the chosen
Amazon EBS volume sizes, the inclusion of additional scripts to user data, or additional loaded
software on a custom macOS AMI, the launch time might increase.

You can use a small shell script, like the one below, to poll the describe-instance-status API to know
when the instance is ready to be connected to. In the following command, replace the example
instance ID with your own.

for i in $(seq 1 200); do aws ec2 describe-instance-status --instance-
ids=i-0123456789example \
--query='InstanceStatuses[0].InstanceStatus.Status'; sleep 5; done;

EC2 macOS AMIs

Amazon EC2 macOS is designed to provide a stable, secure, and high-performance environment for
developer workloads running on Amazon EC2 Mac instances. EC2 macOS AMiIs includes packages
that enable easy integration with AWS, such as launch configuration tools and popular AWS
libraries and tools.

For more information about EC2 macOS AMIs, see Amazon EC2 macOS AMIs release notes.

AWS provides updated EC2 macOS AMIs on a regular basis that include updates to packages owned
by AWS and the latest fully-tested macOS version. Additionally, AWS provides updated AMIs with
the latest minor version updates or major version updates as soon as they can be fully tested and
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vetted. If you do not need to preserve data or customizations to your Mac instances, you can get
the latest updates by launching a new instance using the current AMI and then terminating the
previous instance. Otherwise, you can choose which updates to apply to your Mac instances.

For information about how to subscribe to macOS AMI notifications, see Subscribe to macOS AMI

notifications.
EC2 macOS Init

EC2 macOS Init is used to initialize EC2 Mac instances at launch. It uses priority groups to run
logical groups of tasks at the same time.

The launchd plist fileis /Library/LaunchDaemons/com.amazon.ec2.macos-init.plist.
The files for EC2 macOS Init are located in /usr/local/aws/ec2-macos-init.

For more information, see https://github.com/aws/ec2-macos-init.

Amazon EC2 System Monitor for macOS

Amazon EC2 System Monitor for macOS provides CPU utilization metrics to Amazon CloudWatch. It
sends these metrics to CloudWatch over a custom serial device in 1-minute periods. You can enable
or disable this agent as follows. It is enabled by default.

sudo setup-ec2monitoring [enable | disable]

(® Note

Amazon EC2 System Monitor for macOS is not currently supported on Apple silicon Mac
instances.

Related resources
For information about pricing, see Pricing.

For more information about Mac instances, see Amazon EC2 Mac Instances.

For more information about hardware specifications and network performance of Mac instances,
see General purpose instances.
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Launch a Mac instance using the AWS Management Console or the AWS CLI

EC2 Mac instances require a Dedicated Host. You first need to allocate a host to your account, and

then launch the instance onto the host.

You can launch a Mac instance using the AWS Management Console or the AWS CLI.

Launch a Mac instance using the console

To launch a Mac instance onto a Dedicated Host

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Allocate the Dedicated Host, as follows:

a. Inthe navigation pane, choose Dedicated Hosts.

b. Choose Allocate Dedicated Host and then do the following:

For Instance family, choose mac1, mac2, mac2-m2, mac2-m2pro, or mac2-m1ultra.
If the instance family doesn't appear in the list, it's not supported in the currently
selected Region.

For Instance type, choose mac1.metal, mac2.metal, mac2-m2.metal, mac2-
m2pro.metal, or mac2-m1ultra.metal based on the instance family chosen.

For Availability Zone, choose the Availability Zone for the Dedicated Host.
For Quantity, keep 1.

Choose Allocate.

3. Launch the instance on the host, as follows:

a. Select the Dedicated Host that you created and then do the following:

Choose Actions, Launch instance(s) onto host.
Under Application and OS Images (Amazon Machine Image), select a macOS AMI.

Under Instance type, select the appropriate instance type (mac1.metal, mac2.metal,
mac2-m2.metal, mac2-m2pro.metal, or mac2-m1ultra.metal).

Under Advanced details, verify that Tenancy, Tenancy host by, and Tenancy host ID
are preconfigured based on the Dedicated Host you created. Update Tenancy affinity
as needed.

Complete the wizard, specifying EBS volumes, security groups, and key pairs as
needed.

Mac instances

339


https://console.aws.amazon.com/ec2/

Amazon Elastic Compute Cloud User Guide

vi. In the Summary panel, choose Launch instance.

b. A confirmation page lets you know that your instance is launching. Choose View all
instances to close the confirmation page and return to the console. The initial state of
an instance is pending. The instance is ready when its state changes to running and it
passes status checks.

Launch a Mac instance using the AWS CLI

Allocate the Dedicated Host

Use the following allocate-hosts command to allocate a Dedicated Host for your Mac instance,

replacing the instance-type with eithermacl.metal, mac2.metal, mac2-m2.metal, mac2-
m2pro.metal, ormac2-mlultra.metal, and the region and availability-zone with the
appropriate ones for your environment.

aws ec2 allocate-hosts --region us-east-1 --instance-type macl.metal --availability-
zone us-east-1b --auto-placement "on" --quantity 1

Launch the instance on the host

Use the following run-instances command to launch a Mac instance, again replacing the

instance-type with either macl.metal, mac2.metal, mac2-m2.metal, mac2-m2pro.metal,
ormac2-mlultra.metal, and the region and availability-zone with the ones used
previously.

aws ec2 run-instances --region us-east-1 --instance-type macl.metal --placement
Tenancy=host --image-id ami_id --key-name my-key-pair

The initial state of an instance is pending. The instance is ready when its state changes to
running and it passes status checks. Use the following describe-instance-status command to

display status information for your instance.

aws ec?2 describe-instance-status --instance-ids i-017f8354e2dc69c4f

The following is example output for an instance that is running and has passed status checks.
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"InstanceStatuses": [

{
"AvailabilityZone": "us-east-1b",
"InstanceId": "i-017f8354e2dc69c4f",
"InstanceState": {
"Code": 16,
"Name": "running"
.
"InstanceStatus": {
"Details": [
{
"Name": "reachability",
"Status": "passed"
}
1,
"Status": "ok"
},
"SystemStatus": {
"Details": [
{
"Name": "reachability",
"Status": "passed"
}
1,
"Status": "ok"
}
}

Connect to your Mac instance using SSH or a GUI
You can connect to your Mac instance using SSH or a graphical user interface (GUI).

Connect to your instance using SSH

/A Important

Multiple users can access the OS simultaneously. Typically there is a 1:1 user:GUI session
due to the built-in Screen Sharing service on port 5900. Using SSH within macOS supports
multiple sessions up until the "Max Sessions" limit in the sshd_config file.
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Amazon EC2 Mac instances do not allow remote root SSH by default. Password authentication
is disabled to prevent brute-force password attacks. The ec2-user account is configured to log
in remotely using SSH. The ec2-user account also has sudo privileges. After you connect to your
instance, you can add other users.

To support connecting to your instance using SSH, launch the instance using a key pair and a
security group that allows SSH access, and ensure that the instance has internet connectivity. You
provide the . pem file for the key pair when you connect to the instance.

Use the following procedure to connect to your Mac instance using an SSH client. If you receive
an error while attempting to connect to your instance, see Troubleshoot issues connecting to your
Amazon EC2 Linux instance.

To connect to your instance using SSH

1. Verify that your local computer has an SSH client installed by entering ssh at the command
line. If your computer doesn't recognize the command, search for an SSH client for your
operating system and install it.

2. Get the public DNS name of your instance. Using the Amazon EC2 console, you can find the
public DNS name on both the Details and the Networking tabs. Using the AWS CLI, you can
find the public DNS name using the describe-instances command.

3. Locate the . pem file for the key pair that you specified when you launched the instance.

4. Connect to your instance using the following ssh command, specifying the public DNS name of
the instance and the . pem file.

ssh -i /path/key-pair-name.pem ec2-user@instance-public-dns-name

Connect to your instance's graphical user interface (GUI)

Use the following procedure to connect to your instance's GUI using VNC, Apple Remote Desktop
(ARD), or the Apple Screen Sharing application (included with macOS).

(@ Note

macOS 10.14 and later only allows control if Screen Sharing is enabled through System
Preferences.
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To connect to your instance using ARD client or VNC client

1.

Verify that your local computer has an ARD client or a VNC client that supports ARD installed.
On macQS, you can leverage the built-in Screen Sharing application. Otherwise, search for
ARD for your operating system and install it.

From your local computer, connect to your instance using SSH.

Set up a password for the ec2-user account using the passwd command as follows.

[ec2-user ~]$ sudo passwd ec2-user

Install and start macOS Screen Sharing using the following command.

[ec2-user ~]$ sudo launchctl enable system/com.apple.screensharing
sudo launchctl load -w /System/Library/LaunchDaemons/com.apple.screensharing.plist

Disconnect from your instance by typing exit and pressing Enter.

From your computer, connect to your instance using the following ssh command. In addition
to the options shown in the previous section, use the -L option to enable port forwarding and
forward all traffic on local port 5900 to the ARD server on the instance.

ssh -L 5900:1ocalhost:5900 -i /path/key-pair-name.pem ec2-user@instance-public-dns-
name

From your local computer, use the ARD client or VNC client that supports ARD to connect to
localhost :5900. For example, use the Screen Sharing application on macOS as follows:
a. Open Finder and select Go.

b. Select Connect to Server.

c. Inthe Server Address field, enter vnc://localhost:5900.

d. Login as prompted, using ec2-user as the username and the password that you created
for the ec2-user account.

Modify macOS screen resolution on Mac instances

After you connect to your EC2 Mac instance using ARD or a VNC client that supports ARD, you

can modify the screen resolution of your macOS environment using any of the publicly available
macOS tools or utilities, such as displayplacer.
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To modify the screen resolution using displayplacer

1.

Install displayplacer.

[ec2-user ~]$ brew tap jakehilborn/jakehilborn && brew install displayplacer

Show the current screen information and possible screen resolutions.

[ec2-user ~]$ displayplacer list

Apply the desired screen resolution.

[ec2-user ~]$ displayplacer "id:<screenID> res:<width>x<height> origin:(@,0)
degree:0Q"

For example:

RES="2560x1600"
displayplacer "id:69784AF1-CD7D-B79B-E5D4-60D937407F68 res:${RES} scaling:off

origin:(@,0) degree:0"

Update the operating system and software on Mac instances

/A Warning

Installation of beta or preview macOS versions is only available on Apple silicon Mac
instances. Amazon EC2 doesn't qualify beta or preview macOS versions and doesn't ensure
instances will remain functional after an update to a pre-production macOS version.
Attempting to install beta or preview macOS versions on Amazon EC2 x86 Mac instances
will lead to degradation of your Amazon EC2 Mac Dedicated Host when you stop or
terminate your instances, and will prevent you from starting or launching a new instance
on that host.

Steps to update software on x86 Mac instances and Apple silicon Mac instances.

» Update software on x86 Mac instances

» Update software on Apple silicon Mac instances
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Update software on x86 Mac instances

On x86 Mac instances, you can install operating system updates from Apple using the
softwareupdate command.

To install operating system updates from Apple on x86 Mac instances

1. List the packages with available updates using the following command.

[ec2-user ~]$ softwareupdate --list

2. Install all updates or only specific updates. To install specific updates, use the following
command.

[ec2-user ~]$ sudo softwareupdate --install label
To install all updates instead, use the following command.

[ec2-user ~]$ sudo softwareupdate --install --all --restart

System administrators can use AWS Systems Manager to roll out pre-approved operating system
updates on x86 Mac instances. For more information, see the AWS Systems Manager User Guide.

You can use Homebrew to install updates to packages in the EC2 macOS AMIs, so that you have the
latest version of these packages on your instances. You can also use Homebrew to install and run
common macOS applications on Amazon EC2 macOS. For more information, see the Homebrew
Documentation.

To install updates using Homebrew
1. Update Homebrew using the following command.
[ec2-user ~]$ brew update
2. List the packages with available updates using the following command.

[ec2-user ~]$ brew outdated

3. Install all updates or only specific updates. To install specific updates, use the following
command.
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[ec2-user ~]$ brew upgrade package name

To install all updates instead, use the following command.

[ec2-user ~]$ brew upgrade

Update software on Apple silicon Mac instances
Considerations
Elastic Network Adapter (ENA) driver

Due to an update in the network driver configuration, ENA driver version 1.0.2 isn't compatible
with macOS 13.3 or greater. If you want to install any beta, preview, or production macOS version
13.3 or later and have not installed the latest ENA driver, use the following procedure to install a
new version of the driver.

To install a new version of the ENA driver
1. Ina Terminal window, connect to your Apple silicon Mac instance using SSH.

2. Download the ENA application into the Applications file using the following command.

[ec2-user ~]$ brew install amazon-ena-ethernet-dext

(@ Troubleshooting tip

If you receive the warning No available formula with the name amazon-
ena-ethernet-dext, run the following command.

[ec2-user ~]$ brew update

3. Disconnect from your instance by typing exit and pressing return.

4. Use the VNC client to activate the ENA application.

a. Setup the VNC client using Connect to your instance's graphical user interface (GUI).
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b. Once you have connected to your instance using the Screen Sharing application, go to the
Applications folder and open the ENA application.

c. Choose Activate

d. To confirm the driver was activated correctly, run the following command in the Terminal
window. The output of the command shows that the old driver is in the terminating state
and the new driver is in the activated state.

systemextensionsctl list;

e. After you restart the instance, only the new driver will be present.

Software update on Apple silicon Mac instances

On Apple silicon Mac instances, you must complete several steps to perform an in-place operating
system update. First, access the internal disk of the instance using the GUI with a VNC (Virtual
Network Computing) client. This procedure uses macOS Screen Sharing, the built in VNC client.
Then, delegate ownership to the administrative user (ec2-user) by signing in as aws-managed-
user on the Amazon EBS volume.

As you work through this procedure, you create two passwords. One password is for the
administrative user (ec2-user) and the other password is for a special administrative user (aws-
managed-user). Remember these passwords since you will use them as you work through the
procedure.

(@ Note

With this procedure on macQOS Big Sur, you can only perform minor updates such as
updating from macOS Big Sur 11.7.3 to macOS Big Sur 11.7.4. For macOS Monterey or
above, you can perform major software updates.

To access the internal disk

1.  From your local computer, in the Terminal, connect to your Apple silicon Mac instance using
SSH with the following command. For more information, see Connect to your instance using
SSH.
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ssh -i /path/key-pair-name.pem ec2-user@instance-public-dns-name

2. Install and start macOS Screen Sharing using the following command.

[ec2-user ~]$ sudo launchctl enable system/com.apple.screensharing
sudo launchctl load -w /System/Library/LaunchDaemons/com.apple.screensharing.plist

3. Set a password for ec2-user with the following command. Remember the password as you
will use it later.

[ec2-user ~]$ sudo /usr/bin/dscl . -passwd /Users/ec2-user

4. Disconnect from the instance by typing exit and pressing return.

5. From your local computer, in the Terminal, reconnect to your instance with an SSH tunnel to
the VNC port using the following command.

ssh -i /path/key-pair-name.pem -L 5900:1localhost:5900 ec2-user@instance-public-dns-
name

(® Note

Do not exit this SSH session until the following VNC connection and GUI steps are
completed. When the instance is restarted, the connection will close automatically.

6. From your local computer, connect to localhost:5900 using the following steps:

a. Open Finder and select Go.
b. Select Connect to Server.
c. Inthe Server Address field, enter vnc://localhost :5900.

7. In the macOS window, connect to the remote session of the Apple silicon Mac instance as ec2-
user with the password you created in Step 3.

8. Access the internal disk, named InternalDisk, using one of the following options.

a. For macOS Ventura or above: Open System Settings, select General in the left pane, then
Startup Disk at the lower right of the pane.

b. For macOS Monterey or below: Open System Preferences, select Startup Disk, then
unlock the pane by choosing the lock icon in the lower left of the window.
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@ Troubleshooting tip

If you need to mount the internal disk, run the following command in the Terminal.

APFSVolumeName="InternalDisk" ; SSDContainer=$(diskutil list | grep
"Physical Store disk@" -B 3 | grep "/dev/disk" | awk {'print $1'} ) ;
diskutil apfs addVolume $SSDContainer APFS $APFSVolumeName

Choose the internal disk, named InternalDisk, and select Restart. Select Restart again when
prompted.

/A Important

If the internal disk is named Macintosh HD instead of InternalDisk, your instance
needs to be stopped and restarted so the dedicated host can be updated. For more
information, see Stop or terminate your Amazon EC2 Mac instance.

Use the following procedure to delegate ownership to the administrative user. When you reconnect
to your instance with SSH, you boot from the internal disk using the special administrative user
(aws-managed-user). The initial password for aws-managed-user is blank, so you need to
overwrite it on your first connection. Then, you need to repeat the steps to install and start macOS
Screen Sharing since the boot volume has changed.

To delegate ownership to the administrator on an Amazon EBS volume

1.

From your local computer, in the Terminal, connect to your Apple silicon Mac instance using
the following command.

ssh -i /path/key-pair-name.pem aws-managed-user@instance-public-dns-name

When you receive the warning WARNING: REMOTE HOST IDENTIFICATION HAS CHANGED!,
use one of the following commands to resolve this issue.

a. Clear out the known hosts using the following command. Then, repeat the previous step.
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rm ~/.ssh/known_hosts

b. Add the following to the SSH command in the previous step.

-0 UserKnownHostsFile=/dev/null -o StrictHostKeyChecking=no

3. Set the password for aws-managed-user with the following command. The aws-managed-
user initial password is blank, so you need to overwrite it on your first connection.

[aws-managed-user ~]$ sudo /usr/bin/dscl . -passwd /Users/aws-managed-
user password

b. When you receive the prompt, Permission denied. Please enter user's old
password:, press enter.

(@ Troubleshooting tip

If you get the error passwd: DS error: eDSAuthFailed, use the following
command.

[aws-managed-user ~]$ sudo passwd aws-managed-user

4. Install and start macOS Screen Sharing using the following command.

[aws-managed-user ~]$ sudo launchctl enable system/com.apple.screensharing
sudo launchctl load -w /System/Library/LaunchDaemons/com.apple.screensharing.plist

5. Disconnect from the instance by typing exit and pressing return.

6. From your local computer, in the Terminal, reconnect to your instance with an SSH tunnel to
the VNC port using the following command.

ssh -i /path/key-pair-name.pem -L 5900:1localhost:5900 aws-managed-user@instance-
public-dns-name

7. From your local computer, connect to localhost : 5900 using the following steps:

a. Open Finder and select Go.

b. Select Connect to Server.
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10.

11.
12.

13.

c. Inthe Server Address field, enter vnc://localhost :5900.

In the macOS window, connect to the remote session of the Apple silicon Mac instance as aws -
managed-user with the password you created in Step 3.

(® Note
When prompted to sign in with your Apple ID, select Set Up Later.

Access the Amazon EBS volume using one of the following options.

a. For macOS Ventura or later: Open System Settings, select General in the left pane, then
Startup Disk at the lower right of the pane.

b. For macOS Monterey or earlier: Open System Preferences, select Startup Disk, then
unlock the pane using the lock icon in the lower left of the window.

(® Note

Until the reboot takes place, when prompted for an administrator password, use the
password you set above for aws-managed-user. This password might be different
from the one you set for ec2-user or the default administrator account on your
instance. The following instructions specify when to use your instance's administrator
password.

Select the Amazon EBS volume (the volume not named InternalDisk in the Startup Disk
window) and choose Restart.

(® Note

If you have multiple bootable Amazon EBS volumes attached to your Apple silicon Mac
instance, be sure to use a unique name for each volume.

Confirm the restart, then choose Authorize Users when prompted.

On the Authorize user on this volume pane, verify that the administrative user (ec2-user by
default) is selected, then select Authorize.

Enter the ec2-user password you created in Step 3 of the previous procedure, then select
Continue.
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14. Enter the password for the special administrative user (aws-managed-user) when prompted.

15. From your local computer, in the Terminal, reconnect to your instance using SSH with
username ec2-user.

(@ Troubleshooting tip

If you get the warning WARNING: REMOTE HOST IDENTIFICATION HAS CHANGED!,
run the following command and reconnect to your instance using SSH.

rm ~/.ssh/known_hosts

16. To perform the software update, use the commands under Update software on x86 Mac

instances.

Increase the size of an EBS volume on your Mac instance

You can increase the size of your Amazon EBS volumes on your Mac instance. For more
information, see Amazon EBS Elastic Volumes in the Amazon EBS User Guide.

After you increase the size of the volume, you must increase the size of your APFS container as
follows.

Make increased disk space available for use

1. Determine if a restart is required. If you resized an existing EBS volume on a running
Mac instance, you must reboot the instance to make the new size available. If disk space
modification was done during launch time, a reboot will not be required.

View current status of disk sizes:

[ec2-user ~]$ diskutil list external physical
/dev/disk® (external, physical):

#: TYPE NAME SIZE IDENTIFIER
0: GUID_partition_scheme *322.1 GB disko

1: EFI EFI 209.7 MB disk@sl

2 Apple_APFS Container disk2 321.9 GB disk@s2

2. Copy and paste the following command.
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[ec2-user ~]$ PDISK=$(diskutil list physical external | head -nl | cut -d" " -f1)
APFSCONT=$(diskutil list physical external | grep "Apple_APFS" | tr -s " " | cut -
dll 11} _.F8)

yes | sudo diskutil repairDisk $PDISK

3. Copy and paste the following command.

[ec2-user ~]$ sudo diskutil apfs resizeContainer $APFSCONT 0

Stop or terminate your Amazon EC2 Mac instance

When you stop a Mac instance, the instance remains in the stopping state for about 15 minutes
before it enters the stopped state.

When you stop or terminate a Mac instance, Amazon EC2 performs a scrubbing workflow on the
underlying Dedicated Host to erase the internal SSD, to clear the persistent NVRAM variables, and
to update to the latest device firmware. This ensures that Mac instances provide the same security
and data privacy as other EC2 Nitro instances. It also allows you to run the latest macOS AMls.
During the scrubbing workflow, the Dedicated Host temporarily enters the pending state. On x86
Mac instances, the scrubbing workflow might take up to 50 minutes to complete. On Apple silicon
Mac instances, the scrubbing workflow might take up to 110 minutes to complete. Additionally, on
x86 Mac instances, if the device firmware needs to be updated, the scrubbing workflow might take
up to 3 hours to complete.

You can't start the stopped Mac instance or launch a new Mac instance until after the scrubbing
workflow completes, at which point the Dedicated Host enters the available state.

Metering and billing is paused when the Dedicated Host enters the pending state. You are not
charged for the duration of the scrubbing workflow.

Release the Dedicated Host for your Mac instance

When you are finished with your Mac instance, you can release the Dedicated Host. Before you can
release the Dedicated Host, you must stop or terminate the Mac instance. You cannot release the
host until the allocation period exceeds the 24-hour minimum.

To release the Dedicated Host

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
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2. In the navigation pane, choose Instances.

3. Select the instance and choose Instance state, then choose either Stop instance or Terminate
instance.

4. In the navigation pane, choose Dedicated Hosts.
Select the Dedicated Host and choose Actions, Release host.

6. When prompted for confirmation, choose Release.

Find supported macOS versions for your Amazon EC2 Mac Dedicated Host

You can view the latest macOS versions supported by your Amazon EC2 Mac Dedicated Host. With
this functionality, you can validate whether your Dedicated Host can support instance launches
with your preferred macOS versions.

Each macOS version requires a minimum firmware version on the underlying Apple Mac to
successfully boot. The Apple Mac firmware version can become outdated if an allocated Mac
Dedicated Host has remained idle for an extended period of time or if it has a long running
instance on it.

To ensure supportability for the latest macOS versions, you can stop or terminate instances on your
allocated Mac Dedicated Host. This triggers the host scrubbing workflow and updates the firmware
on the underlying Apple Mac to support the latest macOS versions. A Dedicated Host with a long
running instance will automatically be updated when you stop or terminate a running instance.

For more information about the scrubbing workflow, see Stop or terminate your Amazon EC2 Mac

instance.

For more information about launching Mac instances, see Launch a Mac instance using the AWS

Management Console or the AWS CLI.

You can view information about the latest macOS versions supported on your allocated Dedicated
Host using the Amazon EC2 console or the AWS CLI.

Console
To view Dedicated Host firmware information using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Dedicated Hosts.
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3. On the Dedicated Hosts details page, under Latest supported macOS versions, you can
see the latest macOS versions that the host can support.

AWS CLI
To view Dedicated Host firmware information using the AWS CLI

Use the describe-mac-hosts command, replacing region with the appropriate AWS Region.

$ aws ec2 describe-mac-hosts --region us-east-1

{
"MacHosts": [
{
"HostId": "h-07879acf49EXAMPLE",
"MacOSLatestSupportedVersions": [
"14.3",
"13.6.4",
"12.7.3"
]
}
]
}

Subscribe to macOS AMI notifications

To be notified when new AMIs are released or when bridgeOS has been updated, subscribe for
notifications using Amazon SNS.

For more information about EC2 macOS AMIs, see Amazon EC2 macOS AMIs release notes.

To subscribe to macOS AMI notifications

1. Open the Amazon SNS console at https://console.aws.amazon.com/sns/v3/home.

2. Inthe navigation bar, change the Region to US East (N. Virginia), if necessary. You must use
this Region because the SNS notifications that you are subscribing to were created in this
Region.

In the navigation pane, choose Subscriptions.

4. Choose Create subscription.

For the Create subscription dialog box, do the following:
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a. For Topic ARN, copy and paste one of the following Amazon Resource Names (ARNSs):

e arn:aws:sns:us-east-1:898855652048:amazon-ec2-macos-ami-updates
e arn:aws:sns:us-east-1:898855652048:amazon-ec2-bridgeos-updates

b. For Protocol, choose one of the following:

« Email:

For Endpoint, type an email address that you can use to receive the notifications. After
you create your subscription you'll receive a confirmation message with the subject line
AWS Notification - Subscription Confirmation. Open the email and choose
Confirm subscription to complete your subscription

« SMS:

For Endpoint, type a phone number that you can use to receive the notifications.

« AWS Lambda, Amazon SQS, Amazon Data Firehose (Notifications come in JSON
format):

For Endpoint, enter the ARN for the Lambda function, SQS queue, or Firehose stream
you can use to receive the notifications.

c. Choose Create subscription.

Whenever macOS AMIs are released, we send notifications to the subscribers of the amazon-
ec2-macos-ami-updates topic. Whenever bridgeOS is updated, we send notifications to the
subscribers of the amazon-ec2-bridgeos-updates topic. If you no longer want to receive these
notifications, use the following procedure to unsubscribe.

To unsubscribe from macOS AMI notifications

1. Open the Amazon SNS console at https://console.aws.amazon.com/sns/v3/home.

2. Inthe navigation bar, change the Region to US East (N. Virginia), if necessary. You must use
this Region because the SNS notifications were created in this Region.

3. In the navigation pane, choose Subscriptions.

4. Select the subscriptions and then choose Actions, Delete subscriptions When prompted for
confirmation, choose Delete.
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Retrieve macOS AMI IDs using AWS Systems Manager Parameter Store API

You must specify an AMI when you launch an instance. An AMl is specific to an AWS Region,
operating system, and processor architecture. You can view all of the macOS AMls in an AWS
Region and retrieve the latest macOS AMI by querying the AWS Systems Manager Parameter Store
API. Using these public parameters, you don't need to manually look up macOS AMI IDs. Public
parameters are available for both x86 and ARM64 macOS AMIls, and can be integrated with your
existing AWS CloudFormation templates.

Required permissions

To perform this action, the IAM principal must have permissions to call the ssm: GetParameter
API action.

To view a list of all macOS AMis in the current AWS Region using the AWS CLI

Use the following get-parameters-by-path command to view a list of all macOS AMIs in the current
Region.

aws ssm get-parameters-by-path --path /aws/service/ec2-macos --recursive --query
"Parameters[].Name"

To retrieve the AMI ID of the latest major macOS AMI using the AWS CLI

Use the following get-parameter command with the sub-parameter image_id. In the following

example, replace sonoma with a macOS supported major version, x86_64_mac with the processor,
and region-code with a supported AWS Region for which you want the latest macOS AMI ID.

aws ssm get-parameter --name /aws/service/ec2-macos/sonoma/x86_64_mac/latest/image_id
--region region-code

For more information, see Calling AMI public parameters for macOS in the AWS Systems Manager
User Guide.

Amazon EC2 macOS AMis release notes

The following information provides details about the packages included by default in the EC2
macOS AMIs and summarizes the changes for each EC2 macOS AMI release.

For information about how to subscribe to macOS AMI notifications, see Subscribe to macOS AMI
notifications.
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Mac instances can run one of the following operating systems:

« macOS Mojave (version 10.14) (x86 Mac instances only)

macOS Catalina (version 10.15) (x86 Mac instances only)

macOS Big Sur (version 11) (x86 and M1 Mac instances)

macOS Monterey (version 12) (x86 and M1 Mac instances)

macOS Ventura (version 13) (all Mac instances, M2 and M2 Pro Mac instances support macOS

Ventura version 13.2 or later)

macOS Sonoma (version 14) (all Mac instances)

Default packages included in Amazon EC2 macOS AMIs

The following table describes packages that are included by default in the EC2 macOS AMils.

Packages
EC2 macOS Init
EC2 macOS Utils

Amazon SSM Agent
AWS Command Line Interface (AWS CLI)
version 2

Command Line Tools for Xcode

Homebrew

EC2 Instance Connect

Safari

Release notes

https://github.com/aws/ec2-macos-init/tags

https://github.com/aws/ec2-macos-utils/tags

https://github.com/aws/amazon-ssm-agent/r

eleases

https://raw.githubusercontent.com/aws/aws-
cli/v2/CHANGELOG.rst

https://developer.apple.com/documentation/

xcode-release-notes

https://github.com/Homebrew/brew/releases

https://github.com/aws/aws-ec2-instance-co

nnect-config/releases

https://developer.apple.com/documentation/
safari-release-notes
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Amazon EC2 macOS

AMI updates

The following table describes changes included in the EC2 macOS AMI releases. Note that some

changes apply to all EC2 macOS AMIs, whereas others apply to only a subset of these AMils.

EC2 macOS AMI updates

Release

2024.08.20

2024.06.07

Changes
All AMIs

» Updated Homebrew to 4.3.14
» Updated aws-cli to 2.17.29

Release of macOS Sonoma 14.6.1

« No published CVE entries.

Release of macOS Ventura 13.6.9

« No published CVE entries.
« Updated Safari to 17.6
« Security content of Safari 17.6

Release of macOS Monterey 12.7.6

« Security content of macOS Monterey 12.7.6

« Updated Safari to 17.6
« Security content of Safari 17.6

All AMIs

» Updated Homebrew to 4.3.1-1
o Updated aws-cli to 2.15.56

o Updated amazon-ssm-agent to 3.3.380.0-1
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Release

Changes

Release of macOS Sonoma 14.5

« Security content of macOS Sonoma 14.5

Release of macOS Ventura 13.6.7

« Security content of macOS Ventura 13.6.7
» Updated Safari to 17.5

« Security content of Safari 17.5

Release of macOS Monterey 12.7.5

« Security content of macOS Monterey 12.7.5

» Updated Safari to 17.5
« Security content of Safari 17.5
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Release Changes
2024.04.12 All AMIs

» Updated Homebrew to 4.2.16-1
» Updated aws-cli to 2.15.36

Release of macOS Sonoma 14.4.1

« Security content of macOS Sonoma 14.4.1

Release of macOS Ventura 13.6.6

« Security content of macOS Ventura 13.6.6
» Updated Safari to 17.4.1

« Security content of Safari 17.4.1

For macOS Monterey

» Updated Safari to 17.4.1
« Security content of Safari 17.4.1

Amazon EBS-optimized instance types

Amazon EBS-optimized instances use an optimized configuration stack and provide additional,
dedicated bandwidth for Amazon EBS 1/0. This optimization provides the best performance for
your EBS volumes by minimizing contention between Amazon EBS 1/0 and other traffic from your
instance.

When attached to an EBS-optimized instance, General Purpose SSD (gp2 and gp3) volumes are
designed to deliver at least 90 percent of their provisioned IOPS performance 99 percent of the
time in a given year, and Provisioned IOPS SSD (iol and i02) volumes are designed to deliver

at least 90 percent of their provisioned IOPS performance 99.9 percent of the time in a given
year. Throughput Optimized HDD (st1) and Cold HDD (sc1l) deliver at least 90 percent of their
expected throughput performance 99 percent of the time in a given year. Non-compliant periods
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are approximately uniformly distributed, targeting 99 percent of expected total throughput each
hour. For more information, see Amazon EBS volume types in the Amazon EBS User Guide.

Some instance types are EBS-optimized by default, and there is no need to enable it and no effect
if you attempt to disable it. Other instance types optionally support EBS optimization and you can
enable it during or after launch for an additional hourly fee. Some instance types do not support
EBS optimization.

For detailed instance type specifications and features, see the Amazon EC2 Instance Types Guide.

Topics

» EBS-optimized by default

» EBS optimization supported

» Get the maximum Amazon EBS optimized performance

« Find Amazon EBS-optimized Amazon EC2 instance types

» Enable Amazon EBS optimization for an Amazon EC2 instance

EBS-optimized by default

The following instance types are EBS-optimized by default. There is no need to enable EBS
optimization and no effect if you disable EBS optimization.

/A Important

An instance's EBS performance is bounded by the instance type's performance limits, or
the aggregated performance of its attached volumes, whichever is smaller. To achieve
maximum EBS performance, an instance must have attached volumes that provide a
combined performance equal to or greater than the maximum instance performance. For
example, to achieve 80, 000 IOPS for r6i.16x1large, the instance must have at least 5
gp3 volumes provisioned with 16, @00 IOPS each (5 volumes x 16, 200 IOPS = 80, 000
IOPS). We recommend that you choose an instance type that provides more dedicated
Amazon EBS throughput than your application needs; otherwise, the connection between
Amazon EBS and Amazon EC2 can become a performance bottleneck.
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® Note

! These instances can sustain the maximum performance for 30 minutes at least once every
24 hours, after which they revert to their baseline performance.

2 These instances can sustain their stated performance indefinitely. If your workload
requires sustained maximum performance for longer than 30 minutes, use one of these
instances.

General purpose instances

Instance Baseline Maximum  Baseline Maximum  Baseline Maximum
size bandwidth bandwidth throughpu throughpu IOPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
al.medium 300 3500 37.50 437.50 2500 20000
;
al.large ! 525 3500 65.62 437.50 4000 20000
al.xlarge ' 800 3500 100.00 437.50 6000 20000
al.2xlarge 1750 3500 218.75 437.50 10000 20000
1
al.4xlarge 3500 437.5 20000
2
al.metal ® 3500 437.5 20000
m4.large 450 56.25 3600
m4.xlarge 750 93.75 6000
2
m4.2xlarg 1000 125.0 8000
2
e
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)

m4.4xlarg 2000 250.0 16000
:
m4.10xlar 4000 500.0 32000
ge >
m4.16xlar 10000 1250.0 65000
ge
mb5.large ! 650 4750 81.25 593.75 3600 18750
mb5.xlarge 1150 4750 143.75 593.75 6000 18750
.
m5.2xlarg 2300 4750 287.50 593.75 12000 18750
ol
m5.4xlarg 4750 593.75 18750

2
e
m5.8xlarg 6800 850.0 30000

2
e
m5.12xlar 9500 1187.5 40000
ge’
mb5.16xlar 13600 1700.0 60000
ge’
mb5.24xlar 19000 2375.0 80000
ge”’
m5.metal 2 19000 2375.0 80000
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Instance
size

mb5a.large
1

mb5a.xlarg

1
e

mb5a.2xlar

ge

mb5a.4xlar

ge

mb5a.8xlar

ge’

mb5a.12xla

rge 2

mb5a.16xla

rge 2

mb5a.24xla

rge 2

mb5ad.larg

1
e

m5ad.xlar

ge '

m5ad.2xla

rge !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
650 2880
1085 2880
1580 2880

2880

4750

6780

9500

13750
650 2880
1085 2880
1580 2880

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
81.25 360.00
135.62 360.00
197.50 360.00
360.0
593.75
847.5
1187.5
1718.75
81.25 360.00
135.62 360.00
197.50 360.00

Baseline
IOPS (16
KiB 1/0)

3600

6000

8333

3600

6000

8333

Maximum
IOPS (16
KiB 1/0)

16000

16000

16000

16000

20000

30000

40000

60000

16000

16000

16000
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Instance
size

mb5ad.4xla

2
rge

mb5ad.8xla

2
rge

mb5ad.12xl

arge °

mb5ad.16xl
arge 2

mb5ad.24xl
arge 2

mb5d.large
.

m5d.xlarg

1
e

m5d.2xlar

ge

m5d.4xlar

ge

m5d.8xlar

ge

m5d.12xla

rge 2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)

2880

4750

6780

9500

13750

650

4750

1150

4750

2300

4750

4750

6800

9500

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
360.0
593.75
847.5
1187.5
1718.75
81.25 593.75
143.75 593.75
287.50 593.75
593.75
850.0
1187.5

Baseline
IOPS (16
KiB 1/0)

3600

6000

12000

Maximum
IOPS (16
KiB 1/0)

16000

20000

30000

40000

60000

18750

18750

18750

18750

30000

40000
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Instance
size

m5d.16xla

2
rge

m5d.24xla

2
rge

m5d.metal
2

m5dn.larg

1
e

m5dn.xlar

ge'

m5dn.2xla

rge !

m5dn.4xla

rge 2

m5dn.8xla

rge 2

m5dn.12xl
arge 2

m5dn.16xl
arge 2

m5dn.24xl
arge 2

Baseline

(Mbps)

13600

19000

19000

650 4750

1150 4750

2300 4750

4750

6800

9500

13600

19000

Maximum
bandwidth bandwidth
(Mbps)

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

1700.0

2375.0

2375.0
81.25 593.75
143.75 593.75
287.50 593.75

593.75

850.0

1187.5

1700.0

2375.0

Baseline
IOPS (16
KiB 1/0)

3600

6000

12000

Maximum
IOPS (16
KiB 1/0)

60000

80000

80000

18750

18750

18750

18750

30000

40000

60000

80000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/
0) 0)

m5dn.meta 19000 2375.0 80000

l 2

mb5n.large 650 4750 81.25 593.75 3600 18750

1

mb5n.xlarg 1150 4750 143.75 593.75 6000 18750

ol

mb5n.2xlar 2300 4750 287.50 593.75 12000 18750

ge

m5n.4xlar 4750 593.75 18750

ge

m5n.8xlar 6800 850.0 30000

ge

m5n.12xla 9500 1187.5 40000

rge 2

m5n.16xla 13600 1700.0 60000

rge 2

mb5n.24xla 19000 2375.0 80000

rge 2

m5n.metal 19000 2375.0 80000

2

m5zn.larg 800 3170 100.00 396.25 3333 13333

1
e
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
m5zn.xlar 1564 3170 195.50 396.25 6667 13333
ge
mb5zn.2xla 3170 396.25 13333
rge 2
m5zn.3xla 4750 593.75 20000
rge 2
m5zn.6xla 9500 1187.5 40000
rge 2
m5zn.12xl 19000 2375.0 80000
arge 2
m5zn.meta 19000 2375.0 80000
| 2
mé6a.large 650 10000 81.25 1250.00 3600 40000
.
mé6a.xlarg 1250 10000 156.25 1250.00 6000 40000
ol
m6a.2xlar 2500 10000 312.50 1250.00 12000 40000
ge
m6a.4xlar 5000 10000 625.00 1250.00 20000 40000
ge
m6a.8xlar 10000 1250.0 40000
ge’
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Instance Baseline Maximum
size bandwidth bandwidth
(Mbps) (Mbps)
m6a.12xla 15000
rge 2
m6a.16xla 20000
rge 2
m6a.24xla 30000
rge 2
m6a.32xla 40000
rge 2
m6a.48xla 40000
rge 2
m6a.metal 40000
2
m6g.mediu 315 4750
m !
me6g.large 630 4750
.
mé6g.xlarg 1188 4750
1
e
m6g.2xlar 2375 4750
ge
m6g.4xlar 4750

ge’

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

1875.0

2500.0

3750.0

5000.0

5000.0

5000.0
39.38 593.75
78.75 593.75
148.50 593.75
296.88 593.75

593.75

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
60000
80000
120000
160000
240000
240000
2500 20000
3600 20000
6000 20000
12000 20000
20000
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Instance Baseline Maximum
size bandwidth bandwidth
(Mbps) (Mbps)
m6g.8xlar 9500
ge ®
m64g.12xla 14250
rge 2
m6g.16xla 19000
rge 2
m6g.metal 19000
2
mé6gd.medi 315 4750
um "
meégd.larg 630 4750
1
e
mé6gd.xlar 1188 4750
ge'
mé6gd.2xla 2375 4750
rge '
m6gd.4xla 4750
rge 2
m6gd.8xla 9500
rge 2
m6gd.12xl 14250

arge *

Baseline Maximum Baseline Maximum

throughpu throughpu I10PS (16 IOPS (16

t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/

0) 0)
1187.5 40000
1781.25 50000
2375.0 80000
2375.0 80000

39.38 593.75 2500 20000

78.75 593.75 3600 20000

148.50 593.75 6000 20000

296.88 593.75 12000 20000
593.75 20000
1187.5 40000
1781.25 50000
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

me6gd.16xl 19000

arge 2

m6gd.meta 19000

2

méilarge ' 650 10000

mb6i.xlarge 1250 10000

1

m6i.2xlar 2500 10000

ge '

m6i.4xlar 5000 10000

ge

m6i.8xlar 10000

ge’

m6i.12xla 15000

rge 2

m6i.16xla 20000

rge 2

m6i.24xla 30000

rge 2

m6i.32xla 40000

rge 2

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

2375.0

2375.0
81.25 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

3750.0

5000.0

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
80000
80000
3600 40000
6000 40000
12000 40000
20000 40000
40000
60000
80000
120000
160000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)

m6i.metal 40000 5000.0 160000
2
mé6id.large 650 10000 81.25 1250.00 3600 40000
1
m6id.xlar 1250 10000 156.25 1250.00 6000 40000
ge
m6id.2xla 2500 10000 312.50 1250.00 12000 40000

1
rge
m6id.4xla 5000 10000 625.00 1250.00 20000 40000
rge !
m6id.8xla 10000 1250.0 40000
rge 2
m6id.12xl 15000 1875.0 60000
arge 2
m6id.16xl 20000 2500.0 80000
arge 2
m6id.24xl 30000 3750.0 120000
arge 2
m6id.32xl 40000 5000.0 160000
arge 2
m6id.meta 40000 5000.0 160000

lZ
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Instance
size

m6idn.lar

ge

m6idn.xla

1
rge

m6idn.2xl

arge

m6idn.4xl
arge !

m6idn.8xl
arge 2

m6idn.12x
large 2

m6idn.16x
large 2

m6idn.24x
large 2

m6idn.32x
large 2

m6idn.met
al 2

mé6in.large
.

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1562 25000
3125 25000
6250 25000
12500 25000

25000

37500

50000

75000

100000

100000
1562 25000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
195.31 3125.00
390.62 3125.00
781.25 3125.00
1562.50 3125.00
3125.0
4687.5
6250.0
9375.0
12500.0
12500.0
195.31 3125.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
6250 100000
12500 100000
25000 100000
50000 100000
100000
150000
200000
300000
400000
400000
6250 100000
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Instance
size

m6in.xlar

ge '

m6in.2xla

1
rge

m6in.4xla

rge !

m6in.8xla

rge 2

m6in.12xl
arge 2

m6in.16xl
arge 2

m6in.24xl
arge 2

m6in.32xl
arge 2

m6in.meta

l2

m7a.mediu

m1

m7a.large
1

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
3125 25000
6250 25000
12500 25000

25000

37500

50000

75000

100000

100000
325 10000
650 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
390.62 3125.00
781.25 3125.00
1562.50 3125.00
3125.0
4687.5
6250.0
9375.0
12500.0
12500.0
40.62 1250.00
81.25 1250.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
12500 100000
25000 100000
50000 100000
100000
150000
200000
300000
400000
400000
2500 40000
3600 40000
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Instance
size

m7a.xlarg

1
e

m7a.2xlar

ge

m7a.4xlar

ge

m7a.8xlar

ge

m7a.12xla

rge 2

m7a.16xla

rge 2

m7a.24xla

rge 2

m7a.32xla

rge 2

m7a.48xla

rge 2

m7a.metal
_48x1 2

m7g.mediu

1
m

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1250 10000
2500 10000
5000 10000

10000

15000

20000

30000

40000

40000

40000
315 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

3750.0

5000.0

5000.0

5000.0
39.38 1250.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
6000 40000
12000 40000
20000 40000
40000
60000
80000
120000
160000
240000
240000
2500 40000
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Instance
size

m7g.large
1

m7g.xlarg

1
e

m7g.2xlar

ge

m7g.4xlar

ge '

m7g.8xlar

ge’

m7g.12xla

rge 2

m7g.16xla

rge 2

m7g.metal
2

m7gd.medi

um1

m7gd.larg

1
e

m7gd.xlar

ge '

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
630 10000
1250 10000
2500 10000
5000 10000

10000

15000

20000

20000
315 10000
630 10000
1250 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
78.75 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

2500.0
39.38 1250.00
78.75 1250.00
156.25 1250.00

Baseline
IOPS (16
KiB 1/0)

3600

6000

12000

20000

2500

3600

6000

Maximum
IOPS (16
KiB 1/0)

40000

40000

40000

40000

40000

60000

80000

80000

40000

40000

40000
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Instance
size

m7gd.2xla

1
rge

m7gd.4xla

1
rge

m7gd.8xla
2

rge
m7gd.12xl
arge 2

m7gd.16xl
arge 2

m7gd.meta
2

m7i.large !

m7i.xlarge
.

m7i.2xlar

ge'

m7i.4xlar

ge '

m7i.8xlar

ge’

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
2500 10000
5000 10000

10000

15000

20000

20000
650 10000
1250 10000
2500 10000
5000 10000

10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

2500.0
81.25 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

Baseline
IOPS (16
KiB 1/0)

12000

20000

3600

6000

12000

20000

Maximum
IOPS (16
KiB 1/0)

40000

40000

40000

60000

80000

80000

40000

40000

40000

40000

40000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
m7i.12xla 15000 1875.0 60000
rge 2
m7i.16xla 20000 2500.0 80000
rge 2
m7i.24xla 30000 3750.0 120000
rge 2
m7i.48xla 40000 5000.0 240000
rge 2
m7i.metal 30000 3750.0 120000
-24x1 2
m7i.metal 40000 5000.0 240000
-48xl 2
m7i-flex. 312 10000 39.06 1250.00 2500 40000
large !
m7i-flex. 625 10000 78.12 1250.00 3600 40000
xlarge !
m7i-flex. 1250 10000 156.25 1250.00 6000 40000
2xlarge !
m7i-flex. 2500 10000 312.50 1250.00 12000 40000
4xlarge !
m7i-flex. 5000 10000 625.00 1250.00 20000 40000
8xlarge !
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Instance
size

mac1.meta

lz

mac2.meta

lz

mac2-
m7ul
tra.metal 2

mac2-

m2.metal 2

mac2-
m2pr
o.metal 2

t3.nano !
t3.micro
t3.small

t3.medium
:

t3.large !
t3.xlarge !

t3.2xlarge
1

1
t3a.nano

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
14000
10000
10000
8000
8000
43 2085
87 2085
174 2085
347 2085
695 2780
695 2780
695 2780
45 2085

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

1750.0

1250.0

1250.0

1000.0

1000.0
5.38 260.62
10.88 260.62
21.75 260.62
43.38 260.62
86.88 347.50
86.88 347.50
86.88 347.50
5.62 260.62

Baseline
IOPS (16
KiB 1/0)

250

500

1000

2000

4000

4000

4000

250

Maximum
IOPS (16
KiB 1/0)

80000

55000

55000

55000

55000

11800
11800
11800

11800

15700
15700

15700

11800
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Instance
size

t3a.micro !
t3a.small !

t3a.mediu

m1

t3a.large !

t3a.xlarge
.

t3a.2xlarge
-

t4g.nano !
t4g.micro !
t4g.small !

t4g.mediu

m1

tdg.large !

t4g.xlarge
1

t4g.2xlar
ge'

Baseline
bandwidth
(Mbps)

90
175

350

695

695

695

43
87
174

347

695

695

695

Maximum
bandwidth
(Mbps)

2085
2085

2085

2780

2780

2780

2085
2085
2085

2085

2780

2780

2780

Baseline
throughpu
t (MB/s,
128 KiB I/
0)

11.25
21.88

43.75

86.88

86.88

86.88

5.38
10.88
21.75

43.38

86.88

86.88

86.88

Maximum
throughpu
t (MB/s,
128 KiB I/
0)

260.62
260.62

260.62

347.50

347.50

347.50

260.62
260.62
260.62

260.62

347.50

347.50

347.50

Baseline
IOPS (16
KiB 1/0)

500
1000

2000

4000

4000

4000

250
500
1000

2000

4000

4000

4000

Maximum
IOPS (16
KiB 1/0)

11800
11800

11800

15700

15700

15700

11800
11800
11800

11800

15700

15700

15700
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Compute optimized

Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
c4.large 2 500 62.5 4000
c4d.xlarge 2 750 93.75 6000
c4.2xlarge 1000 125.0 8000
2
c4.4xlarge 2000 250.0 16000
2
c4.8xlarge 4000 500.0 32000
2
c5.large ! 650 4750 81.25 593.75 4000 20000
c5.xlarge ! 1150 4750 143.75 593.75 6000 20000
c5.2xlarge 2300 4750 287.50 593.75 10000 20000
.
c5.4xlarge 4750 593.75 20000
2
c5.9xlarge 9500 1187.5 40000
2
c5.12xlar 9500 1187.5 40000
ge’
¢5.18xlar 19000 2375.0 80000
ge’
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Instance
size

c5.24xlar

ge

c5.metal 2
c5a.large !

c5a.xlarge
1

c5a.2xlar
ge '

c5a.4xlar
ge '

c5a.8xlar

ge

c5a.12xla

rge 2

c5a.16xla

rge 2

c5a.24xla

rge 2

c5ad.large
>

c5ad.xlar

ge

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
19000
19000
200 3170
400 3170
800 3170
1580 3170
3170
4750
6300
9500
200 3170
400 3170

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

2375.0

2375.0
25.00 396.25
50.00 396.25
100.00 396.25
197.50 396.25

396.25

593.75

787.5

1187.5
25.00 396.25
50.00 396.25

Baseline
IOPS (16
KiB 1/0)

800

1600

3200

6600

800

1600

Maximum
IOPS (16
KiB 1/0)

80000

80000
13300

13300

13300

13300

13300

20000

26700

40000

13300

13300
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Instance
size

c5ad.2xla

1
rge

c5ad.4xla

1
rge

c5ad.8xla

rge 2

c5ad.12xl
arge 2

c5ad.16xl
arge 2

c5ad.24xl
arge 2

c5d.large !

c5d.xlarge
.

c5d.2xlar

ge'

c5d.4xlar

ge

c5d.9xlar

ge’

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
800 3170
1580 3170

3170

4750

6300

9500
650 4750
1150 4750
2300 4750

4750

9500

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
100.00 396.25
197.50 396.25

396.25

593.75

787.5

1187.5
81.25 593.75
143.75 593.75
287.50 593.75

593.75

1187.5

Baseline
IOPS (16
KiB 1/0)

3200

6600

4000

6000

10000

Maximum
IOPS (16
KiB 1/0)

13300

13300

13300

20000

26700

40000

20000

20000

20000

20000

40000
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Instance
size

c5d.12xla

2
rge

c5d.18xla

2
rge

c5d.24xla

rge 2

c5d.metal
2

c5n.large !

c5n.xlarge
-

c5n.2xlar

ge '

c5n.4xlar

ge

c5n.9xlar

ge’

c5n.18xla

rge 2

c5n.metal
2

c6a.large !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)

9500

19000

19000

19000
650 4750
1150 4750
2300 4750

4750

9500

19000

19000
650 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

1187.5

2375.0

2375.0

2375.0
81.25 593.75
143.75 593.75
287.50 593.75

593.75

1187.5

2375.0

2375.0
81.25 1250.00

Baseline
IOPS (16
KiB 1/0)

4000

6000

10000

3600

Maximum
IOPS (16
KiB 1/0)

40000

80000

80000

80000

20000

20000

20000

20000

40000

80000

80000

40000
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Instance
size

c6a.xlarge
1

c6a.2xlar
ge

c6a.4xlar
ge

c6a.8xlar

ge

c6a.12xla

rge 2

c6a.16xla

rge 2

c6a.24xla

rge 2

cba.32xla

rge 2

c6a.48xla

rge 2

c6a.metal
2

c6g.mediu

1
m

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1250 10000
2500 10000
5000 10000

10000

15000

20000

30000

40000

40000

40000
315 4750

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

3750.0

5000.0

5000.0

5000.0
39.38 593.75

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
6000 40000
12000 40000
20000 40000
40000
60000
80000
120000
160000
240000
240000
2500 20000
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Instance
size

c6g.large !

c6g.xlarge
1

c6g.2xlar

ge

c6g.4xlar

ge

c6g.8xlar

ge

c6g.12xla

rge 2

c6g.16xla

rge 2

c6g.metal
2

c6gd.medi

um1

c6gd.large
:

c6gd.xlar

ge '

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
630 4750
1188 4750
2375 4750

4750

9500

14250

19000

19000
315 4750
630 4750
1188 4750

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
78.75 593.75
148.50 593.75
296.88 593.75

593.75

1187.5

1781.25

2375.0

2375.0
39.38 593.75
78.75 593.75
148.50 593.75

Baseline
IOPS (16
KiB 1/0)

3600

6000

12000

2500

3600

6000

Maximum
IOPS (16
KiB 1/0)

20000

20000

20000

20000

40000

50000

80000

80000

20000

20000

20000
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Instance
size

c6gd.2xla

1
rge

c6gd.4xla

2
rge

c6gd.8xla
2

rge
c6gd.12xl
arge 2

c6gd.16xl
arge 2

c6gd.meta
| 2

c6gn.medi

um1

cégn.large
-

cégn.xlar

ge '

c6gn.2xla

rge !

cbgn.4xla

rge 2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
2375 4750

4750

9500

14250

19000

19000
760 9500
1235 9500
2375 9500
4750 9500

9500

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
296.88 593.75
593.75
1187.5
1781.25
2375.0
2375.0
95.00 1187.50
154.38 1187.50
296.88 1187.50
593.75 1187.50
1187.5

Baseline
IOPS (16
KiB 1/0)

12000

2500

5000

10000

20000

Maximum
IOPS (16
KiB 1/0)

20000

20000

40000

50000

80000

80000

40000

40000

40000

40000

40000
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

c6gn.8xla 19000

rge 2

c6gn.12xl 28500

arge 2

c6gn.16xl 38000

arge 2

ceilarge' 650 10000

c6ixlarge ' 1250 10000

c6i.2xlarge 2500 10000

-

c6i.4xlarge 5000 10000

-

c6i.8xlarge 10000

2

c6i.12xla 15000

rge 2

c6i.16xla 20000

rge 2

c6i.24xla 30000

rge 2

c6i.32xla 40000

rge 2

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

2375.0

3562.5

4750.0
81.25 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

3750.0

5000.0

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
80000
120000
160000
3600 40000
6000 40000
12000 40000
20000 40000
40000
60000
80000
120000
160000

EBS optimization

389



Amazon Elastic Compute Cloud User Guide

Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)

c6i.metal 2 40000 5000.0 160000
c6id.large T 650 10000 81.25 1250.00 3600 40000
c6id.xlarge 1250 10000 156.25 1250.00 6000 40000
1
c6id.2xla 2500 10000 312.50 1250.00 12000 40000

1
rge
c6id.4xla 5000 10000 625.00 1250.00 20000 40000

1
rge
c6id.8xla 10000 1250.0 40000
rge 2
c6id.12xl 15000 1875.0 60000
arge 2
c6id.16xl 20000 2500.0 80000
arge 2
c6id.24xl 30000 3750.0 120000
arge 2
c6id.32xl 40000 5000.0 160000
arge 2
c6id.meta 40000 5000.0 160000
2
c6in.large1 1562 25000 195.31 3125.00 6250 100000
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Instance
size

c6in.xlarge
1

c6in.2xla
rge !

c6in.4xla
rge !

c6in.8xla

rge 2

c6in.12xl
arge 2

c6in.16xl
arge 2

c6in.24xl
arge 2

c6in.32xl
arge 2

c6in.meta
2

c7a.mediu

m1

c7a.large !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
3125 25000
6250 25000
12500 25000

25000

37500

50000

75000

100000

100000
325 10000
650 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
390.62 3125.00
781.25 3125.00
1562.50 3125.00
3125.0
4687.5
6250.0
9375.0
12500.0
12500.0
40.62 1250.00
81.25 1250.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
12500 100000
25000 100000
50000 100000
100000
150000
200000
300000
400000
400000
2500 40000
3600 40000
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Instance
size

c7a.xlarge
1

c7a.2xlar
ge

c7a.4xlar
ge

c7a.8xlar

ge

c7a.12xla

rge 2

c7a.16xla

rge 2

c7a.24xla

rge 2

c7a.32xla

rge 2

c7a.48xla

rge 2

c7a.metal
_48x1 2

c7g.mediu

1
m

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1250 10000
2500 10000
5000 10000

10000

15000

20000

30000

40000

40000

40000
315 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

3750.0

5000.0

5000.0

5000.0
39.38 1250.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
6000 40000
12000 40000
20000 40000
40000
60000
80000
120000
160000
240000
240000
2500 40000
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Instance
size

c7g.large !

c7g.xlarge
1

c7g.2xlar

ge

c7g.4xlar

ge '

c7g.8xlar

ge

c7g.12xla

rge 2

c7g.16xla

rge 2

c7g.metal
2

c7gd.medi

um1

c7gd.large
:

c7gd.xlar

ge '

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
630 10000
1250 10000
2500 10000
5000 10000

10000

15000

20000

20000
315 10000
630 10000
1250 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
78.75 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

2500.0
39.38 1250.00
78.75 1250.00
156.25 1250.00

Baseline
IOPS (16
KiB 1/0)

3600

6000

12000

20000

2500

3600

6000

Maximum
IOPS (16
KiB 1/0)

40000

40000

40000

40000

40000

60000

80000

80000

40000

40000

40000
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Instance
size

c7gd.2xla

1
rge

c7gd.4xla

1
rge

c7gd.8xla
2

rge
c7gd.12xl
arge 2

c7gd.16xl
arge 2

c7gd.meta
| 2

c7gn.medi

um1

c7gn.large
-

c7gn.xlar

ge '

c7gn.2xla

rge !

c7gn.4xla

rge !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
2500 10000
5000 10000

10000

15000

20000

20000
521 10000
1042 10000
2083 10000
4167 10000
8333 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

2500.0
65.12 1250.00
130.25 1250.00
260.38 1250.00
520.88 1250.00
1041.62 1250.00

Baseline
IOPS (16
KiB 1/0)

12000

20000

2083

4167

8333

16667

33333

Maximum
IOPS (16
KiB 1/0)

40000

40000

40000

60000

80000

80000

40000

40000

40000

40000

40000
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Instance
size

c7gn.8xla
1

rge
c7gn.12xl
arge !

c7gn.16xl

arge

c/gn.meta
|7

c7i.large !
c7i.xlarge !

c7i.2xlarge
.

c7i.4xlarge
.

c7i.8xlarge
2

c7i.12xla

rge 2

c7i.16xla

rge 2

c7i.24xla

rge 2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
16667 20000
25000 30000
33333 40000
33333 40000
650 10000
1250 10000
2500 10000
5000 10000

10000

15000

20000

30000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
2083.38 2500.00
3125.00 3750.00
4166.62 5000.00
4166.62 5000.00
81.25 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

3750.0

Baseline
IOPS (16
KiB 1/0)

66667

100000

133333

133333

3600
6000

12000

20000

Maximum
IOPS (16
KiB 1/0)

80000

120000

160000

160000

40000
40000

40000

40000

40000

60000

80000

120000
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

c7i.48xla 40000

rge 2

c7i.metal 30000

_24x1 ?

c7i.metal 40000

-48xl 2

c7i-flex. 312 10000

large !

c7i-flex. 625 10000

xlarge !

c7i-flex. 1250 10000

2xlarge !

c7i-flex. 2500 10000

4xlarge !

c7i-flex. 5000 10000

8xlarge !

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

5000.0

3750.0

5000.0
39.06 1250.00
78.12 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
240000
120000
240000
2500 40000
3600 40000
6000 40000
12000 40000
20000 40000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
r4.large 425 53.125 3000
r4.xlarge * 850 106.25 6000
r4.2xlarge 1700 212.5 12000
2
r4.4xlarge 3500 437.5 18750
2
r4.8xlarge 7000 875.0 37500
2
r4.16xlar 14000 1750.0 75000
ge’
r5.large ! 650 4750 81.25 593.75 3600 18750
r5.xlarge ! 1150 4750 143.75 593.75 6000 18750
r5.2xlarge 2300 4750 287.50 593.75 12000 18750
.
r5.4xlarge 4750 593.75 18750
2
r5.8xlarge 6800 850.0 30000
2
r5.12xlar 9500 1187.5 40000
ge’
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Instance
size

r5.16xlar

ge

r5.24xlar

ge

r5.metal 2
r5a.large !

r5a.xlarge
.

r5a.2xlarge
.

r5a.4xlarge
2

r5a.8xlarge
2

r5a.12xla

rge 2

r5a.16xla

rge 2

r5a.24xla

rge 2

r5ad.large
1

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)

13600

19000

19000
650 2880
1085 2880
1580 2880

2880

4750

6780

9500

13570
650 2880

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
1700.0
2375.0
2375.0
81.25 360.00
135.62 360.00
197.50 360.00
360.0
593.75
847.5
1187.5
1696.25
81.25 360.00

Baseline
IOPS (16
KiB 1/0)

3600

6000

8333

3600

Maximum
IOPS (16
KiB 1/0)

60000

80000

80000

16000

16000

16000

16000

20000

30000

40000

60000

16000
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Instance
size

r5ad.xlarge
1

r5ad.2xla

1
rge

r5ad.4xla

rge 2

r5ad.8xla

rge 2

r5ad.12xl
arge 2

r5ad.16xl
arge 2

r5ad.24xl
arge 2

r5b.large !

r5b.xlarge
.

r5b.2xlar

ge '

r5b.4xlar

ge’

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1085 2880
1580 2880

2880

4750

6780

9500

13570
1250 10000
2500 10000
5000 10000

10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
135.62 360.00
197.50 360.00
360.0
593.75
847.5
1187.5
1696.25
156.25 1250.00
312.50 1250.00
625.00 1250.00
1250.0

Baseline
IOPS (16
KiB 1/0)

6000

8333

5417

10833

21667

Maximum
IOPS (16
KiB 1/0)

16000

16000

16000

20000

30000

40000

60000

43333

43333

43333

43333
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/
0) 0)

r5b.8xlar 20000 2500.0 86667

ge >

r5b.12xla 30000 3750.0 130000

rge 2

r5b.16xla 40000 5000.0 173333

rge 2

r5b.24xla 60000 7500.0 260000

rge 2

r5b.metal 2 60000 7500.0 260000

r5d.large ! 650 4750 81.25 593.75 3600 18750

r5d.xlarge 1150 4750 143.75 593.75 6000 18750

.

r5d.2xlar 2300 4750 287.50 593.75 12000 18750

ge

r5d.4xlar 4750 593.75 18750

ge’

r5d.8xlar 6800 850.0 30000

ge’

r5d.12xla 9500 1187.5 40000

rge 2

r5d.16xla 13600 1700.0 60000

rge 2
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Instance
size

r5d.24xla

2
rge

r5d.metal 2

r5dn.large
1

r5dn.xlar

ge '

r5dn.2xla

rge !

r5dn.4xla

rge 2

r5dn.8xla

rge 2

r5dn.12xl
arge 2

r5dn.16xl
arge 2

r5dn.24xl
arge 2

r5dn.meta
| 2

r5n.large !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)

19000

19000
650 4750
1150 4750
2300 4750

4750

6800

9500

13600

19000

19000
650 4750

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

2375.0

2375.0
81.25 593.75
143.75 593.75
287.50 593.75

593.75

850.0

1187.5

1700.0

2375.0

2375.0
81.25 593.75

Baseline
IOPS (16
KiB 1/0)

3600

6000

12000

3600

Maximum
IOPS (16
KiB 1/0)

80000

80000

18750

18750

18750

18750

30000

40000

60000

80000

80000

18750
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Instance
size

r5n.xlarge
1

r5n.2xlar
ge

r5n.4xlar

ge

r5n.8xlar

ge

r5n.12xla

rge 2

r5n.16xla

rge 2

r5n.24xla

rge 2

r5n.metal 2
réa.large !

réa.xlarge
.

réa.2xlarge
1

ré6a.4xlarge
1

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1150 4750
2300 4750

4750

6800

9500

13600

19000

19000
650 10000
1250 10000
2500 10000
5000 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
143.75 593.75
287.50 593.75

593.75

850.0

1187.5

1700.0

2375.0

2375.0
81.25 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

Baseline
IOPS (16
KiB 1/0)

6000

12000

3600

6000

12000

20000

Maximum
IOPS (16
KiB 1/0)

18750

18750

18750

30000

40000

60000

80000

80000
40000

40000

40000

40000
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

ré6a.8xlarge 10000

2

réa.12xla 15000

rge 2

réa.16xla 20000

rge 2

réa.24xla 30000

rge 2

réa.32xla 40000

rge 2

réa.48xla 40000

rge 2

r6a.metal > 40000

rég.mediu 315 4750

m !

rég.large T 630 4750

rég.xlarge 1188 4750

.

rég.2xlar 2375 4750

ge'

ré6g.4xlar 4750

ge’

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

1250.0

1875.0

2500.0

3750.0

5000.0

5000.0

5000.0
39.38 593.75
78.75 593.75
148.50 593.75
296.88 593.75

593.75

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
40000
60000
80000
120000
160000
240000
240000
2500 20000
3600 20000
6000 20000
12000 20000
20000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
ré6g.8xlar 9500 1187.5 40000
ge’
r6g.12xla 14250 1781.25 50000
rge 2
ré6g.16xla 19000 2375.0 80000
rge 2
r6g.metal 2 19000 2375.0 80000
r6gd.medi 315 4750 39.38 593.75 2500 20000
um
régd.large 630 4750 78.75 593.75 3600 20000
.
régd.xlar 1188 4750 148.50 593.75 6000 20000
ge'
régd.2xla 2375 4750 296.88 593.75 12000 20000
rge !
régd.4xla 4750 593.75 20000
rge 2
r6gd.8xla 9500 1187.5 40000
rge 2
regd.12xl 14250 1781.25 50000
arge 2
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/
0) 0)

r6gd.16xl 19000 2375.0 80000

arge 2

régd.meta 19000 2375.0 80000

l 2

réi.large ! 650 10000 81.25 1250.00 3600 40000

réi.xlarge T 1250 10000 156.25 1250.00 6000 40000

réi.2xlarge 2500 10000 312.50 1250.00 12000 40000

.

réi.4xlarge 5000 10000 625.00 1250.00 20000 40000

.

ré6i.8xlarge 10000 1250.0 40000

2

réi.12xla 15000 1875.0 60000

rge 2

réi.16xla 20000 2500.0 80000

rge 2

réi.24xla 30000 3750.0 120000

rge 2

rei.32xla 40000 5000.0 160000

rge 2

r6i.metal 2 40000 5000.0 160000

EBS optimization 405



Amazon Elastic Compute Cloud

User Guide

Instance
size

réidn.large
1

réidn.xla

1
rge

réidn.2xl

arge

réidn.4xl
arge !

réidn.8xl
arge 2

réidn.12x
large 2

réidn.16x
large 2

réidn.24x
large 2

réidn.32x
large 2

réidn.met
al 2

réin.large !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1562 25000
3125 25000
6250 25000
12500 25000

25000

37500

50000

75000

100000

100000
1562 25000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
195.31 3125.00
390.62 3125.00
781.25 3125.00
1562.50 3125.00
3125.0
4687.5
6250.0
9375.0
12500.0
12500.0
195.31 3125.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
6250 100000
12500 100000
25000 100000
50000 100000
100000
150000
200000
300000
400000
400000
6250 100000
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Instance
size

réin.xlarge
1

réin.2xla
rge !

réin.4xla
rge !

réin.8xla

rge 2

réin.12xl
arge 2

réin.16xl
arge 2

réin.24xl
arge 2

réin.32xl
arge 2

réin.metal
2

réid.large !

réid.xlarge
1

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
3125 25000
6250 25000
12500 25000

25000

37500

50000

75000

100000

100000
650 10000
1250 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
390.62 3125.00
781.25 3125.00
1562.50 3125.00
3125.0
4687.5
6250.0
9375.0
12500.0
12500.0
81.25 1250.00
156.25 1250.00

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
12500 100000
25000 100000
50000 100000
100000
150000
200000
300000
400000
400000
3600 40000
6000 40000
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Instance
size

réid.2xla
rge !

réid.4xla
rge !

réid.8xla

rge 2

réid.12xl
arge °

réid.16xl
arge °

réid.24xl
arge 2

réid.32xl
arge 2

réid.metal
2

r7a.mediu

m1

r7a.large !

r7a.xlarge
.

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
2500 10000
5000 10000

10000

15000

20000

30000

40000

40000
325 10000
650 10000
1250 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

3750.0

5000.0

5000.0
40.62 1250.00
81.25 1250.00
156.25 1250.00

Baseline
IOPS (16
KiB 1/0)

12000

20000

2500

3600

6000

Maximum
IOPS (16
KiB 1/0)

40000

40000

40000

60000

80000

120000

160000

160000

40000

40000

40000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/
0) 0)

r7a.2xlarge 2500 10000 312.50 1250.00 12000 40000

1

r7a.4xlarge 5000 10000 625.00 1250.00 20000 40000

1

r7a.8xlarge 10000 1250.0 40000

2

r7a.12xla 15000 1875.0 60000

rge 2

r7a.16xla 20000 2500.0 80000

rge 2

r7a.24xla 30000 3750.0 120000

rge 2

r7a.32xla 40000 5000.0 160000

rge 2

r7a.48xla 40000 5000.0 240000

rge 2

r7a.metal 40000 5000.0 240000

~48xl 2

r7g.mediu 315 10000 39.38 1250.00 2500 40000

m !

r7g.large ! 630 10000 78.75 1250.00 3600 40000
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Instance
size

r7g.xlarge
1

r7g.2xlar
ge'

r7g.4xlar
ge'

r7g.8xlar

ge

r7g.12xla

rge 2

r7g.16xla

rge 2

r7g.metal 2

r7gd.medi

um1

r7gd.large
.

r7gd.xlar

ge '

r7gd.2xla

rge !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1250 10000
2500 10000
5000 10000

10000

15000

20000

20000
315 10000
630 10000
1250 10000
2500 10000

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

2500.0
39.38 1250.00
78.75 1250.00
156.25 1250.00
312.50 1250.00

Baseline
IOPS (16
KiB 1/0)

6000

12000

20000

2500

3600

6000

12000

Maximum
IOPS (16
KiB 1/0)

40000

40000

40000

40000

60000

80000

80000

40000

40000

40000

40000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/
0) 0)

r7gd.4xla 5000 10000 625.00 1250.00 20000 40000

rge !

r7gd.8xla 10000 1250.0 40000

rge 2

r7gd.12xl 15000 1875.0 60000

arge 2

r7gd.16xl 20000 2500.0 80000

arge 2

r7gd.meta 20000 2500.0 80000

2

r7i.large ! 650 10000 81.25 1250.00 3600 40000

r7i.xlarge T 1250 10000 156.25 1250.00 6000 40000

r7i.2xlarge 2500 10000 312.50 1250.00 12000 40000

.

r7i.4xlarge 5000 10000 625.00 1250.00 20000 40000

.

r7i.8xlarge 10000 1250.0 40000

2

r7i.12xla 15000 1875.0 60000

rge 2

r7i.16xla 20000 2500.0 80000

rge 2
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

r7i.24xla 30000

rge 2

r7i.48xla 40000

rge 2

r7i.metal 30000

_24x1 ?

r7i.metal 40000

—48xl2

rZizlarge ' 792 10000

r7izxlarge 1584 10000

.

r7iz.2xla 3168 10000

rge !

r7iz.4xla 5000 10000

rge !

r7iz.8xla 10000

rge 2

r7iz.12xl 19000

arge 2

r7iz.16xl 20000

arge *

Baseline Maximum Baseline
throughpu throughpu I10PS (16
t (MB/s, t (MB/s, KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)

3750.0

5000.0

3750.0

5000.0
99.00 1250.00 3600
198.00 1250.00 6667
396.00 1250.00 13333
625.00 1250.00 20000

1250.0

2375.0

2500.0

Maximum
IOPS (16
KiB 1/0)

120000

240000

120000

240000

40000

40000

40000

40000

40000

76000

80000
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

r7iz.32xl 40000

arge 2

r7iz.meta 20000

l-16xL 2

r7iz.meta 40000

1-32xl 2

r8g.mediu 315 10000

m

r8g.large ' 630 10000

r8g.xlarge 1250 10000

.

r8g.2xlar 2500 10000

ge'

r8g.4xlar 5000 10000

ge '

r8g.8xlar 10000

ge’

r8g.12xla 15000

rge 2

r8g.16xla 20000

rge 2

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

5000.0

2500.0

5000.0
39.38 1250.00
78.75 1250.00
156.25 1250.00
312.50 1250.00
625.00 1250.00

1250.0

1875.0

2500.0

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
160000
80000
160000
2500 40000
3600 40000
6000 40000
12000 40000
20000 40000
40000
60000
80000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
r8g.24xla 30000 3750.0 120000
rge 2
r8g.48xla 40000 5000.0 240000
rge 2
r8g.metal 30000 3750.0 120000
_24x1 2
r8g.metal 40000 5000.0 240000
~48xl 2
u-3tb1.56 19000 2375.0 80000
xlarge 2
u-6tb1.56 38000 4750.0 160000
xlarge 2
u-6tb1.11 38000 4750.0 160000
2xlarge 2
u-6tb1.me 38000 4750.0 160000
tal 2
u-9tb1.11 38000 4750.0 160000
2xlarge 2
u-9tb1.me 38000 4750.0 160000
tal 2
u-12tb1.1 38000 4750.0 160000
12xlarge 2
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
u-12tb1.m 38000 4750.0 160000
etal 2
u-18tb1.1 38000 4750.0 160000
12xlarge 2
u-18tb1.m 38000 4750.0 160000
etal 2
u-24tb1.1 38000 4750.0 160000
12xlarge 2
u-24tb1.m 38000 4750.0 160000
etal 2
u7i-12tb. 60000 7500.0 420000
224xlarge
2
u7in-16tb 100000 12500.0 420000
.224xlarge
2
u7in-24tb 100000 12500.0 420000
.224xlarge
2
u7in-32tb 100000 12500.0 420000
.224xlarge
2
x1.16xlar 7000 875.0 40000
ge
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Instance
size

x1.32xlar

ge

x2gd.medi

1
um

x2gd.large
1

x2gd.xlar

ge '

x2gd.2xla

rge !

x2gd.4xla

rge 2

x2gd.8xla

rge 2

x2gd.12xl
arge °

x2gd.16xl
arge °

x2gd.meta
2

x2idn.16x
large 2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
14000
315 4750
630 4750
1188 4750
2375 4750
4750
9500
14250
19000
19000
40000

Baseline Maximum Baseline Maximum

throughpu throughpu I10PS (16 IOPS (16

t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/

0) 0)
1750.0 80000

39.38 593.75 2500 20000

78.75 593.75 3600 20000

148.50 593.75 6000 20000

296.88 593.75 12000 20000
593.75 20000
1187.5 40000
1781.25 60000
2375.0 80000
2375.0 80000
5000.0 173333
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

x2idn.24x 60000

large 2

x2idn.32x 80000

large 2

x2idn.met 80000

al 2

x2iedn.xl 2500 20000

arge !

x2iedn.2x 5000 20000

large !

x2iedn.4x 10000 20000

large !

x2iedn.8x 20000

large 2

x2iedn.16 40000

xlarge 2

x2iedn.24 60000

xlarge 2

x2iedn.32 80000

xlarge 2

x2iedn.me 80000

tal ?

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
7500.0
10000.0
10000.0
312.50 2500.00
625.00 2500.00
1250.00 2500.00
2500.0
5000.0
7500.0
10000.0
10000.0

Baseline
IOPS (16
KiB 1/0)

260000

260000

260000

8125

65000

16250

65000

32500

65000

65000

130000

195000

260000

260000

Maximum
IOPS (16
KiB 1/0)
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/
0) 0)

X2iezn.2x 3170 396.25 13333

large 2

x2iezn.4x 4750 593.75 20000

large 2

X2iezn.6x 9500 1187.5 40000

large 2

x2iezn.8x 12000 1500.0 55000

large 2

x2iezn.12 19000 2375.0 80000

xlarge 2

x2iezn.me 19000 2375.0 80000

tal 2

xTe.xlarge 500 62.5 3700

2

x1e.2xlar 1000 125.0 7400

ge’

xT1e.4xlar 1750 218.75 10000

ge’

x1e.8xlar 3500 437.5 20000

ge’

xT1e.16xla 7000 875.0 40000

rge 2
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

xT1e.32xla 14000

rge 2

zld.large! 800 3170

zld.xlarge 1580 3170

1

z1d.2xlar 3170

ge

z1d.3xlar 4750

ge

z1d.6xlar 9500

ge’

z1d.12xla 19000

rge 2

z1d.metal 19000

2

Storage optimized

Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

d2.xlarge 2 750

Baseline
throughpu
t (MB/s,
128 KiB I/
0)

Maximum
throughpu
t (MB/s,
128 KiB I/
0)

1750.0

100.00

197.50

396.25

396.25

396.25

593.75

1187.5

2375.0

2375.0

Baseline
throughpu
t (MB/s,
128 KiB I/
0)

Maximum
throughpu
t (MB/s,
128 KiB I/
0)

93.75

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)

80000
3333 13333
6667 13333

13333

20000

40000

80000

80000
Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)

6000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)

128 KiB I/ 128 KiB I/
0) 0)

d2.2xlarge 1000 125.0 8000

2

d2.4xlarge 2000 250.0 16000

2

d2.8xlarge 4000 500.0 32000

2

d3.xlarge T 850 2800 106.25 350.00 5000 15000

d3.2xlarge 1700 2800 212.50 350.00 10000 15000

.

d3.4xlarge 2800 350.0 15000

2

d3.8xlarge 5000 625.0 30000

2

d3en.xlar 850 2800 106.25 350.00 5000 15000

ge'

d3en.2xla 1700 2800 212.50 350.00 10000 15000

rge !

d3en.4xla 2800 350.0 15000

rge 2

d3en.6xla 4000 500.0 25000

rge 2
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Instance
size

d3en.8xla

2
rge

d3en.12xl
arge 2

h1.2xlarge
2

h1.4xlarge
2

h1.8xlarge
2

h1.16xlar

ge 2

i3.large 2
i3.xlarge 2

i3.2xlarge
2

i3.4xlarge
2

i3.8xlarge
2

i3.16xlarge
2

Baseline Maximum Baseline Maximum Baseline
bandwidth bandwidth throughpu throughpu I0OPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
5000 625.0
7000 875.0
1750 218.75
3500 437.5
7000 875.0
14000 1750.0
425 53.125
850 106.25
1700 212.5
3500 437.5
7000 875.0
14000 1750.0

Maximum
IOPS (16
KiB 1/0)

30000

40000

12000

20000

40000

80000

3000
6000

12000

16000

32500

65000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)

i3.metal 2 19000 2375.0 80000
i3en.large 576 4750 72.10 593.75 3000 20000
1
i3en.xlarge 1153 4750 144.20 593.75 6000 20000
1
i3en.2xla 2307 4750 288.39 593.75 12000 20000

1
rge
i3en.3xla 3800 4750 475.00 593.75 15000 20000

1
rge
i3en.6xla 4750 593.75 20000
rge 2
i3en.12xl 9500 1187.5 40000
arge 2
i3en.24xl 19000 2375.0 80000
arge 2
i3en.meta 19000 2375.0 80000
| 2
i4g.large ! 625 10000 78.12 1250.00 2500 40000
i4g.xlarge T 1250 10000 156.25 1250.00 5000 40000
idg.2xlarge 2500 10000 312.50 1250.00 10000 40000
1
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Instance Baseline Maximum

size bandwidth bandwidth
(Mbps) (Mbps)

i4g.4xlarge 5000 10000

1

i4g.8xlarge 10000

2

i4g.16xla 20000

rge

idilarge' 625 10000

idixlarge ' 1250 10000

idi.2xlarge 2500 10000

-

idi.4xlarge 5000 10000

-

i4i.8xlarge 10000

2

i4i.12xla 15000

rge

i4i.16xla 20000

rge

i4i.24xla 30000

rge

i4i.32xla 40000

rge 2

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,

128KiB1I/ 128KiB 1/

0) 0)

625.00 1250.00
1250.0
2500.0

78.12 1250.00

156.25 1250.00

312.50 1250.00

625.00 1250.00
1250.0
1875.0
2500.0
3750.0
5000.0

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)

20000 40000

40000

80000

2500 40000
5000 40000

10000 40000

20000 40000

40000

60000

80000

120000

160000
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Instance
size

i4i.metal 2

im4gn.lar

ge'

im4gn.xla
1

rge
im4gn.2xl
arge !

im4gn.4xl
arge 2

im4gn.8xl
arge 2

im4gn.16x
large 2

is4dgen.me

dium '

is4gen.la

rge !

is4gen.xl
arge '

is4gen.2x
large !

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
40000
1250 10000
2500 10000
5000 10000
10000
20000
40000
625 10000
1250 10000
2500 10000
5000 10000

Maximum
throughpu throughpu

128 KiBI/ 128 KiB 1/

Maximum
IOPS (16
KiB 1/0)

160000

40000

40000

40000

40000

80000

160000

40000

40000

40000

40000
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Instance
size

is4gen.4x
large 2

is4gen.8x
large 2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)

10000

20000

Accelerated computing

Instance
size

dl1.24xla

rge 2

dl2q.24xl
arge >

f1.2xlarge
2

f1.4xlarge
2

f1.16xlar

ge’

g3.4xlarge
2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)

19000

19000

1700

3500

14000

3500

Baseline
throughpu
t (MB/s,
128 KiB I/
0)

Maximum
throughpu
t (MB/s,
128 KiB I/
0)

1250.0

2500.0

Baseline
throughpu
t (MB/s,
128 KiB I/
0)

Maximum
throughpu
t (MB/s,
128 KiB I/
0)

2375.0

2375.0

212.5

437.5

1750.0

437.5

Maximum
IOPS (16
KiB 1/0)

Baseline
IOPS (16
KiB 1/0)

40000

80000

Maximum
IOPS (16
KiB 1/0)

Baseline
IOPS (16
KiB 1/0)

80000

80000

12000

44000

75000

20000
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Instance
size

g3.8xlarge
2

g3.16xlar

ge

g4ad.xlar

ge

g4ad.2xla

rge !

g4ad.4xla

rge !

g4ad.8xla

rge 2

g4ad.16xl
arge 2

g4dn.xlar

ge

g4dn.2xla

rge !

g4dn.4xla

rge 2

g4dn.8xla

rge 2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
7000
14000
400 3170
800 3170
1580 3170
3170
6300
950 3500
1150 3500
4750
9500

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)

875.0

1750.0
50.00 396.25
100.00 396.25
197.50 396.25

396.25

787.5
118.75 437.50
143.75 437.50

593.75

1187.5

Baseline
IOPS (16
KiB 1/0)

1700

3400

6700

3000

6000

Maximum
IOPS (16
KiB 1/0)

40000

80000

13333

13333

13333

13333

26667

20000

20000

20000

40000
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Instance
size

g4dn.12xl
arge 2

g4dn.16xl
arge 2

g4dn.meta
2

g5.xlarge !

g5.2xlarge
:
g5.4xlarge
2
g5.8xlarge
2

g5.12xlar

ge

g5.16xlar

ge’

g5.24xlar

ge

g5.48xlar

ge’

Baseline

(Mbps)

700

850

Maximum
bandwidth bandwidth
(Mbps)

9500

9500

19000

3500

3500

4750

16000

16000

16000

19000

19000

Baseline
throughpu throughpu
t (MB/s,

Maximum

t (MB/s,

128 KiBI/ 128 KiB 1/

0)

87.50

106.25

0)

1187.5

1187.5

2375.0

437.50

437.50

593.75

2000.0

2000.0

2000.0

2375.0

2375.0

Baseline
IOPS (16
KiB 1/0)

3000

3500

Maximum
IOPS (16
KiB 1/0)

40000

40000

80000

15000

15000

20000

65000

65000

65000

80000

80000
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Instance
size

g5g.xlarge
1

g5g.2xlar

ge

g5g.4xlar

ge

g5g.8xlar

ge

g5g.16xla

rge 2

g5g.metal
2

g6.xlarge !

g6.2xlarge
-

g6.4xlarge
2

g6.8xlarge
2

g6.12xlar

ge’

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
1188 4750
2375 4750

4750

9500

19000

19000
1000 5000
2000 5000

8000

16000

20000

Baseline Maximum Baseline
throughpu throughpu I10PS (16
t (MB/s, t (MB/s, KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
148.50 593.75 6000
296.88 593.75 12000
593.75
1187.5
2375.0
2375.0
125.00 625.00 4000
250.00 625.00 8000
1000.0
2000.0
2500.0

Maximum
IOPS (16
KiB 1/0)

20000

20000

20000

40000

80000

80000

20000

20000

32000

64000

80000
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Instance Baseline

size bandwidth bandwidth
(Mbps)

g6.16xlar 20000

ge ?

g6.24xlar 30000

ge ?

g6.48xlar 60000

ge ?

gbe.xlarge 1000

1

g6e.2xlar 2000

ge '

g6e.4xlar 8000

ge ?

g6e.8xlar 16000

ge ?

g6e.12xla 20000

rge 2

g6e.16xla 20000

rge 2

g6e.24xla 30000

rge 2

g6e.48xla 60000

rge 2

Maximum

(Mbps)

5000

5000

throughpu
t (MB/s,

Maximum
throughpu
t (MB/s,
128KiB1I/ 128KiB 1/
0) 0)

Baseline

2500.0

3750.0

7500.0

125.00

625.00

250.00

625.00

1000.0

2000.0

2500.0

2500.0

3750.0

7500.0

Maximum
IOPS (16
KiB 1/0)

Baseline
IOPS (16
KiB 1/0)

80000

120000

240000

4000 20000

8000 20000

32000

64000

80000

80000

120000

240000
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Instance
size

gr6.4xlar

ge

gr6.8xlar

ge

inf1.xlarge
1

inf1.2xla

rge !

inf1.6xla

rge 2

inf1.24xl
arge °

inf2.xlarge
.

inf2.8xla

rge 2

inf2.24xl
arge 2

inf2.48xl
arge 2

p2.xlarge 2

Baseline

(Mbps)

1190

1190

1250

Maximum
bandwidth bandwidth
(Mbps)

8000

16000

4750

4750

4750

19000

10000

10000

30000

60000

750

Baseline

throughpu

t (MB/s,

128 KiB I/

0)

148.75

148.75

156.25

Maximum
throughpu

t (MB/s,

0)

1000.0

2000.0

593.75

593.75

593.75

2375.0

1250.00

1250.0

3750.0

7500.0

93.75

128 KiB I/

Baseline
IOPS (16
KiB 1/0)

4000

6000

6000

Maximum
IOPS (16
KiB 1/0)

32000

64000

20000

20000

20000

80000

40000

40000

120000

240000

6000
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Instance Baseline

size bandwidth bandwidth
(Mbps)

p2.8xlarge 5000

2

p2.16xlar 10000

ge ?

p3.2xlarge 1750

2

p3.8xlarge 7000

2

p3.16xlar 14000

ge’

p3dn.24xl 19000

arge 2

p4d.24xla 19000

rge 2

p4de.24xl 19000

arge 2

p5.48xlar 80000

ge ?

p5e.48xla 80000

rge 2

trn1.2xla 5000

rge !

Maximum

(Mbps)

20000

throughpu
t (MB/s,

Maximum
throughpu
t (MB/s,
128KiB1I/ 128KiB 1/
0) 0)

Baseline

625.0

1250.0

218.75

875.0

1750.0

2375.0

2375.0

2375.0

10000.0

10000.0

625.00 2500.00

Maximum
IOPS (16
KiB 1/0)

Baseline
IOPS (16
KiB 1/0)

32500

65000

10000

40000

80000

80000

80000

80000

260000

260000

16250 65000
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Instance
size

trn1.32xl
arge 2

trn1n.32x
large 2

vt1.3xlarge
1

vt1.6xlarge
2

vt1.24xla

rge 2

Baseline Maximum
bandwidth bandwidth
(Mbps) (Mbps)
80000
80000
2375 4750
4750
19000

High-performance computing

Instance
size

hpc6a.48x
large !

hpc6id.32
xlarge !

hpc7a.12x
large !

Baseline
bandwidth
(Mbps)

87

87

87

Maximum
bandwidth
(Mbps)

2085

2085

2085

Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
10000.0
10000.0
296.88 593.75
593.75
2375.0
Baseline Maximum
throughpu throughpu
t (MB/s, t (MB/s,
128 KiB I/ 128 KiB I/
0) 0)
10.88 260.62
10.88 260.62
10.88 260.62

Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
260000
260000
10000 20000
20000
80000
Baseline Maximum
IOPS (16 IOPS (16
KiB 1/0) KiB 1/0)
500 11000
500 11000
500 11000
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Instance Baseline Maximum Baseline Maximum Baseline Maximum
size bandwidth bandwidth throughpu throughpu I0OPS (16 IOPS (16
(Mbps) (Mbps) t (MB/s, t (MB/s, KiB 1/0) KiB 1/0)
128 KiB I/ 128 KiB I/
0) 0)
hpc7a.24x 87 2085 10.88 260.62 500 11000
large !
hpc7a.48x 87 2085 10.88 260.62 500 11000
large 1
hpc7a.96x 87 2085 10.88 260.62 500 11000
large !
hpc7g.4xl 87 2085 10.88 260.62 500 11000
arge !
hpc7g.8xl 87 2085 10.88 260.62 500 11000
arge !
hpc7g.16x 87 2085 10.88 260.62 500 11000

large !

EBS optimization supported

The following instance types support EBS optimization but EBS optimization is not enabled by
default. You must enable EBS optimization, at an additional hourly fee, during or after launch to

achieve the level of EBS performance described.

Instance size Maximum Maximum throughpu Maximum IOPS (16

bandwidth (Mbps) t (MB/s, 128 KiB1/0) KiB1/0)
c1.xlarge 1000 125.0 8000
c3.xlarge 500 62.5 4000
c3.2xlarge 1000 125.0 8000
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Instance size

c3.4xlarge
i2.xlarge
i2.2xlarge
i2.4xlarge
m1.large
m1.xlarge
m2.2xlarge
m2.4xlarge
m3.xlarge
m3.2xlarge
r3.xlarge
r3.2xlarge

r3.4xlarge

® Note

Maximum
bandwidth (Mbps)

2000
500
1000
2000
500
1000
500
1000
500
1000
500
1000

2000

Maximum throughpu
t (MB/s, 128 KiB 1/0)

250.0
62.5
125.0
250.0
62.5
125.0
62.5
125.0
62.5
125.0
62.5
125.0

250.0

Maximum IOPS (16
KiB 1/0)

16000
4000
8000
16000
4000
8000
4000
8000
4000
8000
4000
8000

16000

The i2.8x1large, c3.8xlarge, and r3.8xlarge instances do not have dedicated EBS
bandwidth and therefore do not offer EBS optimization. On these instances, network traffic

and Amazon EBS traffic share the same 10-gigabit network interface.

Get the maximum Amazon EBS optimized performance

An instance's EBS performance is bounded by the instance type's performance limits, or the

aggregated performance of its attached volumes, whichever is smaller. To achieve maximum EBS

EBS optimization
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performance, an instance must have attached volumes that provide a combined performance equal
to or greater than the maximum instance performance. For example, to achieve 80, 200 IOPS for
r6i.16xlarge, the instance must have at least 5 gp3 volumes provisioned with 16, 200 I0PS
each (5 volumes x 16, 200 IOPS = 80, 000 I0PS). We recommend that you choose an instance type
that provides more dedicated Amazon EBS throughput than your application needs; otherwise, the
connection between Amazon EBS and Amazon EC2 can become a performance bottleneck.

You can use the EBSIOBalance% and EBSByteBalance% metrics to help you determine whether
your instances are sized correctly. You can view these metrics in the CloudWatch console and

set an alarm that is triggered based on a threshold you specify. These metrics are expressed as

a percentage. Instances with a consistently low balance percentage are candidates to size up.
Instances where the balance percentage never drops below 100% are candidates for downsizing.
For more information, see Monitor your instances using CloudWatch.

The high memory instances are designed to run large in-memory databases, including production
deployments of the SAP HANA in-memory database, in the cloud. To maximize EBS performance,
use high memory instances with an even number of 1ol or i02 volumes with identical provisioned
performance. For example, for IOPS heavy workloads, use four iol or io2 volumes with 40,000
provisioned IOPS to get the maximum 160,000 instance IOPS. Similarly, for throughput heavy
workloads, use six 101 or 102 volumes with 48,000 provisioned IOPS to get the maximum 4,750
MB/s throughput. For additional recommendations, see Storage Configuration for SAP HANA.

Considerations

» G4dn, I3en, Inf1, M5a, M5ad, R5a, R5ad, T3, T3a, and Z1d instances launched after February 26,
2020 provide the maximum EBS optimized performance. To get the maximum performance from
an instance launched before February 26, 2020, stop and start it.

« C5, C5d, C5n, M5, M5d, M5n, M5dn, R5, R5d, R5n, R5dn, and P3dn instances launched after
December 3, 2019 provide the maximum EBS optimized performance. To get the maximum
performance from an instance launched before December 3, 2019, stop and start it.

e u-6tbhl.metal, u-9tbl.metal, and u-12tbl.metal instances launched after March 12, 2020
provide the maximum EBS optimized performance. Instances of these types launched before
March 12, 2020 might provide lower performance. To get the maximum performance from an
instance launched before March 12, 2020, contact your account team to upgrade the instance at
no additional cost.
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Find Amazon EBS-optimized Amazon EC2 instance types

You can use the AWS CLI to view the instances types in the current Region that support EBS
optimization.

To find instance types that are Amazon EBS-optimized by default

Use the following describe-instance-types command. If running this command at a Windows
Command Prompt, replace the \ line continuation characters with the A character.

aws ec2 describe-instance-types \

--query 'InstanceTypes[].{InstanceType:InstanceType, "MaxBandwidth(Mb/
s)":EbsInfo.EbsOptimizedInfo.MaximumBandwidthInMbps,MaxIOPS:EbsInfo.EbsOptimizedInfo.MaximumIop
s)":EbsInfo.EbsOptimizedInfo.MaximumThroughputInMBps}' \

--filters Name=ebs-info.ebs-optimized-support,Values=default --output=table

Example output for eu-west-1:

| DescribeInstanceTypes |

R ittt R ettt Fem - = F e - = - +
| InstanceType | MaxBandwidth(Mb/s) | MaxIOPS | MaxThroughput(MB/s) |
R ittt R ettt Fem - = F e - = - +
| m5dn.8xlarge | 6800 | 30000 | 850.0

| m6gd.xlarge | 4750 | 20000 | 593.75

| c4.4xlarge | 2000 | 16000 | 250.0

| r4.l6xlarge | 14000 | 75000 | 1750.0

| m5ad.large | 2880 | 16000 | 360.0

To find instance types that optionally support Amazon EBS optimization

Use the following describe-instance-types command.

aws ec2 describe-instance-types \

--query 'InstanceTypes[].{InstanceType:InstanceType, "MaxBandwidth(Mb/
s)":EbsInfo.EbsOptimizedInfo.MaximumBandwidthInMbps,MaxIOPS:EbsInfo.EbsOptimizedInfo.MaximumIop
s)":EbsInfo.EbsOptimizedInfo.MaximumThroughputInMBps}' \

--filters Name=ebs-info.ebs-optimized-support,Values=supported --output=table

Example output for eu-west-1:
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| DescribeInstanceTypes |

R e B e L R +
| InstanceType | MaxBandwidth(Mb/s) | MaxIOPS | MaxThroughput(MB/s) |
R e B e L R +
| i2.2xlarge | 1000 | 8000 | 125.0 |
| m2.4xlarge | 1000 | 8000 | 125.0

| m2.2xlarge | 500 | 4000 | 62.5

| cl.xlarge | 1000 | 8000 | 125.0 |
| i2.xlarge | 500 | 4000 | 62.5 |
| m3.xlarge | 500 | 4000 | 62.5

| ml.xlarge | 1000 | 8000 | 125.0

| r3.4xlarge | 2000 | 16000 | 250.0 |
| 1r3.2xlarge | 1000 | 8000 | 125.0 |
| c3.xlarge | 500 | 4000 | 62.5 |
| m3.2xlarge | 1000 | 8000 | 125.0

| r3.xlarge | 500 | 4000 | 62.5 |
| i2.4xlarge | 2000 | 16000 | 250.0 |
| c3.4xlarge | 2000 | 16000 | 250.0 |
| c3.2xlarge | 1000 | 8000 | 125.0 |
| ml.large | 500 | 4000 | 62.5

Femr - - R ittt Fem - = Fer e - - - +

Enable Amazon EBS optimization for an Amazon EC2 instance

You can manually enable Amazon EBS optimization only for instances types that optionally
support Amazon EBS optimization, but are not Amazon EBS-optimized by default. For these
instance types you can enable Amazon EBS optimization during or after launch for an additional

hourly fee.

Console
To enable Amazon EBS optimization during launch

In the Launch instances wizard, select the required instance type. Expand the Advanced details
section, then for EBS-optimized instance, select Enable.

If the selected instance type does not support Amazon EBS optimization, the drop-down is
disabled. If the instance type is Amazon EBS-optimized by default, Enable is already selected.
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To enable Amazon EBS optimization after launch

1.
2.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation pane, choose Instances, and select the instance.

Stop the instance. Choose Actions, Instance state, Stop instance.

/A Warning

When you stop an instance, the data on any instance store volumes is erased. To
keep data from instance store volumes, be sure to back it up to persistent storage.

With the instance still selected, choose Actions, Instance settings, Change instance type.

Select EBS-optimized and then choose Apply.

If the instance type is Amazon EBS-optimized by default, or if it does not support Amazon
EBS optimization, the checkbox is disabled.

Restart the instance. Choose Instance state, Start instance.

Command line

To enable Amazon EBS optimization during launch

You can use one of the following commands with the corresponding option.

 run-instances with --ebs-optimized (AWS CLI)

« New-EC2Instance with -EbsOptimized (AWS Tools for Windows PowerShell)

To enable Amazon EBS optimization after launch

1.

If the instance is running, stop it using one of the following commands.

» stop-instances (AWS CLI)

» Stop-EC2Instance (AWS Tools for Windows PowerShell)
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/A Warning

When you stop an instance, the data on any instance store volumes is erased. To
keep data from instance store volumes, be sure to back it up to persistent storage.

2. Enable EBS optimization using one of the following commands with the corresponding
option:

« modify-instance-attribute with --ebs-optimized (AWS CLI)

« Edit-EC2InstanceAttribute with -EbsOptimized (AWS Tools for Windows PowerShell)

CPU options for Amazon EC2 instances

Many Amazon EC2 instances support simultaneous multithreading (SMT), which enables multiple
threads to run concurrently on a single CPU core. Each thread is represented as a virtual CPU
(vCPU) on the instance. An instance has a default number of CPU cores, which varies according to
instance type. For example, an m5. xlarge instance type has two CPU cores and two threads per
core by default—four vCPUs in total.

(® Note

Each vCPU is a thread of a CPU core, except for T2 instances, M7a instances, Apple silicon
Mac instances, and 64-bit ARM platforms such as instances powered by AWS Graviton
processors.

In most cases, there is an Amazon EC2 instance type that has a combination of memory and
number of vCPUs to suit your workloads. However, you can specify the following CPU options
during instance launch to optimize your instance for specific workloads or business needs:

« Number of CPU cores: You can customize the number of CPU cores for the instance. You might
do this to potentially optimize the licensing costs of your software with an instance that has
sufficient amounts of RAM for memory-intensive workloads but fewer CPU cores.

» Threads per core: You can disable SMT by specifying a single thread per CPU core. You might do
this for certain workloads, such as high performance computing (HPC) workloads.
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Pricing

There is no additional or reduced charge for specifying CPU options. You're charged the same as
instances that are launched with the default CPU options.

Contents

 Rules for specifying CPU options for an Amazon EC2 instance

» Supported CPU options for Amazon EC2 instance types

» Specify CPU options for an Amazon EC2 instance

« View CPU threads and cores for an Amazon EC2 instance

Rules for specifying CPU options for an Amazon EC2 instance

To specify the CPU options for your instance, be aware of the following rules:

» You can't specify CPU options for bare metal instances.
« CPU options can only be specified during instance launch and cannot be modified after launch.

« When you launch an instance, you must specify both the number of CPU cores and threads per
core in the request. For example requests, see Specify CPU options for an Amazon EC2 instance.

o The number of vCPUs for the instance is the number of CPU cores multiplied by the threads per
core. To specify a custom number of vCPUs, you must specify a valid number of CPU cores and
threads per core for the instance type. You cannot exceed the default number of vCPUs for the
instance. For more information, see Supported CPU options for Amazon EC2 instance types.

« To disable simultaneous multithreading (SMT), also referred to as hyper-threading, specify one
thread per core.

« When you change the instance type of an existing instance, the CPU options automatically

change to the default CPU options for the new instance type.

» The specified CPU options persist after you stop, start, or reboot an instance.

Supported CPU options for Amazon EC2 instance types

The following tables list the instance types that support specifying CPU options.

Contents

» General purpose instances
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« Compute optimized instances

Memory optimized instances

Storage optimized instances

Accelerated computing instances

High-performance computing instances

General purpose instances

Instance Default Default CPU
type vCPUs cores
m2.xlarge 2 2
m2.2xlarg 4 4

e

m2.4xlarg 8 8

e

m3.large 2 1
m3.xlarge 4 2
m3.2xlarg 8 4

e

m4 . large 2 1
m4.xlarge 4 2
m4.2xlarg 8 4

e

m4.4xlarg 16 8

e

Default
threads per
core

Valid CPU
cores

1,2

1,2,3, 4

1' 2' 3’ 4I 5'
6,7,8

1,2

1,2,3,4

1,2

1,2,3, 4

1,2,54,5,
6,7,8

Valid
threads per
core

1,2
1,2

1,2

1,2
1,2

1,2

1,2
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Instance
type

mé&
ge

ms .

ge

m5.

m5.

m5.

m5.

m5.

m5.

ge

m5.

ge

.10xlar

16x1lar

large
xlarge

2xlarg

4xlarg

8xlarg

12xlar

16xlar

Default
vCPUs

40

64

16

32

48

64

Default CPU

cores

20

32

16

24

32

Default
threads per
core

2

Valid CPU
cores

2,4,6, 8,10,
12,14, 16,
18, 20

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32

1
2

2,4

2,4,6,8

2,4,6,8,10,
12,14, 16

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32

Valid
threads per
core

1,2

1,2

1,2
1,2

1,2

1,2

1,2

1,2

1,2
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Instance Default Default CPU  Default Valid CPU Valid
type vCPUs cores threads per cores threads per
core core

m5.24xlar 96 48 2 4,6, 8,10, 1,2
ge 12, 14, 16,

18, 20, 22,

24, 26, 28,

30, 32, 34,

36, 38, 40,

42, 44, 46,

48
m5a.large 2 1 2 1 1,2
m5a.xlarg 4 2 2 2 1,2
e
m5a.2xlar 8 4 2 2,4 1,2
ge
m5a.4xlar 16 8 2 2,4,6,8 1,2
ge
m5a.8xlar 32 16 2 4,6, 8,10, 1,2
ge 12,14, 16
m5a.12xla 48 24 2 6,12,18, 24 1,2
rge
m5a.1l6xla 64 32 2 8,10,12,14, 1,2
rge 16, 18, 20,

22, 24, 26,

28, 30, 32
m5a.24x1la 96 48 2 12,18, 24, 1,2
rge 36, 48
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Instance

type

m5ad.

m5ad.
ge

m5ad.
rge

m5ad.
rge

m5ad.
rge

m5ad.
arge

m5ad.
arge

m5ad.
arge

larg

xlar

2xla

4x1a

8xla

12x1

16x1

24x1

m5d.large

m5d.xlarg

e

m5d.2x1lar

ge

Default
vCPUs

16

32

48

64

96

Default CPU
cores

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

2,4

2,4,6,8

4,6, 8,10,
12,14, 16

6,12,18, 24

8,10, 12, 14,
16, 18, 20,
22, 24, 26,
28, 30, 32

12,18, 24,
36,48

1

2

2,4

Valid

threads per

core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2
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Instance
type

m5d.4x1lar
ge

m5d.8x1lar
ge

m5d.12x1a
rge

m5d.16x1a
rge

m5d.24x1a
rge

m5dn.larg
e

m5dn.xlar
ge

m5dn.2x1la
rge

Default
vCPUs

16

32

48

64

96

2

4

8

Default CPU
cores

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

2,4,6,8

2,4,6,8,10,
12,14, 16

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32

4,6,8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

1,2

2,4

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2
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Instance Default
type vCPUs

m5dn.4x1la 16
rge

m5dn.8x1a 32
rge

m5dn.12x1 48
arge

m5dn.16x1 64
arge

m5dn.24x1 96
arge

m5n.large 2

m5n.xlarg 4
e

m5n.2xlar 8
ge

Default CPU
cores

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

2,4,6,8

2,4,6,8,10,
12,14, 16

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

1,2

2,4

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2
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Instance Default
type vCPUs

m5n.4xlar 16
ge

m5n.8xlar 32
ge

m5n.12x1a 48
rge

m5n.16x1a 64
rge

m5n.24x1a 96
rge

m5zn.larg 2
e

m5zn.xlar 4
ge

m5zn.2xla 8
rge

Default CPU
cores

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

2,4,6,8

2,4,6,8,10,
12,14, 16

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

1,2

2,4

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2
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Instance
type

m5zn.3xla
rge

m5zn.6x1a
rge

m5zn.12x1
arge

m6a.large

m6a.xlarg

m6a.2xlar
ge

mé6a.4xlar
ge

m6a.8xlar
ge

mb6a.l12xla
rge

m6a.l6xla
rge

mb6a.24xla
rge

Default
vCPUs

12

24

48

16

32

48

64

96

Default CPU
cores

12

24

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

2,4,6

2,4,6, 8,10,
12

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

1,2

1,23, 4

1[ 2I 3[ 4! 5'
6,78

4,6, 8,10,
12,14, 16

1,2,54,5,

6,7,8,16, 24

4,6,8,10,
12,14, 16,
32

4,6, 8,10,
12, 14, 16,
32,48

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2
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Instance

type

mé6a
rge

mé6a
rge

még.

még.

még.

ge

még.

ge

mé6g.

ge

.32x1la

.48x1a

large

xlarg

2xlar

4x1lar

8xlar

Default
vCPUs

128

192

16

32

Default CPU
cores

64

96

16

32

Default
threads per
core

2

Valid CPU
cores

8,12, 16, 20,
24, 28, 32,
64

8,12, 16, 20,
24, 28, 32,
64, 96

1,2

1,2,3,4

1l 2' 3! 4I 5'
6,78

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14, 15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

Valid
threads per
core

1,2

1,2
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Instance Default
type vCPUs

m6g.12x1la 48
Ige

Default CPU
cores

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1
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Instance Default Default CPU Default Valid CPU Valid
type vCPUs cores threads per cores threads per
core core

m6g.16x1la 64 64 1 1,2,3,4,5, 1
rge 6,7,8,9 10,
11,12, 13,
14, 15, 16,
17,18, 19,
20, 21, 22,
23,24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41,42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63,64

mé6gd.larg 2 2 1 1,2 1
e

m6gd.xlar 4 4 1 1,2,3, 4 1
ge

m6gd.2x1la 8 8 1 1,2,3,4,5, 1
rge 6,78
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Instance
type

m6gd. 4x1la
Ige

m6gd.8x1la
rge

m6gd.12x1
arge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

1,2,3,4,5,
67,8910,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32,33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

1

1
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Instance Default Default CPU Default Valid CPU Valid
type vCPUs cores threads per cores threads per
core core

m6gd.16x1 64 64 1 1,2,3,4,5, 1
arge 6,7,8,9 10,
11,12, 13,
14, 15, 16,
17,18, 19,
20, 21, 22,
23,24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41,42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63,64

m6i.large 2 1 2 1 1,2

m6i.xlarg 4 2 2 1,2 1,2

m6i.2xlar 8 4 2 2,4 1,2
ge

méi.4xlar 16 8 2 2,4,6,8 1,2
ge
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Instance
type

mé6i
ge

m6i
rge

mé6i
rge

m6i
rge

mé6i
rge

.8xlar

.12x1a

.16x1a

.24x1a

.32x1la

Default
vCPUs

32

48

64

96

128

Default CPU
cores

16

24

32

48

64

Default
threads per
core

2

Valid CPU
cores

2,4,6,8,10,
12,14, 16

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2
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Instance

type

m6id.

méid.

ge

méid.

rge

méid.

rge

méid.

rge

méid.

arge

méid.

arge

méid.

arge

larg

xlar

2xla

4x1a

8xla

12x1

16x1

24x1

Default
vCPUs

16

32

48

64

96

Default CPU
cores

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

1,2

2,4

2,4,6,8

2,4,6,8,10,
12,14, 16

2,4,6,8,10,
12, 14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12, 14, 16,
18, 20, 22,
24, 26, 28,
30, 32

2,4,6,8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

Valid

threads per

core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2
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Instance

type

m6id.32x1

arge

méidn.

ge

mé6idn.

rge

mé6idn.

arge

mé6idn.

arge

mé6idn.

arge

lar

x1la

2x1

4x1

8x1

Default
vCPUs

128

16

32

Default CPU
cores

64

16

Default
threads per
core

2

Valid CPU
cores

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64

1

1,2

1,2,3, 4

1' 2' 3’ 4I 5'
6,7, 8

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

CPU options

456



Amazon Elastic Compute Cloud

User Guide

Instance
type

m6idn.12x
large

mé6idn.16x
large

mé6idn.24x
large

Default
vCPUs

48

64

Default CPU
cores

24

32

48

Default
threads per
core

2

Valid CPU Valid
cores threads per
core

1,2,3,4,5, 1,2
6,7,8,9 10,
11,12, 13,

14, 15, 16,

17,18, 19,

20, 21, 22,

23,24

1,2,3,4,5, 1,2
6,7,8,9 10,
11,12, 13,

14,15, 16,

17,18, 19,

20, 21, 22,

23, 24, 25,

26, 27, 28,

29, 30, 31,

32

4,6,8,10, 1,2
12, 14, 16,

18, 20, 22,

24, 26, 28,

30, 32, 34,

36, 38, 40,

42, 44, 46,

48
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Instance Default
type vCPUs

mé6idn.32x 128
large

m6in.larg 2

mé6in.xlar 4
ge

m6in.2xla 8
rge

m6in.4xla 16
rge

m6in.8xla 32
rge

Default CPU
cores

64

16

Default
threads per
core

2

Valid CPU
cores

4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64

1

1,2

1,2,3,4

1' 2' 3’ 4I 5'
6,78

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2
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Instance
type

m6in.12x1
arge

m6in.16x1
arge

mé6in.24x1
arge

Default
vCPUs

48

Default CPU
cores

24

32

48

Default
threads per
core

2

Valid CPU Valid
cores threads per
core

1,2,3,4,5, 1,2
6,7,8,9, 10,
11,12, 13,

14, 15, 16,

17,18, 19,

20, 21, 22,

23,24

1,2,3,4,5, 1,2
6,7,8,9 10,
11,12, 13,

14,15, 16,

17,18, 19,

20, 21, 22,

23, 24, 25,

26, 27, 28,

29, 30, 31,

32

4,6,8,10, 1,2
12, 14, 16,

18, 20, 22,

24, 26, 28,

30, 32, 34,

36, 38, 40,

42, 44, 46,

48

CPU options
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Instance

type

m6in.32x1

arge

m7a

m7a

m7a
ge

m7a
ge

m7a
ge

m7a.

rge

.large

.xlarg

.2xlar

.4xlar

.8xlar

12x1a

Default
vCPUs

128

16

32

48

Default CPU
cores

64

16

32

48

Default
threads per
core

2

Valid CPU
cores

4,6,8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64

1,2

1,2,3,4

1' 2' 3’ 4I 5'
6,7,8

1' 2' 4’ 6! 8I
10, 12, 14,
16

1' 2' 3’ 4I 8I
12,16, 20,
24, 28, 32

1,2,3,4,5,
6,12, 18, 24,
30, 36, 42,
48

Valid
threads per
core

1,2

CPU options
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Instance

type

m7a.

rge

m7a
rge

m7a.

rge

m7a
rge

m7g.

m7g.

m7g.
ge

16x1a

.24x1a

32x1a

.48x1a

large

xlarg

2x]lar

Default
vCPUs

64

96

128

192

Default CPU
cores

64

96

128

192

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7, 8,16,
24,32, 40,
48, 56, 64

1,2,3,4,5,
6,7,8,9 10,
11,12, 24,
36, 48, 60,
72, 84,96

4,6, 8,10,

12,14, 16,

32,48, 64,

80, 96, 112,
128

4,6,8,10,
12,14, 16,
18, 20, 22,
24,48, 72,
96, 120, 144,
168, 192

1,2

1,2,3,4

1[ 2I 3! 4! 5’
6,78

Valid
threads per
core

CPU options
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Instance
type

m7g.4xlar
ge

m7g.8xlar
ge

m7g.12xla
rge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

1,2,3,4,5,
67,8910,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32,33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

1

1

CPU options
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Instance Default
type vCPUs

m7g.1l6xla 64
Ige

m7gd.larg 2
e

m7gd.xlar 4
ge

m7gd.2x1a 8
rge

Default CPU Default

cores threads per
core

64 1

2 1

4 1

8 1

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63, 64

1,2

1,2,3,4

1' 2' 3’ 4I 5'
6,7,8

Valid
threads per
core

1

1

1

CPU options
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Instance
type

m7gd.4xla
Ige

m7gd.8x1la
rge

m7gd.12x1
arge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

1,2,3,4,5,
67,8910,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32,33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

1

1

CPU options
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Instance Default
type vCPUs

m7gd.16x1 64
arge

m7i.large 2

m7i.xlarg 4

m7i.2xlar 8
ge

m71i.4xlar 16
ge

Default CPU
cores

64

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63, 64

1

1,2

1,2,3, 4

1' 2' 3’ 4I 5I
6,7,8

Valid
threads per
core

1

1,2

1,2

CPU options
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Instance
type

m7i.8xlar
ge

m7i.12x1la
rge

m7i.16xla
rge

Default
vCPUs

32

48

64

Default CPU
cores

16

24

32

Default
threads per
core

2

Valid CPU
cores

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23,24

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

Valid
threads per
core

1,2

1,2

1,2

CPU options
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Instance Default
type vCPUs

m71i.24x1a 96
rge

m7i.48x1la 192
rge

Default CPU
cores

48

96

Default
threads per
core

2

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

4, 6,8, 10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64,
66, 68, 70,
72,74, 76,
78, 80, 82,
84, 86, 88,
90, 92, 94,
96

Valid
threads per
core

1,2

1,2

CPU options
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Instance Default Default CPU Default Valid CPU Valid
type vCPUs cores threads per cores threads per
core core

m7i-flex. 2 1 2 1 1,2
large
m7i-flex. 4 2 2 1,2 1,2
xlarge
m7i-flex. 8 4 2 1,2,3 4 1,2
2xlarge
m7i-flex. 16 8 2 1,2,3,4,5, 1,2
4xlarge 6,7,8
m7i-flex. 32 16 2 1,2,3,4,5, 1,2
8xlarge 6,7,8,9, 10,

11,12, 13,

14, 15, 16
t3.nano 2 1 2 1 1,2
t3.micro 2 1 2 1 1,2
t3.small 2 1 2 1 1,2
t3.medium 2 1 2 1 1,2
t3.large 2 1 2 1 1,2
t3.xlarge 4 2 2 2 1,2
t3.2xlarg 8 4 2 2,4 1,2
e
t3a.nano 2 1 2 1 1,2
t3a.miczro 2 1 2 1 1,2

CPU options 468
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Instance

type

t3a.

t3a

t3a

t3a

t3a
ge

t4qg.
t4qg.
t4qg.

t4qg.

t4qg.

t4g.

t4g.

ge

small

.mediu

.large

.xlarg

.2xlar

nano
micro
small

mediu

large

xlarg

2x]lar

Default
vCPUs

Default CPU
cores

Default
threads per
core

2

2

Valid CPU
cores

2,4

1,2
1,2
1,2

1,2

1,2

1,2,3,4

1,2,345,
6,7,8

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

CPU options

469



Amazon Elastic Compute Cloud

User Guide

Compute optimized instances

Instance
type

c3.

c3.

c3.

e

c3.

e

c3.

e

c4.

c4.

ch.

e

c4.

e

c4.

e

c5.

c5.

c5.

large
xlarge

2xlarg

4xlarg

8xlarg

large
xlarge

2xlarg

4xlarg

8xlarg

large

xlarge

2xlarg

Default
vCPUs

16

32

16

36

Default CPU
cores

16

18

Default
threads per
core

2

2

Valid CPU
cores

1,2

1,2,3,4

1' 2' 3’ 4I 5'
6,7,8

2,4,6,8,10,
12,14, 16

1
1,2

1,2,3,4

1,2,54,5,
6,78

2,4,6,8,10,
12, 14, 16,
18

2,4

Valid
threads per
core

1,2
1,2

1,2

1,2

1,2

1,2
1,2

1,2

1,2

1,2

1,2

1,2

1,2

CPU options
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Instance
type

c5.4xlarg

e

c5.9xlarg
e

c5.12xlar
ge

c5.18xlar
ge

c5.24x]ar
ge

c5a.large

c5a.xlarg
e

Default
vCPUs

16

36

48

72

96

2

4

Default CPU
cores

18

24

36

48

Default
threads per
core

2

Valid CPU
cores

2,4,6,8

2,4,6,8,10,
12, 14, 16,
18

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36

2,4,6,8,10,
12, 14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

1,2

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

CPU options
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Instance
type

c5a.2xlar
ge

c5a.4xlar
ge

c5a.8xlar
ge

c5a.12xla
rge

c5a.16xla
rge

c5a.24xla
rge

c5ad.larg
e

c5ad.xlar
ge

c5ad.2x1la
rge

c5ad.4xla
rge

Default
vCPUs

16

32

48

64

96

16

Default CPU
cores

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

1,2,3, 4

1,2,3,4,8

1' 2' 3’ 4I 8I
12,16

1! 2! 3[ 4! 8I
12, 16, 20,
24

1' 2' 3! 4! 8I
12, 16, 20,
24, 28, 32

1,2,3,4,8,
12,16, 20,
24, 28, 32,
36, 40, 44,
48

1,2

1,2,3, 4

1,2,3,48

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

CPU options
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Instance

type

c5ad
rge

c5ad
arge

c5ad
arge

c5ad
arge

c5d.

c5d.

c5d.
ge

c5d.
ge

c5d.
ge

.8xla

.12x1

.16x1

.24x1

large

xlarg

2xlar

4xlar

9xlar

Default
vCPUs

32

48

64

96

16

36

Default CPU
cores

16

24

32

48

18

Default
threads per
core

2

Valid CPU
cores

1' 2' 3! 4I 8I
12,16

1' 2' 3’ 4I 8I
12, 16, 20,
24

1' 2' 3’ 4I 8I
12,16, 20,
24, 28, 32

1,2,3,4,8,
12, 16, 20,
24, 28, 32,
36, 40, 44,
48

2,4

2,4,6,8

2,4,6,8,10,
12, 14, 16,
18

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

CPU optio
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Instance
type

c5d.12x1la
rge

c5d.18x1la
rge

c5d.24x1a
rge

c5n.large

c5n.xlarg

c5n.2xlar
ge

c5n.4xlar
ge

Default
vCPUs

48

96

16

Default CPU
cores

24

36

48

Default
threads per
core

2

Valid CPU
cores

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

4, 6,8, 10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36

2,4,6,8,10,
12, 14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

2,4

2,4,6,8

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

CPU options
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Instance Default Default CPU  Default Valid CPU Valid
type vCPUs cores threads per cores threads per
core core

c5n.9xlar 36 18 2 2,4,6,8, 10, 1,2
ge 12, 14, 16,

18
c5n.18x1la 72 36 2 4,6, 8, 10, 1,2
rge 12, 14, 16,

18, 20, 22,

24, 26, 28,

30, 32, 34,

36
cba.large 2 1 2 1 1,2
cba.xlarg 4 2 2 1,2 1,2
e
cba.2xlar 8 4 2 1,2,3 4 1,2
ge
cba.4xlar 16 8 2 1,2,3,4,5, 1,2
ge 6,78
c6a.8xlar 32 16 2 4,6,8, 10, 1,2
ge 12,14, 16
cba.l2xla 48 24 2 1,2,3 4,5, 1,2
rge 6,7,8,16, 24
cba.l6xla 64 32 2 4,6, 8,10, 1,2
rge 12, 14, 16,

32
cba.24xla 96 48 2 4,6, 8,10, 1,2
rge 12, 14, 16,

32,48

CPU options 475
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Instance

type

cba
rge

cba
rge

cébg.

cébg.

c6g.

ge

c6g.

ge

c6g.

ge

.32x1la

.48x1a

large

xlarg

2xlar

4x1lar

8xlar

Default
vCPUs

128

192

16

32

Default CPU
cores

64

96

16

32

Default
threads per
core

2

Valid CPU
cores

8,12, 16, 20,
24, 28, 32,
64

8,12, 16, 20,
24, 28, 32,
64, 96

1,2

1,2,3,4

1l 2' 3! 4I 5'
6,78

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14, 15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

Valid
threads per
core

1,2

1,2

CPU options
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Instance Default
type vCPUs

cb6g.12xla 48
Ige

Default CPU
cores

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

CPU options
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Instance Default
type vCPUs

cb6g.16xla 64
Ige

cbgd.larg 2
e

cbgd.xlar 4
ge

cbgd.2xla 8
rge

Default CPU Default

cores threads per
core

64 1

2 1

4 1

8 1

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63, 64

1,2

1,2,3,4

1' 2' 3’ 4I 5'
6,7,8

Valid
threads per
core

1

1

1

CPU options
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Instance
type

cbgd.4xla
Ige

cbgd.8xla
rge

cbgd.12x1
arge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

1,2,3,4,5,
67,8910,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32,33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

1

1

CPU options
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Instance Default
type vCPUs

cbgd.16x1 64
arge

cégn.medi 1
um

cégn.larg 2

cégn.xlar 4
ge

cébgn.2xla 8
rge

Default CPU
cores

64

Default
threads per
core

Valid CPU Valid
cores threads per
core

1,2,3,4,5 1
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63, 64

1 1

1,2 1

1,2,3, 4 1

1,2,3,4,5, 1
6,7,8

CPU options
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Instance
type

cbgn.4xla
Ige

cbgn.8xla
rge

cébgn.12x1
arge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

1,2,3,4,5,
67,8910,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32,33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

1

1

CPU options
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Instance Default Default CPU Default Valid CPU Valid
type vCPUs cores threads per cores threads per
core core

cbgn.16x1 64 64 1 1,2,3,4,5, 1
arge 6,7,8,9 10,
11,12, 13,
14, 15, 16,
17,18, 19,
20, 21, 22,
23,24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41,42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63,64

cbi.large 2 1 2 1 1,2

cbi.xlarg 4 2 2 1,2 1,2

c6i.2xlar 8 4 2 2,4 1,2
ge

c6i.4xlar 16 8 2 2,4,6,8 1,2
ge

CPU options 482
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Instance
type

cbi
ge

cb6i
rge

cbi
rge

cbhi
rge

cbhi
rge

.8xlar

.12x1a

.16x1a

.24x1a

.32x1la

Default
vCPUs

32

48

64

96

128

Default CPU
cores

16

24

32

48

64

Default
threads per
core

2

Valid CPU
cores

2,4,6,8,10,
12,14, 16

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

CPU options
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Instance

type

c6id.

c6id.

ge

c6id.

rge

c6id.

rge

c6id.

rge

c6id.

arge

c6id.

arge

c6id.

arge

larg

xlar

2xla

4x1a

8xla

12x1

16x1

24x1

Default
vCPUs

16

32

48

64

96

Default CPU
cores

16

24

32

48

Default
threads per
core

2

Valid CPU
cores

1,2

2,4

2,4,6,8

2,4,6,8,10,
12,14, 16

2,4,6,8,10,
12, 14, 16,
18, 20, 22,
24

2,4,6, 8,10,
12, 14, 16,
18, 20, 22,
24, 26, 28,
30, 32

2,4,6,8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48

Valid

threads per

core

1,2

1,2

1,2

1,2

1,2

1,2

1,2

1,2

CPU options
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Instance Default
type vCPUs

c6id.32x1 128
arge

cbin.larg 2

c6in.xlar 4
ge

c6in.2xla 8
rge

c6in.4xla 16
rge

c6in.8x1la 32
rge

Default CPU
cores

64

16

Default
threads per
core

2

Valid CPU
cores

2,4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64

1

1,2

1,2,3, 4

1' 2' 3’ 4I 5'
6,7, 8

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

Valid
threads per
core

1,2

1,2

1,2

1,2

1,2

1,2

CPU options
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Instance
type

c6in.12x1
arge

c6in.16x1
arge

cbin.24x1
arge

Default
vCPUs

48

Default CPU
cores

24

32

48

Default
threads per
core

2

Valid CPU Valid
cores threads per
core

1,2,3,4,5, 1,2
6,7,8,9 10,
11,12, 13,

14, 15, 16,

17,18, 19,

20, 21, 22,

23,24

1,2,3,4,5, 1,2
6,7,8,9 10,
11,12, 13,

14,15, 16,

17,18, 19,

20, 21, 22,

23, 24, 25,

26, 27, 28,

29, 30, 31,

32

4,6,8,10, 1,2
12, 14, 16,

18, 20, 22,

24, 26, 28,

30, 32, 34,

36, 38, 40,

42, 44, 46,

48

CPU options
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Instance

type

c6in.32x1

arge

c/a

c/a

c’/a
ge

c/a
ge

c/a
ge

c/a.

rge

.large

.xlarg

.2xlar

.4xlar

.8xlar

12x1a

Default
vCPUs

128

16

32

48

Default CPU
cores

64

16

32

48

Default
threads per
core

2

Valid CPU
cores

4,6, 8,10,
12,14, 16,
18, 20, 22,
24, 26, 28,
30, 32, 34,
36, 38, 40,
42, 44, 46,
48, 50, 52,
54, 56, 58,
60, 62, 64

1,2

1,2,3,4

1' 2' 3’ 4I 5'
6,7,8

1' 2' 4’ 6I 8'
10, 12, 14,
16

1' 2' 3’ 4I 8I
12,16, 20,
24, 28, 32

1,2,3,4,5,
6,12, 18, 24,
30, 36, 42,
48

Valid
threads per
core

1,2

CPU options
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Instance

type

c/a.

rge

c/a
rge

c’/a
rge

c/a
rge

c/g

c/g

c/g.
ge

16x1a

.24x1a

.32x1la

.48x1a

.large

.xlarg

2xlar

Default
vCPUs

64

96

128

192

Default CPU
cores

64

96

128

192

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7, 8,16,
24, 32, 40,
48, 56, 64

1,2,3,4,5,
6,7,8,9 10,
11,12, 24,
36, 48, 60,
72, 84,96

4,6,8,10,

12,14, 16,

32,48, 64,

80, 96, 112,
128

4,6,8,10,
12,14, 16,
18, 20, 22,
24,48, 72,
96, 120, 144,
168, 192

1,2

1,2,3,4

1[ 2I 3! 4! 5l
6,78

Valid
threads per
core

CPU options
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Instance
type

c7g.4xlar
ge

c7g.8xlar
ge

c7g9.12xla
rge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

1,2,3,4,5,
67,8910,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32,33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

1

1

CPU options
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Instance Default
type vCPUs

c7g.16xla 64
Ige

c7gd.larg 2
e

c7gd.xlar 4
ge

c7g9d.2xla 8
rge

Default CPU Default

cores threads per
core

64 1

2 1

4 1

8 1

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63, 64

1,2

1,2,3, 4

1' 2' 3’ 4I 5'
6,7,8

Valid
threads per
core

1

1

1

CPU options
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Instance
type

c7gd.4xla
Ige

c7gd.8xla
rge

c7gd.12x1
arge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32

1,2,3,4,5,
67,8910,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32,33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48

Valid
threads per
core

1

1

1

CPU options
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Instance Default
type vCPUs

c7gd.16x1 64
arge

c7gn.larg 2
e

c7gn.xlar 4
ge

c7gn.2xla 8
rge

Default CPU Default

cores threads per
core

64 1

2 1

4 1

8 1

Valid CPU
cores

1,2,3,4,5,
6,7,8,9,10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,
32, 33, 34,
35, 36, 37,
38, 39, 40,
41, 42, 43,
44, 45, 46,
47, 48, 49,
50, 51, 52,
53, 54, 55,
56, 57, 58,
59, 60, 61,
62, 63, 64

1,2

1,2,3,4

1' 2' 3’ 4I 5'
6,7,8

Valid
threads per
core

1

1

1

CPU options
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Instance
type

c7gn.4xla
Ige

c7gn.8xla
rge

c7gn.12x1
arge

Default
vCPUs

16

32

48

Default CPU
cores

16

32

48

Default
threads per
core

Valid CPU
cores

1,2,3,4,5,
6,7,8,9, 10,
11,12, 13,
14,15, 16

1,2,3,4,5,
6,7,8,9 10,
11,12, 13,
14,15, 16,
17,18, 19,
20, 21, 22,
23, 24, 25,
26, 27, 28,
29, 30, 31,