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Abstract—As a part of Fourth Generation (4G) wireless
communication system, a user can associate with any radio
access technology (RAT) when there are multiple RATs
available and can move seamlessly among them. To handle
the explosive growth of traffic in cellular network, the idea
of mobile data traffic offloading to Wireless Fidelity (WiFi)
has been proposed. In this paper, we focus on mobile data
offload assisted optimal association problem in a heteroge-
neous network. The problem has been formulated under
the framework of constrained Markov decision process
(CMDP). Value iteration and gradient descent algorithm
has been used to determine the optimal policy. We aim to
maximize the expected average per-user throughput of the
system subject to a constraint on blocking probability of
voice users. In our model, we consider the possibility of
mobile data user offload from one RAT to another during
association or departure of a user. Optimal policy has been
found to follow a threshold structure. Numerical results are
presented to show how the average per-user throughput of
the system varies under different load conditions.

I. INTRODUCTION

A heterogeneous network (HetNet) consists of mul-

tiple radio access technologies (RATs) and network

architectures to improve coverage and capacity. In a

typical HetNet, a subscriber can associate with a RAT

from a pool of RATs, so as to provide the RAT with

the best possible performance to the subscriber. Such

HetNet systems may allow a user to move seamlessly

among different RATs. The mechanism behind seamless

movement of users from one RAT to another is called

vertical handoff. Various algorithms have been proposed

for vertical handoff in the last few years.

Traditionally, there has been many related works

[1], [2], [3], [4] which investigate into the optimal

access technology selection and admission control in

the presence of different RATs. In [1], optimal RAT

selection problem has been considered in a system

which includes vertical handoff. In this work, the authors

have determined Markov decision process (MDP) based

optimal policies taking different objective functions like

blocking probability and throughput into account. Based

on the optimal policies, some heuristic policies with low

computation complexity have been proposed and they

showed significant improvement over the existing poli-

cies. In [2], optimal association among wireless stations

(STAs) and access points (APs) has been considered

based on the value of the sum of utilities of an asso-

ciation. The limitation of this work is that user arrival

and departure scenario is not taken into consideration.

In [3], the authors have focused on optimal client-AP

association in a wireless Local Area Networks (WLAN)

network and formulated the problem using continuous

time MDP. The limitation in [2] has been addressed in

this work. However, in this work, departure of a user

has not been considered as a decision epoch. We have

addressed this limitation in our work and formulated

appropriate actions in case of a departure also.

A typical HetNet consists of IEEE 802.11 based

WLAN (popularly known as Wireless Fidelity (WiFi))

APs, femtocells etc. overlaid with Long term evolu-

tion (LTE) base-stations (BSs). The widespread use of

smartphones has resulted in significant growth in mobile

data traffic. Different methods have been proposed to

mitigate the problem of ever-increasing traffic in cellular

networks. One of them is to steer the mobile data

users to WiFi which typically operates in unlicensed

band, providing a cost-effective solution. This approach

requires close co-ordination between cellular and WiFi

networks. With the widespread deployment of WiFi

APs and IEEE 802.11u capable Hotspot 2.0, WiFi has

become a prominent candidate for offloading of data

users.

There are two different approaches to perform of-

floading of data from LTE based cellular network to

WiFi, namely user-based offloading and network based

offloading. User-based offloading gives user the capa-

bility to choose the RAT and doesn’t require much

changes in the network side. On the other hand, in

network-based offloading, network takes the offloading

decision. One user-based data offloading scheme from

LTE to WLAN has been proposed in [5]. In this paper,

an offloading approach based on combined information

on signal quality and network load has been proposed.

This kind of distributed user-based offloading algorithms

tend to perform greedily and fail to converge to a global

optimum. This often causes network-wide performance

degradation. Moreover, the issue of user mobility is also

not taken into account in this work.

Based on the time of offloading, offloading can again

be classified into two types: on-the-spot and delayed

offloading [6], [7]. On-the-spot offloading works on the

principle that mobile data traffic is steered to WiFi, if

available. Whenever there is no WiFi availability, mobile

data traffic is transmitted using the cellular network.

On the other hand, delayed offloading waits for some

fixed time, if WiFi is not available. If WiFi availability

doesn’t resume in this interval, data is transmitted using

cellular network. Performance evaluation of on-the-spot

offloading has been investigated in [6] in terms of
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expected delay as the system metric. However, on-the-

spot offloading offers limited performance improvement

over existing schemes. In [7], a quantitative study of

on-the-spot and delayed WiFi offloading has been done.

In [8], a network assisted WiFi offloading model

has been considered with an objective of maximizing

per-user throughput. The authors have formulated this

problem as an optimization problem that determines

the optimal fraction of users to be steered to WiFi. It

has been found that the proposed scheme outperforms

on-the-spot offloading [6]. However, the authors have

not considered the blocking probability constraint and

mobility aspect of users in this work.

In this paper, we study the optimal association prob-

lem in a LTE-WiFi heterogeneous network. We consider

the possibility of network-based data offload of an active

user from one RAT to another at the instance of the

association of a new user and the departure of a user. To

study the optimal association, a constrained discrete time

MDP (CMDP) based model has been formulated. Per-

user throughput has been set as the objective function

subject to a constraint on the voice blocking probability.

Our work is partly motivated by [1], but the networks un-

der study are completely different. Above all, in the per-

user throughput maximization problem formulation, we

have introduced the voice blocking probability constraint

which is not considered in [1]. In this work we have

considered offloading only for data users and assumed

voice users to be served using LTE only.

Our contribution in this work are: 1) We formulate

the optimal association in a data offload capable het-

erogeneous network containing a LTE BS and a WiFi

AP as an infinite horizon discrete time CMDP problem

to determine optimal policy, 2) we analyze the optimal

policy to observe that it has a threshold structure for a

fixed number of users in WiFi. As the number of users

in WiFi changes, the structure retains but the threshold

value changes and 3) numerical results are presented

under different arrival and service rates for both voice

and data users.

The rest of the paper is organized as follows. The

system model is described in Section II. In Section

III, the problem has been formulated as CMDP with a

description of the optimality criteria. Section IV presents

the structure of the optimal policy and numerical results

under different arrival and service rates for voice and

data users. In Section V, we conclude the paper.

II. SYSTEM MODEL

In this section, we formulate an optimal association

problem as a CMDP problem. The system consists of a

geographical area comprising single LTE BS and single

WiFi AP as shown in Fig. 1. LTE BS has a larger

coverage area than that of the WiFi AP. We assume

voice users to be present under the coverage area of

LTE BS. On the other hand, data users are distributed

uniformly in the geographical area where both LTE and

WiFi coverage is present. We don’t consider mobility of

users here. Voice and data user arrivals follow poisson

Fig. 1: LTE-WiFi Heterogeneous Network Architecture

process with mean λv and λd respectively. Service time

for voice user is exponentially distributed with mean
1

µv
. Similarly, service time for data user is exponentially

distributed with mean 1

µd
. Voice users are served only by

LTE network. However, data users can be served using

either LTE or WiFi. When a data user is admitted, the

controller chooses an appropriate RAT based on certain

criteria.

The main elements of a CMDP are decision epochs,

states, actions along with corresponding transition prob-

abilities, rewards and costs [9]. At every decision epoch,

action taken based on the current state moves the system

to a different state with finite probability. In this work,

we have considered a discrete time MDP problem. Our

objective is to maximize the expected average reward of

the system over infinite horizon subject to a constraint

on the expected average cost.

A. State Space

The system can be modeled as a 4 dimensional

discrete time Markov chain (DTMC). The state in the

state-space S is represented as a 4-tuple s = (i, j, k, l)
where i, j, k represent number of voice users in LTE,

number of data users in LTE and number of data users

in WiFi respectively. The fourth parameter l may take

any of these five values as follows:

l =



























1, if voice user arrives,

2, if data user arrives,

3, if voice user departs,

4, if data user departs from LTE,

5, if data user departs from WiFi.

For example, state s = (2, 3, 4, 1) represents 2 voice

users and 3 data users in LTE, and 4 data users in

WiFi when a voice user arrival has occurred. State

s = (2, 3, 4, 3) represents a similar scenario just after

the departure of a voice user.

For the sake of simplicity, we assume that a data or

voice user in the LTE network consumes one unit of

resource block. This makes the state-space S defined

above, to be bounded by the set of constraints:

Sconstarint =



















i ≤ C,

j ≤ C,

i+ j ≤ C,

k ≤W,
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where C is the total number of resource blocks in

the LTE network and W is the maximum number of

users supported in the WiFi network, so that per-user

throughput in WiFi is greater than a predefined threshold

value (say 0.1 Mbps).

B. System Metric

We are interested in the overall per-user throughput of

the system as the system metric T . T can be expressed

as:

T =
∑

s∈S

Q(s)
i.RL,V + j.RL,D + k.RW,D(k)

i+ j + k
, (1)

where Q(s) denotes steady state probability that the

system is in state s. RL,V and RL,D represent bit rate of

voice and data user in LTE respectively. In our model, it

is assumed that both of them are constant (with different

values). In general, voice user is a constant bit rate

(CBR) traffic source. RW,D(x) denotes per-user data

throughput in WiFi when there are x users in WiFi.

We have followed IEEE 802.11 Distributed Coordination

Function model as described in [10] for computational

purposes.

C. Action Space

The set of actions defines a set of possible strategies

in case of an arrival or a departure of a user in the LTE-

WiFi system. We denote the action space as A. It is as-

sumed that the time interval between successive decision

epochs is small enough so that the probability of more

than one arrival or departure between two successive

epochs can be ignored. For numerical calculations in

Section IV, we have taken suitable value for the interval

between successive decision epochs so that the above

assumption is justified. Based on whether it is an arrival

or a departure, we have the set of actions as described

below.

A =























































1, Reject the arriving user or do nothing at

departure,

2, Accept voice/data user in LTE,

3, Accept data user in WiFi,

4, Accept voice user in LTE with one data user

offload from LTE to WiFi,
5, Move one data user to one RAT (from

which departure has occurred) from another

RAT after a departure.

Note that when no arrival/departure occurs between two

successive decision epochs, no decision is involved and

the system remains in the same state. Clearly, in case

of voice user arrival, actions {1, 2, 4} are applicable. In

case of data user arrival, {1, 2, 3} are the feasible actions.

When a departure occurs, we have two choices of

actions, namely action 1 and action 5. In this paper, we

consider voice blocking as a feasible action in all states

of the form (i, j, k, 1) except the state (0, 0, 0, 1). We

consider voice blocking probability as the performance

metric for voice users. Voice blocking probability is

defined as the fraction of incoming voice users that are

blocked. For data users, we consider throughput as the

performance metric. In our setting, data user blocking is

possible only when capacity has been reached for both

the networks. Symbolically, it is possible only in states

(i, j, k, 2) with i+ j = C and k = W . Action 5 moves

one data user from RAT y to RAT x and is triggered at

the departure of one user from RAT x. Hence, states of

the form (i, j, k, 3) have choice of action 1 or 5, when

both actions are feasible. However, for a situation where

after the departure of a user from RAT x, there is no data

user in RAT y, the only possible action is 1.

D. Transition Probabilities

Let pss′(a) represents transition probability from state

s = (i, j, k, l) to state s′ under an action a. The interval

between two successive decision epochs is denoted by δ.

Associated with each (i, j, k), we define two quantities

v(i, j, k) (which is the sum of arrival and service rates

of all the users) and v̂(i, j, k) so that

v(i, j, k) = λv + λd + iµv + jµd + kµd, (2)

v̂(i, j, k) = 1− v(i, j, k)δ. (3)

Under the assumption that at most one arrival or

departure can occur between two consecutive decision

epochs, transition probabilities are described below.

pss′(1) =







































λvδ, s′ = (i, j, k, 1),

λdδ, s′ = (i, j, k, 2),

iµvδ, s′ = (i− 1, j, k, 3),

jµdδ, s′ = (i, j − 1, k, 4),

kµdδ, s′ = (i, j, k − 1, 5),

v̂(i, j, k), s′ = (i, j, k, l).

For action 2 in state s = (i, j, k, 1),

pss′(2) =







































λvδ, s′ = (i+ 1, j, k, 1),

λdδ, s′ = (i+ 1, j, k, 2),

(i+ 1)µvδ, s′ = (i, j, k, 3),

jµdδ, s′ = (i+ 1, j − 1, k, 4),

kµdδ, s′ = (i+ 1, j, k − 1, 5),

v̂(i+ 1, j, k), s′ = (i, j, k, 1).

For action 2 in state s = (i, j, k, 2),

pss′(2) =







































λvδ, s′ = (i, j + 1, k, 1),

λdδ, s′ = (i, j + 1, k, 2),

iµvδ, s′ = (i− 1, j + 1, k, 3),

(j + 1)µdδ, s′ = (i, j, k, 4),

kµdδ, s′ = (i, j + 1, k − 1, 5),

v̂(i, j + 1, k), s′ = (i, j, k, 2).

For action 3 in state s = (i, j, k, 2),

pss′(3) =







































λvδ, s′ = (i, j, k + 1, 1),

λdδ, s′ = (i, j, k + 1, 2),

iµvδ, s′ = (i− 1, j, k + 1, 3),

jµdδ, s′ = (i, j − 1, k + 1, 4),

(k + 1)µdδ, s′ = (i, j, k, 5),

v̂(i, j, k + 1), s′ = (i, j, k, 2).
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For action 4 in state s = (i, j, k, 1),

pss′(4) =















































λvδ, s′ = (i+ 1, j − 1, k + 1, 1),

λdδ, s′ = (i+ 1, j − 1, k + 1, 2),

(i+ 1)µvδ, s′ = (i, j − 1, k + 1, 3),

(j − 1)µdδ, s′ = (i+ 1, j − 2, k + 1, 4),

(k + 1)µdδ, s′ = (i+ 1, j − 1, k, 5),

v̂(i+ 1, j − 1,

k + 1), s′ = (i, j, k, 1).

For action 5 in state s = (i, j, k, 3) and s = (i, j, k, 4),

pss′(5) =















































λvδ, s′ = (i, j + 1, k − 1, 1),

λdδ, s′ = (i, j + 1, k − 1, 2),

iµvδ, s′ = (i− 1, j + 1, k − 1, 3),

(j + 1)µdδ, s′ = (i, j, k − 1, 4),

(k − 1)µdδ, s′ = (i, j + 1, k − 2, 5),

v̂(i, j + 1,

k − 1), s′ = (i, j, k, l).

Similarly, For action 5 in state s = (i, j, k, 5),

pss′(5) =















































λvδ, s′ = (i, j − 1, k + 1, 1),

λdδ, s′ = (i, j − 1, k + 1, 2),

iµvδ, s′ = (i− 1, j − 1, k + 1, 3),

(j − 1)µdδ, s′ = (i, j − 2, k + 1, 4),

(k + 1)µdδ, s′ = (i, j − 1, k, 5),

v̂(i,

j − 1, k + 1), s′ = (i, j, k, 5).

E. Rewards and Costs

Let the reward function and cost function be repre-

sented by r(s, a) and c(s, a) respectively. Since we are

interested in voice blocking probability, we define the

cost in our model in the following way. Whenever the

controller blocks a voice user, one unit cost is incurred,

otherwise it will be zero. Thus,

c(s, a) =

{

1, if s = (i, k, l, 1) and a = 1,

0, else.

The reward function is defined as the average per-user

throughput of the system and can be expressed as:

r(s, a) =
i.RL,V + j.RL,D + k.RW,D(k)

i+ j + k
. (4)

It is to be noted that the reward function associated with

each state is independent of both l and action a.

III. CMDP FORMULATION AND OPTIMALITY

CRITERIA

Let πt : S → A denotes a decision rule which pre-

scribes the action to be taken at different states and

decision epochs. Let policy R be a sequence of decision

rules (π1, π2, . . . , πt, . . .) taken at decision epochs. A

policy is said to be stationary if the decision rules are

independent of time. If the decision rules of a stationary

policy are deterministic, then it is called pure policy.

We take the average expected reward of the system as

the performance metric to be optimized over infinite

horizon. Let R be the set of all memoryless policies.

With initial state i and following the policy R, let the

average reward and cost of the system over infinite

horizon be denoted by V R(i) and BR(i) respectively.

Our objective can be summarized as follows:

maximize

V R(i) = lim inf
n→∞

1

n

n
∑

t=1

Ei,Rr(st, at), (5)

subject to

BR(i) = lim sup
n→∞

1

n

n
∑

t=1

Ei,Rc(st, at) ≤ Bmax. (6)

where Bmax denotes the maximum tolerable average

fraction of voice users blocked over infinite horizon

and Ei,R denotes the usual expectation operator with

initial state i and following a policy R. Note that we

have taken lim inf and lim sup to represent long-run

expected average reward and cost respectively, to capture

the worst case reward and cost scenario.

In other words, our objective is to find a policy R∗ in

R which satisfies V R∗

(i) ≥ V R(i) for all R ∈ R. Such

a policy is called optimal policy in R.

The above constrained MDP problem can be solved

using Lagrangian approach [11]. For a fixed value of

β, the constrained MDP problem can be written as an

equivalent unconstrained MDP as:

r(s, a;β) = r(s, a)− βc(s, a). (7)

For a fixed value of β, the maximization problem can

be solved using Value Iteration Algorithm (VIA) [9].

It results in maximum expected average reward under

a pure policy πβ . Let β∗ maximize the reward subject

to the cost constraint. To determine the value of β∗, we

employ gradient descent algorithm following [12]. In kth

iteration, we have

βk+1 = βk +
1

k
(Bπβ −Bmax). (8)

After determining β∗, we need to determine the optimal

policy for CMDP. It is discussed in [11] that the optimal

policy for a CMDP with a single constraint is a mixture

of two pure policies, obtained by small perturbation of

β∗ by amount ǫ in both directions. This results in two

pure policies πβ∗−ǫ and πβ∗+ǫ with associated long-term

expected average costs Bβ∗−ǫ and Bβ∗+ǫ respectively.

In the next step, we determine the value of the parameter

p such that

pBβ∗−ǫ + (1− p)Bβ∗+ǫ = Bmax. (9)

Finally, the optimal policy π∗ is computed by mixing

two policies πβ∗−ǫ and πβ∗+ǫ and can be expressed as

π∗ = pπβ∗−ǫ + (1− p)πβ∗+ǫ. (10)

The physical interpretation of Equation (10) is that at

every decision epoch, first and second policy are chosen

with probability p and (1−p) respectively. This results in

a randomized optimal policy for the considered CMDP

problem.
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IV. NUMERICAL RESULTS AND ANALYSIS

In this section, optimal policy computed by solving

the CMDP is studied. Additionally, we evaluate the

performance of the optimal policy which maximizes the

expected average per-user throughput, subject to a con-

straint on the voice blocking probability. The objective

is to study the impact of different load conditions on the

system performance.

A. Observations on the Structure of Optimal Policy

In this section, we study the optimal policy computed

by solving the CMDP and observe that it has a threshold

structure for a fixed value of k (number of data users in

WiFi). As the value of k changes, the threshold structure

is maintained but value of the threshold changes.

For investigation, we consider parameters of the LTE

and WiFi network model as described in Table I and II.

We choose the parameter values so as to keep the CMDP

problem computationally tractable. In Table II, we con-

sider the saturation throughput WiFi model as described

in [10]. Minimum acceptable per-user throughput in

WiFi network is assumed to be equal to 100 kbps. Based

on this parameter, we can derive value of the constant

W as described in Section II. To be specific, the value of

W = x if RW,D(x) ≥ 100 kbps and RW,D(x+1) <100

kbps. As we have taken the channel bit rate as 1 Mbps,

the value of W comes out to be equal to 8 which is a

reasonable value for computational purpose. Moreover,

minimum acceptable per-user throughput in WiFi should

be chosen to be less than the data bit rate of a single

user in LTE (which is 240 kbps). Otherwise, a data user

would always get associated with WiFi as it gives higher

throughput for any value of k. Propagation delay in WiFi

network is assumed to be negligible.

TABLE I: LTE Network Model

Parameter Value

Maximum voice capacity 10 users

Maximum data capacity 10 users

Voice bit rate of a single user 20 kbps

Data bit rate of a single user 240 kbps

TABLE II: WiFi Network Model

Parameter Value

Channel Bit rate 1 Mbps

MAC header 272 bits

PHY header 128 bits

Packet payload 8184 bits

Slot duration 50 µs

Short inter-frame space (SIFS) 28 µs

Acknowledgment packet size 112 bits
+ PHY header

Distributed Coordination Function IFS (DIFS) 128 µs

Minimum acceptable per-user throughput 100 kbps

The value of the constraint Bmax is .05. Now,

optimal policy for a CMDP is a randomized policy

which is a mixture of two pure policies πβ∗+ǫ and

πβ∗−ǫ with corresponding weights p and (1 − p). We

compute the optimal policy with λv = λd = 0.5 users/s,

µv = µd = 1.0 users/s and Bmax = 0.05. The interval

between two successive decision epochs (δ) is taken

as 20 ms. When the capacity has been reached (i.e.,

i + j = 10 and k = 8) for both LTE and WiFi, the

value of v(i, j, k) (see Equation (2)) is maximum and

is equal to 0.5 + 0.5 + 10 ∗ 1 + 8 ∗ 1 = 19. In that

case, the average interval between two events (arrival

or departure) is 1/19 s=52.63 ms which is significantly

less than δ. This justifies the assumption that more than

one arrival or departure between two successive epochs

occur with negligible probability.

1) Observations on the Structure of Optimal Policy

for Voice User Arrival

First we consider the optimal policy for voice user

arrival. Fig. 2 illustrates the optimal policy at different

states of the system where arrival of voice user occurs

(states with l = 1). Optimal policy has been plotted for

different values of k. It can be clearly seen that in most

of the states, actions under πβ∗+ǫ and πβ∗−ǫ are identi-

cal. Same observation is applicable for optimal policies

for arrival of data users and departure of voice/data users

also. Thus, in most of the states, the optimal action to be

taken is a deterministic one except for few states where

it is probabilistic. When k = 0, i.e there is no data user

in WiFi, the optimal policy π∗(j, 0) can be described as

a function of j. We have,

π∗(j, 0) =

{

2, j = 0 and 2 is a feasible action

4, j > 0 and 4 is a feasible action

(11)

Note that the only possible action at states where i+j =
C is blocking (action 1). When k = 0, the optimal action
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Fig. 2: Optimal policy for voice user arrival for k (number
of data users in WiFi)= 0, 2, 5 respectively. X and Y axis
represents number of voice users and data users in LTE. The
stars, crosses and circles represent the optimal action a = 1

(blocking), a = 2 (accept in LTE), a = 4 (accept in LTE with
data offload to WiFi) respectively.

in all states is always 4, wherever it is a feasible action.

When there in no active data user in LTE, action 4 is

not feasible as there is nothing to offload to WiFi. This

forces the controller to choose a = 2 when j = 0.

Thus, offloading a data user to WiFi is preferred when

admitting voice user in LTE.
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However, when the value of k is more (say k = 2),

there are multiple threshold values of j after which the

optimal action changes. In Fig. 2, we can clearly see that

for k = 2, the optimal action changes from 2 to 1 when

j = 2 and then it changes to 4 when j = 3. This happens

because voice user has less contribution to overall per-

user throughput of the system. So, voice users are getting

blocked in few states to save resources for data users

which contribute significantly to the system metric. At

higher values of k (say k = 5), voice user blocking

is not an optimal action anymore. As we have put

constraint on the voice blocking probability, choosing

action 1 as optimal is limited to few states only. In such

situations, action 2 is chosen as the optimal action. This

happens due to the fact that when WiFi occupancy is

more, offloading one more data user to WiFi results in

decreased overall per-user throughput. However, when

j > k , action 4 is preferred to action 2. When j > k,

choosing action 4 does some kind of load balancing of

data users.

Combining all these behaviors, the generalized thresh-

old structure of the optimal policy as a function of j and

k can be expressed as:

π∗(j, k) =











2, j ≤ jva(k) and 2 is a feasible action

1, jva(k) < j ≤ k

4, j > k and 4 is a feasible action
(12)

where jva(k) is a threshold which depends on k.
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Fig. 3: Optimal policy for data user arrival for k (number
of data users in WiFi)= 0, 4, 7 respectively. X and Y axis
represents number of voice users and data users in LTE. The
crosses and circles represent the optimal action a = 2 (accept
in LTE), a = 3 (accept in WiFi) respectively.

2) Observations on the Structure of Optimal Policy

for Data User Arrival

Similar result is observed for data user arrival also.

However, instead of multiple thresholds as we have seen

in case of voice user arrival, single threshold can be

determined. As seen in Fig. 3, when there is no data

user in WiFi (k = 0), the optimal action is always 3.

This is because when k = 0, a data user will get more

throughput in WiFi. Note that, when i+j = C, the only

possible action is 3.

As the value of k increases, the fraction of the

states where action 3 is optimal, decreases. When WiFi

occupancy is more, a user will get more throughput if it

is associated with LTE. So, action 2 becomes optimal.

However, in Fig. 3 it is seen that after j crosses certain

threshold, action 3 becomes optimal again. Due to the

constraint on the blocking probability of voice users, it

is necessary to reserve some resources for them in LTE.

Thus, for higher values of k, when j crosses certain

threshold, data users are associated with WiFi instead of

LTE. The optimal policy π∗(j, k) can be described as:

π∗(j, k) =

{

2, j ≤ jda(k) and 2 is a feasible action

3, j > jda(k) and 3 is a feasible action

(13)

where jda(k) is a threshold which depends on k.

3) Observations on the Structure of Optimal Policy

for Departure of User

Let jvd(k) be a threshold for departure of voice users

and it is a function of k. As can be seen from Fig.

4, when k = 0, optimal action is 1 as action 5 is not

feasible. When k > 0, for lower values of j(j < jvd(k))
action 5 is preferred and when j ≥ jvd(k), action 1

is preferred. When j < jvd(k), offloading one data

user from WiFi to LTE is preferred as that will lead

to overall increase in per-user throughput. For example,

when k = 1 or 2, per-user throughput in WiFi comes out

to be 0.8708 or 0.4232 Mbps respectively. In LTE, one

data user will get 240 kbps data rate (Details of these

parameters are described in Table I and II). Now in state

(0, 0, 2, 3), if we choose action 1, then per-user through-

put is 0.4232 Mbps. However, if we choose action 5, the

per-user throughput becomes (1 ∗ 0.240+ 1 ∗ 0.8708)/2
which is more than 0.4232 Mbps. When j ≥ jvd(k),
offloading one user to LTE doesn’t improve the system

metric. Moreover, it consumes LTE resources which

may lead to blocking of future voice users. Thus, for

j ≥ jvd(k) action 1 is preferred.

The structure of optimal policy for data user departure

is shown in Fig. 5(a) and (b). It is clearly seen that action

5 is the preferred action in all the states wherever it

is feasible. Whenever there is a departure of data user,

choosing action 5 as the optimal action increases per-

user throughput of the overall system. Additionally, it

does some amount of load balancing also.

These observations on threshold structure of optimal

policies can be used to propose an algorithm with low

computational complexity. The observation that for data

user departure, action 5 is always optimal, can be used

to reduce the state space. We can eliminate the states

with l = 4, 5 and whenever data user departure occurs,

we can always offload one user from another RAT. This

will lead to smaller state space and contribute to faster

computation of optimal policies.
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Fig. 4: Optimal policy for voice user departure for k (number
of data users in WiFi)= 0, 2, 6 respectively. X and Y axis
represents number of voice users and data users in LTE. The
circles and crosses represent the optimal action a = 1 (do
nothing during departure), a = 5 (Move one data user to one
RAT (from which departure has occurred) from another RAT)
respectively.
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Fig. 5: Optimal policy for data user departure from LTE or
WiFi. X and Y axis represents number of voice users and data
users in LTE. The stars and circles represent the optimal action
a = 1 (do nothing during departure), a = 5 (Move one data
user to one RAT (from which departure has occurred) from
another RAT) respectively.

B. Voice and Data User Arrival Rate Variation

In this section, we describe how the system metric,

the average per-user throughput, varies with variations

in voice and data user arrival rate. We vary λv from

0.1 users/s to 1.0 users/s in steps of 0.1 users/s with

λd = 0.5 users/s and µv = µd = 1 users/s. Fig. 6 shows

variation of average per-user throughput T (as defined

in Equation (1)) as a function of λv . As λv increases, T
increases monotonically. As λv increases, the probability

of no arrival/departure between two successive decision

epochs decreases. As a result, the optimal policy causes

the system to spend more time in states with higher

values of (i, j, k) and steady state probabilities of these

states increase. When λv is low, such states have very

low steady state probabilities. As our optimal policies

do significant amount of load balancing, the benefit of
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Fig. 6: Average per-user throughput under different voice user
arrival rates

such policies is properly exploited when λv is high. This

results in higher value of average per-user throughput as

λv increases. However, as voice users contribute lesser

to the overall system metric, the range of T (0.1358 to

0.1787 Mbps) in this interval is not very high.
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Fig. 7: Average per-user throughput under different data user
arrival rates

Similar behavior is observed when we vary the

data user arrival rate and observe the average per-user

throughput. However, as data users have more contri-

bution to the overall per-user throughput, the range of

T (0.0386 Mbps to 0.2583 Mbps) is greater than the

range in case of λv variation. Fig. 7 shows variation

of T as we change λd from 0.1 users/s to 1.0 users/s

in steps 0.1 users/s. Other parameters are kept constant

at λv = 0.5 users/s, µv = µd = 1 users/s. As λd

increases, T increases. On the other hand, the rate of

increase of T decreases. If we consider the problem of

maximizing average per-user throughput of the system

without any constraint on the voice blocking probability,

then the problem can be formulated as an unconstrained

MDP. In the unconstrained problem, with increase in

arrival rate, the optimal policy for maximizing average

per-user throughput would result in increased blocking

probability. However, in the constrained case, blocking

probability of voice users is upper bounded. So, the aver-

age per-user throughput in the constrained case becomes

less than the corresponding value in the unconstrained

case. When λd is less, the difference in T in these two
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Fig. 8: Average per-user throughput under different departure
rates

cases is less. As λd increases, this difference increases

and results in decreasing slope of the T vs λd curve.

C. Voice and Data User Service Rate Variation

This section is focused on impact of voice and data

user service rate (µv and µd respectively) variation on

average per-user throughput of the system.

In Fig. 8(a), as µv increases, T also increases. Other

system parameters are λv = λd = 0.5 users/s and µd =
1 users/s. With increase in µv , fraction of voice users

in the system at any point of time decreases. Voice user

has lesser contribution to the overall per-user throughput

of the system than data user. As µv increases, fraction

of data user in the system increases. Thus the system

metric value increases with increase in µv .

The variation of system metric T as a function of

µd has been shown in Fig. 8(b). With λv = λd = 0.5
users/s and µv = 1 users/s, as µd increases from 0.6

users/s to 1.0 users/s, T decreases. As µd increases, data

users are served at a faster rate. As a result, there are

increasing number of free resources in the system for

voice users. Thus, the voice blocking probability reduces

with increase in µd. As µd increases, number of voice

users in the system increases. As voice users contribute

less to the overall per-user throughput of the system,

increase of µd causes decrease in T .

V. CONCLUSION

In this paper, we formulated the optimal associa-

tion problem in a LTE-WiFi heterogeneous network

as a CMDP with an objective of maximizing per-user

throughput of the system, subject to a constraint on

the blocking probability of voice users. We computed

the optimal policy and found it to follow a threshold

structure, for both arrival of users and departure of voice

users. Departure of data users from a RAT has been

always found to choose offloading of one data user from

another RAT as the optimal action. We also presented

numerical results which show variation of the average

per-user throughput of the system under different arrival

and service rates of users. In this paper, we have

considered users to be stationary and CBR traffic for

data users. Parameters have been selected suitably so as

to keep the computation tractable. In future, we would

like to simulate the arrival and departure of users in a

LTE-WiFi HetNet with 3GPP recommended parameters

and evaluate the performance of our optimal policy. In

addition, we would like to propose a computationally

efficient algorithm based on the structure of the optimal

policy, for both stationary and moving users.
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