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Abstract— This paper studies a cross-layer technique to in-
crease the powering of an LTE macro base station from renew-
able energy. The cross-layer technique integrates the management
of the transmit antennas and LTE frames with, at the application
layer, video compression factor and data traffic delay. Impor-
tantly, the management of these cellular network components
is integrated with the base station energy system by adapting
the transmission of the cellular network based on the projected
renewable energy availability. The overall system presents a
tradeoff between increased use of renewable energy and an
increase in video distortion and data delay up to predefined limits.
Simulation results show that the studied technique effectively
increases the percentage of time that an LTE base station is able
to operate powered only from renewable energy (up to 98.5%)
while at the same time increasing within small, acceptable levels,
video distortion and data delay a third of the time.

I. INTRODUCTION
Information and Communications Technology (ICT) in-

frastructure currently accounts for 2% of the global carbon
footprint which is a share equivalent to that of the airline
industry, [1]. Moreover, in developed countries this impact
may be as high as 10% and is expected to grow yearly by 4%
until 2020, [2]. When accounting for the very rapid growth
of cellular networks infrastructure, it is key to investigate
technologies to reduce the use of non-renewable energy. In this
regard, cellular network operators focus their attention on the
base stations because they account for more than half of their
energy expenditure [3]. One way to reduce the carbon footprint
of cellular base stations is to reduce their power consumption.
For this, some of the techniques that have been recently
investigated are dynamic scheduling, optimization of cell
deployment and improving RF power amplifiers’ efficiency (as
discussed in [4] and references therein), turning off selected
base stations when the network is lightly loaded, [5], [6],
using cell site cooperation [7], coverage/spectrum optimization
and interference mitigation (e.g., through femtocells [8]), and
resource allocation for a given traffic condition in the network,
as in [9], [10], [11], [12].

Since powering base stations from the main electric grid
usually implies the use of energy from fossil fuels, it is
justifiable to consider powering them as much as possible from
renewable sources of energy (e.g. solar or wind energy). The
use of renewable sources of energy to power cellular base
stations also has the benefits of providing the means to power
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a base station in situations where the grid is not accessible
(e.g. in remote rural areas or when natural events disrupt the
working of the grid). Among different works that consider
the use of renewable sources of energy in cellular networks,
[13] considered the design of the power generation and storage
subsystems, [14] studied a system where multiple base stations
cooperate in redistributing available energy and [15] studied
base station sleeping control and resource allocation when
powering from renewable sources.

All the works cited so far take cellular traffic conditions
and QoE requirements as given and not subject to external
control. In [16], we indicated that it is possible to switch off
one base station, and extend the use of renewable energy, at
any traffic load by shaping the traffic so that conversational
traffic quality was slightly reduced and data delay increased. In
[17] we build upon this idea and introduced a mechanism that
adapts the power consumption of LTE base stations (called
“eNBs”) by managing the volume of cellular traffic that is
serviced based on the short term availability of renewable
energy. Our approach differs from all other works by treating
traffic conditions and Quality-of-Experience (QoE) require-
ments as controllable nobs. In [17], the end-user QoE and
the power consumed by the base station (and, consequently,
the percentage of time that the eNB can be powered from
renewable sources) are linked through the number of resource
blocks (in LTE, a resource block -RB- is the minimum unit
of time-frequency resource allocation and is composed by an
array of 12 subcarriers by 7 OFDM symbols). This allowed
for the development of an integrated energy-cellular traffic
management technique that adapts to a predicted reduction
in available renewable energy by shaping the traffic through a
controlled, smooth and transient reduction of real-time video
quality and increase in data delay. While not studying the
specific problem hereafter, it is still worth mentioning the
works [18] and [19] that considered techniques with integrated
energy harvesting and wireless transmission management.

In this paper we continue work on our novel approach that
trades off the users’ QoE with longer operation from renewable
sources. The overarching goal for the techniques that we study
herein is to reduce as much as possible the probability that the
state of charge (SoC) of the batteries used to store renewable
energy at the eNB is below a deep discharge threshold, while
reducing as little as possible the users’ QoE. Because they
account for almost all the cellular traffic through the eNB [28],
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in this work we consider real-time video sessions, with the
user QoE measured in peak signal-to-noise ratio (PSNR), and
data traffic, with the user QoE measured as relative increase
in delay. This approach effectively introduces an extra design
dimension that allows for the management of the energy used
by an eNB for all traffic conditions (different from other works
that manage the energy used only when allowed by low traffic
conditions). While in [17] we studied traffic shaping based
on controlling only the number of active resource blocks, we
consider now traffic shaping that is controlled by changing
both the number of transmit antennas and resource blocks.
For this, our novel contribution here is first to show that the
best approach to meet the stated goals is by shaping traffic
primarily through controlling the number of transmit antennas
and secondarily through managing the number of RBs used.
In addition, in this paper we contribute an optimal solution to
the derived problem of distributing a given number of resource
blocks between a combination of video and data calls so that
the overall QoE is maximized.

Results obtained using actual solar and wind energy mea-
surements and a detailed LTE network simulation will show
that the presented traffic shaping technique clearly improves
our results from [17], reducing the probability of not being
able to power the eNB from renewable energy more than
ten times (from 20% to 1.5%) and reduces seven times the
probability of operating into a deep discharge cycle the battery
bank that stores renewable energy at the eNB. The results
also show how the presented technique allows to control the
tradeoff between the probability of powering from renewable
energy and the video quality reduction and data delay increase.
Indeed, with the proposed technique, video quality is reduced
only a third of the time and by more than 3 dB only 2% of
the time and data delay is increased only 29% of the time.

The rest of this paper is organized as follows. In Section
II we describe the system setup, and we present a traffic
shaping technique to increase renewable energy use at the eNB
in Section III. Section IV discusses performance evaluation
results. Concluding remarks are given in Section V.

II. SYSTEM SETUP

In this work we will study the powering of an LTE eNB us-
ing renewable sources of energy, primarily from photovoltaic
(PV) panels and wind turbines. Wind turbines could be with
a horizontal axis, which tend to be more efficient but have a
larger footprint. Because of its size, a horizontal axis turbine
would be normally shared by multiple eNBs. Nonetheless,
horizontal axis wind turbines may have a height similar to
many cell site antenna towers. If for a residential suburban
location it is desired to have smaller wind turbines at each
cell site, a typical setup would use a vertical axis turbine.
Such a turbine may have a maximum power output of 10
kW with a diameter of 6 m. and pillar height of 5.5 m. The
power that can be obtained from a solar panel is directly
proportional to its area. In this work we will consider data
obtained from an array of 26 MX Solar USA Suncase MX60-
240 panels installed at the Rochester Institute of Technology’s
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Fig. 1. Normalized average data traffic profile in Europe, from [22].

Golisano Institute for Sustainability. Each panel has a size of
1.7 m2 and is capable of generating a maximum of 240 W.
These are typical values for current technology. The use of
electric generators located near or at the eNB sites, instead of
drawing renewable energy from the main grid, is advantageous
because it enables the integrated management of traffic shaping
and base station energy subsystem. Also, the use of electric
generators located near or at the eNB sites increases the
resiliency of the cellular communication infrastructure by
avoiding the weaknesses associated with long electric power
distribution lines.

There are two main challenges related to the use of renew-
able sources of energy. The first challenge is physical footprint;
obtaining large values of energy from renewable sources
require infrastructure setups that occupy a large physical area.
The second main challenge related to the use of renewable
source of energy is their variability. Both solar and wind
energy availability changes with the weather and, of course,
solar energy is unavailable during nighttime. This variability is
firstly addressed through the use of a battery bank that stores
renewable energy when it is available in excess to be used
at a later time when there is a deficit in available renewable
energy. As it turns out, the cost associated with battery banks
is one of the main factors limiting the growth of renewable
energy applications. This is not an issue in our case because
we leverage the battery banks that are already present at eNB
sites for use as a backup source of energy when there is a
failure in the grid power supply. Indeed, cell sites are often
equipped with battery banks that are used to power the base
station in case of a power outage. In their typical use, the
battery banks present a financial dilemma to cellular operators
because they are of critical need but used sparsely. Our setup
leverages the battery bank infrastructure already in place and
uses it continuously. As such, we assume that the energy that
is obtained from the PV panels and wind turbines is used
to charge the battery bank and the eNB draws the energy to
operate from the battery bank. Therefore, when the battery
bank is completely discharged means that the eNB cannot
be powered from renewable energy at that time and power
that is likely from fossil fuels needs to be drawn from the
main electric grid. Another technique that is used to absorb
the variability of renewable energy relies on diversifying the
sources by using more than one renewable energy type, which
in our case takes the form of using wind and sun energy.

For the cellular infrastructure, we will assume that each
of the eNB to be considered herein are typical for an LTE
network in an urban environment. Each eNB is a macro base
station, servicing three sectors operating with an assumed two
transmit and two received MIMO configuration, transmitting
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Fig. 2. Throughput for each CQI and maximum throughput adaptive selection
per RB in a 2x2 MIMO LTE system under a Vehicular A channel.

at a power of 40 dBm and assumed to be separated 500 m from
the closest eNBs (as assumed in the study [22]). Without loss
of generality, the LTE system was assumed to be FDD with a
10 MHz bandwidth and frequency reuse factor 3.

The received signal power, PRx undergoes path, penetration
and shadowing loss, and, at a distance d km between eNBs,
it is PRx = PTx − 128.1 − 37.6 log d − 10 − S, [22], where
all magnitudes are in dBs, PTx is the transmit power, S is the
shadowing loss (modeled as a zero-mean Gaussian random
variable with 8 dB standard deviation) and the penetration
loss is fixed at 10 dB. In addition, delay spread for all
channels is modeled as being with equal probability either
the Pedestrian B or the Vehicular A typical urban model
from [23] . Also, LTE implements adaptive modulation and
coding (AMC), where the channel signal-to-interference-plus-
noise ratio (SINR) is mapped to a Channel Quality Indication
(CQI) number (between 1 and 15), which is in turn mapped
to a combination of modulation mode (QPSK, 16-QAM and
64-QAM) and channel coding rate (several options). For any
given SINR,

β =
PRx∑

i∈I PIi +N0
,

where PIi is the received power from the interfering eNB
i in the set I , and N0 is the background noise (assumed
with a power spectral density of -174 dBm/Hz), there is a
combination of modulation mode and channel coding rate that
results in the maximum throughput per Resource Block (RB).
Figure 2 shows, per RB, the throughput obtained for each CQI,
and the AMC maximum throughput obtained in the considered
LTE system with a 2x2 MIMO configuration and a maximum
of 3 layer-2 retransmissions allowed. The results were obtained
using the LTE simulator from the TU Wien, [24].

From the viewpoint of the electric power subsystem, the
eNB is an externally controllable load. We modeled the electric
load from the eNB following [22]. According to this model,
the load can be separated into a constant component and a
dynamic component. The constant consumed power, equal to
65 W per transmitter unit in our model, accounts for the radio
resource overhead (e.g. for pilot signals), cooling, processing,
baseband interface, etc. In an LTE system, the dynamic power
consumption component changes according to the intensity
of cellular traffic through the eNB, increasing practically in
a linear fashion following the fraction of the total resource
blocks (RBs) in a frame that are active in the transmission
of cellular traffic. In the sequel we will denote this fraction
as RB [k]/R

(T )
B , where R

(T )
B is the total number of RB in an

LTE frame and RB [k] is the number of those that are used in

the frame transmission. As stated earlier, the energy stored at
the battery bank at some time n, S[n], will equal the previous
evolution over time of the difference between the energy that is
obtained from renewable sources and the energy that is drawn
by the eNB. Then, this relation can be written as,

S[n]=S[0] + T

n∑
k=1

(
ξ[k]−N [k](97ν[k]

RB[k]

R
(T )
B

+ 65)

)
, (1)

where T is the duration of one traffic shaping control time
period (taken without loss of generality equal to 1 hour), ν[k]
is the traffic profile at time k, as shown in Fig. 1, normalized to
the maximum traffic intensity, S[0] is the initial battery charge
and Tξ[k] is the energy provided by renewable sources during
the kth. time period. In order to keep notation simple, (1) is
not including the limits on S[n], 0 ≤ S[n] ≤ B, ∀n ≥ 0,
where B is the battery bank energy storage capacity. In (1),
N [k] is the number of active radio transmitters at the eNB at
time k and it equals the number of serviced sectors times the
number of transmit antennas for each sector.

Our present goal is to increase as much as possible the time
that an eNB is powered from renewable sources of energy
while reducing as little as possible the users’ QoE. In our
previous work, [17], we formulated the goal of increasing
as much as possible the time that an eNB is powered from
renewable sources of energy as reducing the probability that
the battery bank would be completely discharged. In this
work we change the formulation for this goal to also consider
that deep discharge cycles for the battery bank are the main
factor in reducing their lifetime. Consequently, our goal for the
battery bank will to avoid as much as possible for the battery
SoC, S[n]/B to go below a threshold for a deep discharge.
A typical value for this threshold is between 0.2 and 0.3. To
meet this goal, the power that is consumed by the eNB will
be adapted accordingly. Based on (1), we propose to manage
the power consumed by the eNB by reducing the number
of transmit antennas, which affects the value for N [k], and
the number of active RBs, RB [k]. Note that N [k] could be
changed not only by changing the number of transmit antennas
but also when setting a base station or a sector into sleep mode.
In our case, we will change the number of transmit antennas
but we will not set to sleep a sector or the base station (i.e.
for the assumed setup, the possible choices for N [k] are 6,
5, 4 and 3). As mentioned, the approaches of setting a base
station or a sector into sleep mode have been studied elsewhere
and are not the focus of this work. Yet, this point conveys
the observation that the technique that will be presented in
this paper can be used concurrently with other techniques in
the literature. Also, note that reducing the number of active
resource blocks, reduces the volume of cellular traffic that is
carried by the eNB. Similarly, as illustrated in figure 3 when
reducing the number of transmit antennas from two to one also
results in (in ideal settings) halving the throughput associated
with a RB. As a result, managing the power consumed by the
eNB could reduce the throughput for the active transmissions
and, consequently, reduce the QoE for the users. Because of
this, the proposed technique increases the time that the eNB
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Fig. 3. Maximum throughput per RB in a Vehicular A and Pedestrian B
channels with one and two transmit antennas.

is powered from renewable energy by managing the power
consumed through traffic shaping. The technique effectively
establishes a tradeoff between the increase in powering from
renewable energy and the reduction in users’ QoE.

It will be assumed that most of the traffic is composed
of real-time/streaming video and regular data because they
effectively account for almost all the cellular traffic through
the base station [28] (video, in fact, accounts for more than
50 % of all the traffic load). Voice traffic, even if wideband,
accounts for a very small portion of all traffic and, if needed,
could be considered as a negligible portion of the real-time
traffic. The video QoE will be measured in terms of the peak
signal-to-noise ratio (PSNR) and data sessions QoE will be
measured in terms of the increase in delay relative to the case
when no traffic shaping is implemented. Traffic shaping will
increase the compression ratio of video and reduce the transmit
rate for data traffic. Real time video compression ratio can be
controlled without adding any delay or jitter by leveraging the
scalability features found in modern video codecs. In shaping
the traffic, the goal is to smoothly reduce the service provided
by the eNB in a controlled way, so impact to the users (reduced
video quality and increased data delay) remains acceptable and
little noticeable.

III. NUMBER OF TRANSMIT ANTENNAS AND RESOURCE
BLOCKS MANAGEMENT

We first address the question of whether, for our stated
goals, it is better to manage power consumption at the eNB by
changing the number of transmit antennas or by changing the
number of active resource blocks. The following three remarks
answer this question:

Remark 1: The same relative change in N [k] and
RB [k]/R

(T )
B results in a larger variation in power consumed

from the change in N [k]. This remark can be seen by following
a sensitivity analysis. To simplify notation, we first introduce
π[k] = RB [k]/R

(T )
B . Next, consider the change in battery SoC,

∆SN , that results from a relative change δN in N [k],

∆SN =TδNN [k](97ν[k]π[k] + 65),

and the change in battery SoC, ∆Sπ , that results from a
relative change δπ in π[k],

∆Sπ=TN [k]97ν[k]δππ[k].

It is now straightforward to see that for δN = δB , ∆SN −
∆Sπ = 65TδNN [k] > 0, or ∆SN > ∆Sπ .

Remark 2: It is well-known that both video distortion and
data traffic delay are monotonically reduced when increasing
the transmit bit rate.

Remark 3: While keeping all other variables unchanged, the
transmit bit rate per RB changes with the same ratio for equal
relative changes in the number of transmit antennas and the
number of resource blocks. This is, if we reduce the number
of transmit antennas in a sector from two to one, the transmit
bit rate per RB will be halved, just us the same will happen
if we halved the number of active resource blocks (i.e. if we
make π[k] = 0.5).

Following these remarks, changing N [k] and RB [k] so that
∆SN = ∆Sπ would be achieved with δN < δπ , which
would translate in a smaller reduction in the users’ QoE when
changing N [k] compared to changing RB [k]. In conclusion,
for our stated goals, it is better to manage power consumption
at the eNB by changing the number of transmit antennas
first because N [k] is more effective in changing power while
reducing the users’ QoE the least.

Having answered the first design question, we next address
the question of determining N [n+1] for the next control period
to avoid as much as possible for the battery state of charge
(SoC), S[n]/B, to go below a threshold corresponding to a
deep discharge cycle. This threshold will be denoted as L. In
the proposed technique, N [k+1] is obtained by determining a
target value for the energy stored in the battery bank ST [n+
1] = Ŝ[n+1]+SD, where Ŝ[n+1] is the predicted value for
the energy stored in the battery bank at time n+ 1 (the next
decision time) and SD is the difference in energy drawn from
the batteries so as to meet the target ST [n+1]. The predicted
value Ŝ[n + 1] is calculated from estimates for traffic load,
ν̂[n+1], and renewable energy availability, ξ̂[n+1], and with
the assumption that no traffic shaping is done (i.e. N [n + 1]

equals its maximum value NF and RB [n = 1] = R
(T )
B ). Due

to space constrains, the estimation of traffic load and renewable
energy availability exceeds the scope of this work and will be
assumed to be ideal. From its definition, determining ST [n+1]
implies finding SD. Based on the goal to prevent the battery
SoC to reach deep discharge values we have that,

SD = max
{
0; (LB − Ŝ[k]), k = n+ 1, . . . , n+M

}
, (2)

because, with all other variables staying unchanged, setting
ST [n+1] = Ŝ[n+1]+SD will make the signal S[k] for k =
n+1, n+2, . . . , n+M be shifted to values S[k]+SD ≥ LB.
In (2), Ŝ[k] is the predicted value for the energy stored in the
battery bank at time k (obtained in identical way as Ŝ[n+1]).

Based on the value for SD from (2), N [n+1] is calculated
using (1) with RB[k] = R

(T )
B (only the number of transmit an-

tennas is changed) and by considering that from its definition
ST [n+1] = SD +S[n]+T (ξ̂[n+1]−NF (97ν̂[n+1]+65)).
At the same time, the application of traffic shaping at time
n + 1 will result in the energy stored in the batteries to be
ST [n+1] = S[n] +T (ξ̂[n+1]−N [n+1](97ν̂[n+1]+65)).
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Equating the two expressions for ST [n + 1] and operating,
results in

N [n+ 1] =

⌈
NF − SD

97ν̂[n+ 1] + 65

⌉
, (3)

where ⌈·⌉ denotes the ceiling operation, which was chosen
(instead of rounding or the floor operation) to match the goal of
affecting the users’ QoE as little as possible. At the same time
N [n+1] can take values only from the set {NF = 6, 5, 4, 3}.
Values larger than 6 are not possible because there are no
more radio transmitters at the eNB and values less than 3
would mean that at least one sector is set in sleep mode (a
case that is not studied in this paper). A value for N [n + 1]
equal to 5 or 4 indicates that transmission in some sectors
is done with two antennas and with one antenna in the rest.
Because of the limited number of choices for the values that
N [n+ 1] could take, the actual energy stored in the batteries
at time n + 1 will likely be less than the target ST [n + 1],
indicating a power consumption larger than the target. In
our proposed technique, RB [n + 1] is adjusted to provide
the finer adjustment on the power consumption. We limit the
changes to RB [n+1] only to those sectors operating with two
transmit antennas (because the idea of adjusting RB [n+1] is
to compensate for the effects of the ceiling operation in (3)).
Let N2 and N1 be the number of sectors operating with two
and one transmit antennas respectively. When traffic shaping
also changes RB[n+1] for the sectors with two active transmit
antennas, we have ST [n + 1] = SD + S[n] + T (ξ̂[n + 1] −
N1(97ν̂[n+1]+65)−2N2(97ν̂[n+1]RB [n+1]/R

(T )
B +65)).

Operating in form analogous to the derivation of (3), we get

RB [n+ 1] =

⌈
R

(T )
B

97ν̂[n+ 1](
(NF−N1)(97ν̂[n+ 1] + 65)

2N2
−65

)⌉
.(4)

After obtaining RB [n+ 1], there still remains the problem
of how to distribute these RB [n + 1] RBs among the active
video and data calls so that the reduction in overall QoE is
minimized. To solve this problem, we first study the definition
of cost functions that relate the reduction in QoE to the number
of assigned RBs for video and data traffic. One challenge
associated with the distribution of a budget of RBs between
video and data calls is the dissimilar nature of the two traffic
types. This challenge is certainly not new and there exists
multiple solutions that could be adopted. Notwithstanding
other options, we present next a solution inspired on our earlier
work to schedule voice and data traffic [25].

As said earlier, the QoE for video traffic is measured
through the PSNR and for data traffic is measured through
the relative average delay increase. Without loss of generality,
in order to match the QoE reduction for video and data users
we assume that a 1 dB decrease in video PSNR corresponds
to a 10% relative increase in data average delay (and a 3
dB decrease in PSNR corresponds to a 30% relative increase
in average delay, etc.). Since the function for video PSNR
versus bit rate (equivalent to RBs assigned) changes with the

characteristics of the video sequence itself, we combine the
PSNR-bit rate functions for multiple video sequences into
one average PSNR-bit rate curve. The video sequences used
were a mix of MPEG-4 coded video sequences at different
resolutions, 240p, 360p and 480p, that were combined in the
respective proportions 39%, 32% and 28% because these were
the proportion for video request of different resolutios reported
in [28]. The video sequences used were “Flowervase” and
“Race Horses”, at 30 frames per second (fps) for resolution
240p and 480p, and “Tennis” and “Park Scene”, at 24 fps for
resolution 360p. As a result, it was observed that the combined
PSNR-bit rate curve can be very closely approximated with
a function of the form qV = a log r + b, where qV is the
video quality measured in PSNR, r is the bit rate and a
and b are constants. Setting the best video quality at almost
q
(M)
V = 38 dB (achievable with a bit rate of 2 Mbps), a quality

decrease cost function for video can be defined as CV =
(q

(M)
V −qV (r))/10, where the factor 10 is introduced to make a

1 dB quality reduction equal to a value of 0.1. After replacing
constants and operating, CV = −1.04 log(R

(V )
B /R

(T )
B ), where

R
(V )
B is the number of RBs allocated to video.
The cost function for data traffic is calculated based on

the relative increase in average delay. The data average delay
can be modeled using Little’s formula for an assumed M/D/1
queue, [26]:

Q =
1

2µ

(
2− ρ

1− ρ

)
, (5)

where Q is the delay, µ is the service rate (in bps for this
case and depending on the SINR and number of average
RBs allocated), ρ = λ/µ is the traffic intensity and λ is the
average arrival rate (also in bps) to an eNB when traffic arrives
following a Poisson model. When data traffic is shaped, the
average delay becomes,

QS =
1

2µπD[n]

(
2πD[n]− ρ

πD[n]− ρ

)
, (6)

where πD[n] = R
(D)
B /R

(T )
B and R

(D)
B is the number of RBs

allocated to data. Note that this relation establishes a lower
limit on πD[n], since for the queue to be stable 1 ≥ πD[n] > ρ.
Using (5) and (6), the relative increase in delay QS/Q equals,

QS

Q
=

(1− ρ)(2πD[n]− ρ)

πD[n](2− ρ)(πD[n]− ρ)
, (7)

and the cost function for data traffic is defined as CD =
QS/Q − 1, which is a function of the RBs assigned and the
traffic intensity ρ.

From the cost functions CV (i) for video call i and CD(j)
for data session j, the overall cost function is defined as
C =

∑
i CV (i)+

∑
j CD(j), where the first sum is over the set

of all video calls and the second over all data sessions. The
problem now becomes to allocate the budget of RB [n + 1]
RBs among the video and data calls so that the cost function
C (representing the decrease in QoE) is minimized. Since the
cost functions CV (i) and CD(j), while in principle different
from each other, are both monotonically decreasing with the
number of RBs assigned to the respective call, the problem is
analogous to the problem of allocating a budget of time slots in
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a TDMA frame to a set of voice calls, each in a different class
with a different distortion-rate performance, so that overall
distortion is minimized. In our case, each video or data call
plays the role of a voice call, each of our cost functions plays
the role of the distortion-rate function, the budget of RBs
plays the role of the budget of time slots and our overall cost
function plays the role of overall distortion. The analogous
problem was optimally solved in [27] with the introduction
of the greedy but optimal SEAMA algorithm. The algorithm
is based on a table containing sorted entries for decremented
costs. Let δ(j)i = Cj(i)−Cj(i+1) be the decremented cost for
call j, when the number of assigned RBs is incremented from
i to i+1. An entry for call j in a row number smaller than the
row number for an entry for call i needs to satisfy δ

(k)
j > δ

(l)
i

(decremented costs are stored in decreasing order) and the
entry for a decremented cost δ(i)j needs to be at a smaller row
number than an entry for decremented cost δ

(i)
k for j < k

(RBs are allocated incrementally). The table entries actually
stores the index j for the call with decremented cost δ(j)i that
corresponds with the sorted order described. Before building
the table, a minimum number of RBs (set based on minimum
QoE limits) is assigned to each call. After this assignment, the
total budget of RBs to be allocated to a value R

(b)
B equal to

the initial budget R(T )
B minus the RBs initially allocated. Since

each row entry in the table corresponds to the allocation of
one RB from the budget, once the table is built, a number of
RBs RB(j) is assigned to call j which has RB(j) row entries
in the sub-table from row 1 to row R

(b)
B . Proof of optimality

and further discussion for this algorithm can be found in [27].

IV. SIMULATION RESULTS

We evaluated the presented technique through simulations
that we implemented using the LTE simulator from TU Wien,
[24]. The LTE network was configured as described in Sect.
II. For the first set of results, each cell site was assumed to
be equipped with a battery bank with a capacity capable of
powering the eNB for 6 hours at an 80% load (the average
load is actually 60% as per Fig. 1). With the assumption
T = 1 hour, M was taken equal to 6 to encompass the battery
bank capacity. Also, each cell site was equipped with a 10
kW wind turbine and 12 MX Solar USA Suncase MX60-240
solar panels, placed facing south at 43◦ Lat. N. (Rochester,
NY), with no shading from obstacles. The 12 panels occupy
an area of 20.4 m2. The study used actual wind and solar data
collected for 100 days between May and August of 2013. The
power output for the 10 kW wind turbine was obtained by
scaling the measurements from a Fuhrlander FL 250 (with a
250 kW maximum power) turbine installed to partially power
a plastic molding company near Rochester, NY. In doing so,
it was considered that the larger 250 kW and the smaller 10
kW turbines had approximately the same efficiency. Because
the 250 kW turbine is twelve years older, the progress in
technology over this time makes reasonable that both turbines
have approximately the same efficiency.

We based the model for the traffic being serviced at the eNB
on [22], where a good model for 2015 in a mobile network is
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Fig. 5. The CDFs for the video quality (top) and for the relative increase in
data traffic delay , QS/Q, with traffic shaping.

described as consisting of 20% of heavy users, which consume
2/3 of the radio resources. We combined this information with
the data in [28], describing video requests in mobile networks
being divided 39%, 32% and 28% between resolutions 240p,
360p and 480p, respectively. To evaluate the impact of traffic
shaping on real-time video, its quality was calculated for the
mix of video sequences described in Section III. Assuming
a target video quality with peak signal-to-noise ratio (PSNR)
almost 38 dB, the corresponding video traffic at a rate of 2
Mbps can be serviced in the simulated LTE network with two
transmit antennas by allocating 10 RBs per frame (2/3 of the
available RBs), 85% of the time. The target video rate of 2
Mbps and the allocation of 10 RBs agrees with the heavy user
model in [22]. For data traffic, it was assumed that in each
frame two users received service at a rate 200 kbps. In the
simulated LTE system, each data user is serviced by allocating
2 RBs per frame 80% of the time. The combine traffic of an
average 3 active users per frame and sector agrees with the
average 9 users per eNB and frame reported in [22].

Figures 4 and 5 show results when the threshold for battery
deep discharge was set at L = 0.25. Figure 4 shows the
performance of the proposed technique evaluated by measur-
ing the cumulative distribution (CDF) for the battery bank
SoC, S[n]/B compared to a system that implements maximum
traffic shaping (transmission with only one antenna on all
sectors all the time) and to a system that does not imple-
ment any traffic shaping technique. Fig. 4 shows that when
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implementing traffic shaping all the time, the eNB operates
powered from renewable sources of energy and the battery
maintains a charge above the threshold of 25%, 99% of the
time. Yet, implementing traffic shaping all the time implies
that the users’ QoE is reduced to its minimum acceptable
value permanently, a setup that does not meet the goals for
our design. On the other extreme, the eNB with no traffic
shaping cannot be powered from renewable energy 20% of
the time approximately, and the batteries operate into a deep
discharge cycle 34% of the time. With the proposed traffic
shaping technique the probability that the batteries operate in
a deep cycle is reduced to 5%, approximately, and a probability
of operating from renewable sources equal to 98.5%.

The results in Figure 4 clearly shows how the proposed
scheme improves the operation from renewable energy, reduc-
ing the probability of not being able to power from renewable
energy more than ten times and the probability of operating
the battery bank into a deep discharge cycle almost seven
times (this would result in extending the lifetime of the
battery bank approximately by the same factor). At the same
time, the improvements with the proposed scheme result from
implementing a shaping of the cellular traffic that presents
a tradeoff with the users’ QoE. Figure 5 shows results that
evaluate the performance for this second side of the tradeoff.
At the top of figure 5 we show the cumulative distribution
function (CDF) for the real-time video traffic (measured in
PSNR) obtained during the duration of the simulation run.
The figure shows that the renewable energy performance in
the proposed scheme is obtained by reducing video quality in
only one third of the time, approximately. Even more, when the
video quality is reduced, approximately 98% of the time the
quality is kept within a very acceptable and slightly noticeable
3 dB of the best quality value. Also, the video quality is
reduced by more than 4 dB only 0.7% of the time and is
never less than 30.5 dB which ensures always maintaining
minimum acceptable QoE levels. At the bottom of figure 5
we show the cumulative distribution function (CDF) for the
relative increase in data traffic average delay, QS/Q, obtained
during the duration of the simulation run. The results show that
data traffic average delay is increased only 29% of the time and
less than 2% of the time the average delay is approximately
more than doubled. The results also show a few corner cases
(probability of occurrence less than 0.5%) of large relative
increase in data traffic average delay (more than five times)
that are attributed to users that were at locations within the
eNB coverage area with very degraded wireless link quality
(during the setup design, the minimum guaranteed resource
allocation were set so that the probability of these event was
very low as observed in the results).

Finally, we set to compare in figures 6 and 7 the proposed
traffic shaping technique with the one we presented in [17].
While in a simplified view the two techniques differ in that the
work in [17] does traffic shaping only on RBs and the proposed
technique in this paper does traffic shaping on RBs and number
of transmit antennas, vis-a-vis comparison between the two
techniques is not as straightforward as the simplified view
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battery SoC, S[n]/B of the proposed technique with the technique presented
in [17] (“Logistic-function based”).
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may imply because the techniques also differ in the goal set
for the battery bank operation. Because of this, comparison
with [17] required relaxing the goal for the proposed traffic
shaping technique and setting the deep discharge threshold
at a very low level of L = 0.1. Other settings for this
simulation (equal to those in [17]) were a wind and solar
generators setup consisting of a 10 kW wind turbine and 6
MX Solar USA Suncase MX60-240 solar panels. The battery
bank was assumed with a capacity capable of powering the
eNB for 8 hours at an 80% load and M = 8. In the figures
6 and 7, the results from [17] were labeled as “Logistic-
function based” because of the function used to determine the
target battery level ST [n + 1]. While, as discussed, a study
of battery operation within the deep discharge regime is not
applicable in this case, figure 6 shows that the traffic shaping
technique presented herein achieves a much lower percentage
of time (3.5% versus 15%) when the eNB is not powered
from renewable energy. At the same time, figure 7 shows
that the proposed traffic shaping technique has a much better
performance in terms of reduction of the users’ QoE than the
technique in [17] (if we accept that a relative increase in data
average delay of 2 and 2.1 are essentially the same). Overall,
the results in figures 6 and 7 validate the three remarks made
in Section III.
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V. CONCLUSIONS

In this paper we have presented an integrated energy-traffic
management technique for sustainable LTE cellular networks
where cell sites are powered most of the time from renewable
energy generators. Based on the renewable energy projected
deficit or surplus, the proposed technique achieves a more
sustainable operation by shaping the traffic at the cellular
base stations to increase and make a more effective use of
renewable energy, while having a reduced effect on real-time
traffic (video) quality and average data delay. This approach is
novel in that it treats traffic conditions and QoE requirements
as controllable parameters. The real time video traffic can
be controlled without adding any delay by leveraging the
scalability features found in modern video codecs and the data
traffic is controlled by adapting the transmit throughput. In the
proposed technique, power consumption at the eNB is reduced
by shaping traffic through the control of the number of active
transmit antennas and resource blocks. The evaluation results,
based on 100 days of wind and solar power measurements,
show that with the presented technique an LTE eNB can
be powered from renewable energy 95% of the time while
avoiding operating the battery bank in a lifetime-reducing
deep discharge cycle. The proposed technique reduces the
probability of not being able to power the base station from
renewable energy more than ten times (from 20% to 1.5%) and
reduces seven times the probability of operating the battery
bank into a deep discharge cycle. More importantly, these
results are achieved while introducing minor effects on the
real-time and data traffic. Indeed, with the presented technique,
video and data traffic are affected less than a third of the time,
video quality is reduced by more than 3 dB only 2% of the
time and data delay is approximately more than doubled only
2% of the time.
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