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Abstract

CORE® V4 is a finite element code for modeling partly or fully sated water flow, heat
transport and multicomponent reactive solute transport under both locaicahequilibrium
and kinetic conditions. It can handle coupled microbial processes and gewmahssactions
such as acid-base, aqueous complexation, redox, mineral dissolutgntagtien, gas
dissolution/exsolution, ion exchange, sorption via linear and nonlinear is@theorption via
surface complexation. Hydraulic parameters may change duen&ahprecipitation/dissolution
reactions. Coupled transport and chemical equations are solved bysesjagntial iterative
approaches. A sequential partly-iterative approach (SPIA) isepted which improves the
accuracy of the traditional sequential noniterative approach (Sifid\)s more efficient than the
general sequential iterative approach (SIA). While SNIA letdsa substantial saving of
computing time, it introduces numerical errors which are espedsbe for cation exchange
reactions. SPIA improves the efficiency of SIA because tmation between transport and
chemical equations is only performed in nodes with a large massferebetween solid and
liquid phases. The efficiency and accuracy of SPIA are compar#itbse of SIA and SNIA
using synthetic examples and a case study of reactive trabpmugh the Llobregat Delta
aquitard in Spain. SPIA is found to be as accurate as SIA whilgrireg significantly less CPU
time. In addition, SPIA is much more accurate than SNIA with @lyninor increase in
computing time. A further enhancement of the efficiency of SBIAchieved by improving the
efficiency of the Newton-Raphson method used for solving chemical iegsiatSuch an
improvement is obtained by working with increments of log-conceatraitand ignoring the
terms of the Jacobian matrix containing derivatives of actoosfficients. A proof is given for
the symmetry and non-singularity of the Jacobian matrix. Numeaitalyses performed with
synthetic examples confirm that these modifications improve fleeeety and convergence of

the iterative algorithm.
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1. Introduction

Progress in coupled thermal, hydrodynamic, geochemical and naicnobdels in porous
and fracture media is essential to understand how physical, geicehand biological reactions
are coupled in groundwater and their effect on groundwater-chgreigitution and the reactive
transport of contaminants and microorganisms. Numerical modelsbie@veincreasingly used
for this purpose, a trend that will continue because more sophidticaidels and codes are
being developed and computer costs keep decreasing. Significarg affdrattempts have been
made during recent years toward the development of such toolkn¢Kiet al., 1985;
Kaluarachchi and Parker, 1990; Steefel and Van Cappellen, 1990; Lenhalngl994; Salvage
and Yeh, 1998; Ayorat al., 1998; Steefel and Lichtner, 1998; Tebes-Stewetnrd., 1998;
Yabusakiet al., 1998; Chilakapatet al., 2000; Saaltinket al., 2000; Xuet al., 2000; Yeh, 2000;
Ginn et al., 2001; Regnieet al., 2002; Saaltinket al., 2003; Pruesst al., 2004; Maheret al.,
2006; Yang, 2006; Yang al., 2007; Yanget al., 2008a,b). A recent review on reactive transport

modelling is presented by Steeéehl.(2005).

The group of University of La Coifia (UDC) has developed over the last 15 years a series of
codes with the generic name of CORE (COde for modeling parfiyllgrsaturated water flow,
heat transport and multicomponent REactive solute transport under both cluealical
equilibrium and kinetic conditions). The reference code, CORE-M&s an extended and
improved version of a previous reactive transport code, TRANQUIefal., 1999). CORE-
LE?® solves simultaneously for groundwater flow, heat transport anticorabonent reactive
solute transport under the following conditions: 1) 2-D confined or unueshfisaturated or
unsaturated steady-state or transient groundwater flow with ajebeundary conditions. 2)
Chemical equilibrium including (a) Acid-base, (b) Redox, (c) Aquecomsiplexation, (d)

Surface sorption, (e) lon exchange, (f) Mineral dissolution-predimitaand (g) Gas dissolution-



exsolution. 3) Transient heat transport considering conduction, heatsthspand convection.
CORE®V2 was released in 2000 (Samgeral., 2000). Contrary to CORE-I2B, COREPV2

can handle kinetically-controlled dissolution-precipitation reactiortsis Version has been
widely verified (Sampegt al., 2000). CORE® V2 was the base for the development of: 1)
INVERSE-COREP, a code for automatic estimation of up to 16 different types otiveac
transport parameters (Dai and Samper, 2004, 2006) and 2) BIOGEQRTNg, 2001; Sampet

al., 2006a; Zhangt al., 2008), a code which accounts for microbial processes in addition to

geochemical reactions.

The most recent version of CORECOREP V4 (Sampeket al., 2003) is presented here. It
was developed from CORE V2 (Sampert al., 2000) by adding some of the capabilities of
BIOCORE® and INVERSE-CORE® such as automatic time stepping, kinetic aqueous
complexation reactions, microbial processes, and inverse subrootild¥ ERSE-COREP. A
novel sequential approach is presented here which requires iteratiweebetransport and
chemical equations only in finite element nodes having a large trassfer between solid and
liquid phases. This approach is denoted as sequential partlywgeegtproach (SPIA). At a
given time step, after solving the transport equations, chemikaillatzons are performed only
at the nodes not satisfying a prescribed partly-iterative toderaThe computing time and the
accuracy of SPIA is compared to those of other sequentidivei@proaches for several 1-D
synthetic examples covering the major types of hydrochemieaitioas and a case study
reported by Xuet al. (1999) dealing with cation chromatographic separation through the
Llobregat Delta aquitard near Barcelona, Spain. Several matthfis of standard Newton-
Raphson iterative methods used for solving the set of nonlinear chexpizdions are proposed
which include: (1) working with increments of log-concentrations andg(®)ring the terms of
the Jacobian matrix containing derivatives of activity coeffisienith respect to component

concentrations. These modifications are shown to improve the efficgmtgonvergence of the



iterative algorithm and lead to better conditioned systems otiegaaA proof is given for the
symmetry and nonsingularity of the Jacobian. Numerical analysdsrmed with synthetic

examples confirm these results.
2. Mathematical formulation

When diffusion and dispersion coefficients are the same for all asjusmcies, reactive
transport equations can be written in terms of total dissolved comipooecentrationsCy, as

(Yeh, 2000):

V-(#DVC,)-q-VC, +W(C, —C,)+6R :986% k=12,..N, (1)

whereD is the dispersion tensar,is the Darcy velocityd is the volumetric water contenty is

the external fluid source teri@; is the dissolved concentration of external fluid sourkesfers

to the chemical component from 1Ng. R is the reactive chemical-microbial sink/source term
which includes the chemical interactions of tie&mponent with the solid and gaseous species,
the kinetics of aqueous complexation reactions and the consumption/produdtiencbemical

component by microbiological processes.

Geochemical reactions can be grouped into two classes: 1) Homogenebossedtch
occur in the liquid phase, such as agueous complexation, acid-base andessdioxs and 2)
Heterogeneous reactions which involve mass transfer from liquisblid/gas phases, and
include mineral precipitation/dissolution, surface complexation, ragschange and gas
dissolution/exsolution. The total dissolved concentration of a given comp@aentEqg. (1) can
be written in an explicit form as a function of the concentratiadh®fN- components or primary

species

— Ny — Ny -1 N Viiy Vi
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where K| is the equilibrium constant which depends on the pressure and tenpeahtine
system; xand ¢ are molar concentrations of secondary and primary species, treslyeq are

activity coefficients,Ny is the number of secondary species, and stoichiometric coefficient

of thei-th primary species in aqueous complexation of-tresecondary species.

Under equilibrium conditions, dissolution-precipitation reactions camldseribed by the

mass action law which states that

NC
Xmﬂ“me = Hclvr?i 7/ivr?i (3)
i=1
whereXy, is molar fraction of then-th solid phase,,is thermodynamic activity coefficienkg

and 4, are taken equal to unity for pure phase$§)is the stoichiometric coefficient in the

dissolution reaction of therth solid phase; anl, is the corresponding equilibrium constant.
The assumption of pure phases has been accepted for reactiyortrgoreblems involving
cement-based materials (Richardson, 1999). The equilibrium condition wavidsationship
between the concentrations of the involved aqueous species. Theanags tneeded to achieve
this condition is not specified. In fact, Eq. (3) does not include the concentrati@nethhsolid
phase, and therefore the amount of dissolved/precipitated mineral cannot be complidiég.ex

Kinetic mineral dissolution/precipitation is modeled with the following late

_Ea Ny Nc +Ny
r=¢ce ™Y K [ a*@*-)* (4)
k=1 i=1

wherer is the dissolution/precipitation rate (mofirs), Qis the saturation index (dimensionless)

and¢ is an integer variable which takes values of 1 or —1 depending on wiiktiselarger or

smaller than 1 (precipitation/dissolution), respectively. At equilibri2 = 1 andr = 0. The term

Ea
e R is a thermodynamic factor which accounts for the temperaiyr@nd the apparent

activation energy of the overall reacti@a (KJ/mol).R (KJ/mol-°K) is the gas constant amds



the absolute temperaturdl, is the number of kinetic reaction ternis, is the kinetic rate

Nc +Ny
constant for the 'kkinetic term (mol/ri/s), H a“ is a term accounting for the catalytic effect
i=1

of some species such ad &hda is the activity of the'l aqueous specieblc andNy are the

numbers of primary and secondary species, respégtig, and ;, are kinetic parameters

usually determined from experiments.

The subsurface environment contains microbes whsgh organic and inorganic chemical

species as substrates, electron acceptors aneéntatrMicrobial growth obeys Monod kinetic

laws such as
oC, Ne No Ny : C? C? C
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whereC,, C, and C, are concentrations of substrates, electron acceptors, nutrientstivedpels, K, K,

are half-saturation constants of substrates, electicceptors and nutrients, respectively;
superscript9, g andr refer to the order of substrates, electron acese@ad nutrients in the

ecosystemy”* is the specific growth rate angbe'is the lag coefficient of thé" microbe

growing on the™ substrate and™ electron acceptor; and,, N, andN, are the total numbers of
substrates, electron acceptors and nutrients, ctggly. Expressions of other microbial
processes such as metabolic competition, decayahmsts, endogeneous respiration and
attachment/detachment of microorganisms on biotié#m be found in Zhang (2001) and Samper
et al. (2006a). Consumption and vyield rates of chemipalces involved in microbiological
processes are related to microbial growth rategiddg coefficients. The rate of consumption of

the pth substrate due to microbial growth,, B given by:

acp __ib:%b: 1 oCy | A
o= Y| P 61: growth ( )



whereY!’?is the yield coefficient of th@th substrate being used by tie microbe in itsjth

growth. To illustrate the previous concepts, letcaasider iron reducing bacteria (IRB) which
grow at a rat&g by oxidizing dissolved organic carbon (DOC) andueng ferric minerals. The

rate of substrate consumptioR .., is given by

R
R —__'8B 7
DOC YB ( )
where Y is the yield coefficient of DOC to IRB. Oxidatiaf DOC yields bicarbonate. Then,

the rate of bicarbonate production by microbial gaesses,R is calculated as

HCO;

Riico; = Yhco; Rooc where Y,co. 1§ the yield coefficient ofHCO; from DOC. The

consumption rate of dissolved ¥eR_, , is given by R_s =f,Rpoc where § is the

proportionality coefficient of F& and DOC in the redox reaction. Proportionality flioients
are generally equal to stoichiometric coefficiemtewever, they may differ from stoichiometric
coefficients when the substrate is a complex maolecalar organic compound.

Chemical reactions which involve mass transfer freofid to liquid phases can induce
changes in physical and hydrodynamic propertiea gorous medium (Steefel and Lichtner,
1994). For instance, mineral dissolution (prectmta can increase (decrease) the porosity. Such
a change in porosity may, in turn, affect flow drahsport properties (e.g., diffusion coefficient
and permeability). Changes in porosity are evatlidtem computed dissolution/precipitation
rates using an explicit method. CO®RBE/4 incorporates a Kozeny-Carman equation to relate
permeability to porosityEffective diffusion coefficient may change with peity of the porous
medium due to mineral dissolution-precipitationff@ient expressions of effective diffusion
coefficient in terms of porosity have been impleteenin COREP V4. One of them is the
expression derived by Garboczi and Bentz (1992)nfraumerical tests performed of

microstructure of cement paste.



3. Numerical methods

The finite element method is used in CGRE4 to solve for groundwater flow, solute and
heat transport equations. The groundwater flow #guas solved first in terms of hydraulic
heads for saturated flow in confined or unconfiagdifers. Unconfined aquifer flow equation is
solved iteratively using a predictor-corrector sake Flow in variably saturated media is solved
in terms of pressure heads by a Newton-Raphsoatiitermethod. For steady-state flow, the
equation is solved once only at the first time sWjater velocities, which are needed to evaluate
advective and dispersive solute and heat fluxescamputed from nodal head values by direct

application of Darcy’s law to the finite elementigon.

Thermal conduction and advection are consideretienheat equation. The solution of the
heat transport equation is used to update temperdapendent chemical equilibrium constants,
activity coefficients and kinetic rates. Solutiohheat transport shares subroutines with solute

transport solution because the structure of botiagons is similar.

Each chemical component has a transport equatiorteims of its total dissolved
concentration. Since chemical sink/source termsaaseimed known (they are evaluated at the
previous iteration), each transport equation casdbeed separately. Transport matrices may be
different for each component because diffusion faoehts and effective porosity may be
component dependent. A Newton-Raphson method i tassolve the geochemical equations.

Biogeochemical reactions are solved node-wise.

The numerical formulation presented here to sdheedoupled equations of solute transport
and chemical reactions is based on the sequetdraktion approach (SIA) (Yeh and Tripathi,
1991; Simunek and Suarez, 1994; Wadteal., 1994; Lichtner, 1996; Xeat al., 1999) in which
transport and chemical equations are solved sebarat a sequential manner. Transport

equations are solved first and then chemical reasti This sequence is repeated until



convergence is attained for a prescribed toleraiite key point of SIA is therefore the
sequential solution of two independent sets of egust (a) transport equations which are solved
in a component manner, and (b) chemical equatidnshaare solved node wise. These two sets
of equations are coupled by reaction sink/sourcmgewnhich are updated during the iterative
cycle. The formulation implemented in CORE usesixeth explicit-implicit scheme based on
the standard transport operator which has adeq@aieergence properties (Xu, 1996). This

scheme derives from rewriting Eq. 1 as

+1/2
oCs
ot

V-(0DVC; 2] -q-VC 2+ W C - G +0R =0 i=1,...,N. ®

where superscrigdenotes the transport plus reaction iteration rerm transport plus reaction
iteration consists of two stages, a transport stigeted bys+%2 (it should be noticed that %2
does not meamt/2 whereAt is the time step) and a reaction stage denoted Y. Since

reaction sink/source termszio not depend oﬁ:?”z, Eg. 8 are linear and have the same

structure as the standard transport equation ohaesvative solute. These equations are solved
with the Galerkin finite element method (Xu, 1996)d using a finite difference backwards

Euler scheme for time derivatives. The system agéqns for the j-th component is

|:77E+;::|CIJ§+1,S+1/2 :glj<+1+RI;Jrl,s_’_[(n_l)E_’_;:}C? (9)

wheren is a time weighting parameter €0 for explicit,7=1 for implicit), E is a (Ny X Ng)
matrix containing dispersion and advection term&neh\; is the number of nodes of the finite
element gridF is also a (Nx Ng) matrix of storage term<C****"*' is a column vector of nodal
concentrations at the (s+1/2) stage of the (k+1liitte step,R'J“l'S is the column vector of

reaction sink/source terms which are derived fromdolution of the chemical system at the s-th

: : k+1 . .. . .
Iteration, g; " is a column vector containing boundary terms ds ageexternal fluid sink/source



terms, At = e+l tk, and superscript denotes time step. The actual expressioris, & and

9T+1are given byXu (1996). Eq. 9 is solved separately for each changemponent. Computed

component concentratiorfs; ~*"'?, are then used to update total analytical conatatrs,

T *+*72 'which are defined in (A1) and include the conttibns of precipitated, exchanged and

sorbed species in addition to total dissolved cotra@ions. By solving the chemical equations in

the manner described in Appendix A one obtains malues of dissolved concentrations

Ci*™*"and reaction termRK'"*** which are compared t€ """ and R} to check for

convergence. Sequential solution of transport d@snical equations is repeated until prescribed
convergence criteria are satisfied both in termdisgolved concentrations and reactive terms.
The sequential non-iterative approach (SNIA) isadipular case of the sequential iteration

approach (SIA) in which the sequence of transpiod r@action equations is solved only once.

The sequential partly-iterative approach (SPORJy requires iteration between transport and
chemical equations in areas where there is a laapgs transfer between the solid and the liquid
phases.

The time stepAt can be specified in advance by the user or deffiraed an automatic time
stepping algorithm. The initial value aft is obtained as the minimum value which satisfies
simultaneously the following conditions: 1) The dinsionless time needed for the dissipation of
a hydraulic perturbation within any finite elemestitould be smaller than 2, 2) Courant number
smaller than one, 3) Stability of chemical kinetexssd 4) User-specified minimum printing
intervals. Time steps are automatically updateddigg empirically-derived expressions derived
from several functions measuring the convergenaéoqmeance such as numerical stability,
number of transport+chemistry iterations and maxmawmulative concentration change among
all nodes and aqueous components. Further detatlseostepping algorithm can be found in

Zhang (2001).



Two types of stabilization methods have been impleted in CORE® V4 to reduce
numerical oscillations produced by classical firdlement methods when solving advection-
dominated problems, They include stream upwindimgrdv-Galerkin (SUPG) method and

subgrid scale stabilized method (Yang and Sam@e8g)2

CORE® V4 can cope with heterogeneous systems havinguil@egnternal and external
boundaries. The code also can handle heterogem@dusnisotropic media. It is not restricted to
specific chemical species, and therefore can censidy number of agueous, exchanged and
sorbed species, minerals and gases. Thermodynaatéc athd stoichiometric coefficients of
chemical equilibrium reactions are read directignira database which is modified from the
EQ3NR database (Wolery, 1992). A pre-processorasiged to convert the contents of other
chemical databases such as PHREEQE, MINTEQ, NEAANMWAL and HATCHES into the
format of CORE databases. It is worthy noting B&RE® V4 can handle also problems with:
1) Anisotropic diffusion to deal with diffusion aatropy in clay media (see Samptral.,
2006b), 2) Isotopic transport coupled with chemiczdctions for the purpose of simulating
radionuclide release from a radioactive waste rigmys and 3) Automatic estimation of flow,

solute transport, chemical and biological paranseféanget al., 2008Db).

4. Verification and Applications of CORE

CORE® V4 has been extensively verified against analytamutions. The conservative
solute and heat transport subroutines of C&YR& have been verified for one-dimensional
conditions. The 1-D test case corresponds to tne tvolution of concentrations in a semi-
infinite confined aquifer under steady-state umfoflow. Reactive transport with kinetic
dissolution-precipitation reactions and kinetic agus complexation has been verified against

analytical solutions for 1-D problems in saturateskdia (Yang and Samper, 2008).



Multicomponent reactive transport coupled with @atiexchange reactions has been verified
against analytical solutions derived by Samperaagg (2007). Reactive transport with kinetic
rate laws was verified for calcite and smectitesaligtion against 1DREACT (Steefel, 1993).
Capabilities of CORE V4 to deal with redox reactions were verified agaDYNAMIX with a
case of uranium migration through a column (Liu &mrasimhan, 1989). Reactive transport
with cation exchange routines was verified agamsolution reported in PHREEQM user’s
manual problem (Nienhuist al., 1991) which involves a column initially filled W 1 mM
NaNG;and 0.2 mM KNQ which is flushed by a 0.6 mM Calolution. This case illustrates the
chromatographic separation of Cand K. C&"is weakly adsorbed and is eluted first, i
more tenaciously held than €aand appears retarded in the column effluent. Alcaied by
Samperet al., (2006), subroutines for solving microbial proessswere verified against
analytical solutions derived by Salvage and Yeh989and against other codes such as

BIOCLOG3D (Engesgaard, 2000) and FEREACT (Tebegebtet al., 1998).

CORE® V4 has been extensively used to model laboratapesments (Sampeet al.,
2008a,b) andn situ experiments performed at Underground Rock LabaedURL) such as
those of Mont Terri (Switzerland) within the contet DI-B (Sampeset al., 2006b), DR and VE
experiments, Mol (Belgium) in the framework of CERBUS experiment (Sampetral., 2006a;
Zhanget al., 2008), Bure (France) within DIR experiments, Agfiveden) within the Redox
Zone (Molineroet al., 2004; Molinero and Samper, 2006) and REX expearnmé¢Yanget al.,
2008b) and FEBEX experiment (Samperal., 2008c) at Grimsel (Switzerland). COREV4
has been used also to calculate the long-term gedchl evolution of radioactive waste
repositories in clay (Yangt al., 2008a) and granite (Yangt al., 2007) in integrated
performance assessment projects such as BENIPARNF&#hd PAMINA. CORE has been
used also to simulate: 1) Solute transport in @taquifers including uranium transport in

Andujar aquifer (Spain), geochemistry of Aquia dguiUSA (Daiet al., 2006) and salt water



flushing in Llobregat delta aquitard (Dai and Sam@906), 2) Drainage of civil engineering
works, flow into tunnels and underground excavajd) Groundwater flow and heat transport
in hydrothermal systems, 4) Concrete degradatioalif@ezet al., 2006), and 5) Stochastic

transport and multicomponent competitive cationhexge in aquifers (Samper and Yang, 2006)

5. Comparison of sequential approaches

Some investigators such as Walkerl. (1994) claim that physical transport and chemical
reaction reactions taking place under equilibriupnditions can effectively be de-coupled and
therefore can be solved separately in a sequemaainer without the need to iterate between
transport and chemical equations. Steefel and Man@@u(1996) present a comparison of
several approaches including direct substitutiqr@gch (DSA), SIA, SNIA and a time-centered
SNIA or Strang splitting approach using severalptercases. They found that SIA sometimes
gives the smallest error to CPU time ratio althougbther cases SNIA is more efficient. While
DSA can solve all the problems, it is not alwayes most computationally efficient approach. Xu
et al. (1999) present a systematic comparison of thepeaegnce and accuracy of SIA and SNIA.
Their results show that SNIA requires less compgutime than SIA. However, the accuracy of
SNIA is highly dependent on space and time distagbn and the type of chemical reactions.

A new sequential approach is presented here tlgires iteration between transport and
chemical equations only in nodes where there &gelmass transfer between the solid and the
liquid phases. It is the sequential partly-iteratigpproach (SPIA). This new approach is
implemented as follows. After the transport staf@ @iven iteration, chemical equations are
solved only at the nodes in which the following wergence criterion has not been met in

previous iterations

i <eg (20)




where G is the total dissolved concentration of the jHleimical component at the i-th node&)
is the mass transfer from the solid to the liquige per unit fluid volume during the time step
At, ande is a prescribed partly-iterative tolerance. Noticat AQ and G have the same units
because it is a common practice in reactive tramspodeling to express all concentrations as
mol/L, even for solid species.

To evaluate the performance of SPIA, a systemabimparison of the accuracy and
computing requirements of the three sequentialaggbres (fully iterative, SIA, partly-iterative,
SPIA, and non-iterative, SNIA) was carried out. cA@acy of SNIA and SPIA is evaluated by

computing relative differences such as,

5, = o ~Ci| (11)
(GG

2

where superscript * applies to either SPIA or SNJS,B*M- is the relative difference at the i-th
node for the j-th component at the k-th time stpperform a systematic comparison, only the

- * * o . - .
maximum and average valuesdfj , opax ando ™ are retained which are defined as

8= max i) (12)
alli, j,andk
Ng Nc N .

2 2.0

6* _ i=1j=1 k=1 (13)
Nd NC Nt

where N, Nc, and N are the number of nodes, chemical componentsieuedsteps, respectively.

5.1 Comparison using synthetic examples
The comparison of the performance of SIA, SPIA &A was conducted on the same

synthetic cases used for TRANQUI verification (X1996). They correspond to simple 1-D



reactive transport problems under steady-state omditions. Each case involves a different
type of chemical reactions. The first one dealshwgypsum dissolution while the second
involves pyrite oxidation. The third case is a @atexchange verification example discussed by
Appelo (1994). The forth synthetic case coincidéh Wase 2 of Cederberg al. (1985) which
involves cadmium sorption in a soil column.

Stability of the numerical solutions of solute sport equation as well as convergence of the
iterative process are controlled by the Courant Redet dimensionless numbers. The Courant
number, C, is defined ag\t / Ax where v is water velocity andt is time increment. In order
to ensure stability, C must be less than 1, althaigyallyC <1/ 3. The Peclet number, P, is the
ratio between advective and dispersive transpoérdiffusion is negligible, the grid Peclet
number is equal ta\x/ « where Ax is grid size andx is dispersivity. Stability is usually
ensured whenevelP < 2.

A Courant number of 0.1 and a Peclet number of lewsed in all four cases. The values of
the maximum and average differences for each a&sewmmarized in Table 1. For SNIA the
maximum and average differences are small (less tha6% and 0.4%, respectively) for all
cases (dissolution, redox and adsorption) exceptdtion exchange. Here the average difference
is moderately large (equal to 2.4 %) while the maxn difference reaches a significantly large
value of 57.4 %. The partly-iterative approach ligags much more accurate than SNIA. One
can see in Table 1 that SPIA differences are almegtigible. The largest maximum relative
difference is equal to 8«4.0* % (five orders of magnitude smaller than that of AN

The performance of the three approaches in termesraputing time is summarized in Table
2. SIA requires from 1.4 to 3.8 times the CPU twh&NIA which is always the fastest approach.
SPIA, which is much more accurate than SNIA, resgpiirom 1.2 to 1.9 times the CPU time of

SNIA.



Clearly, SPIA leads to a substantial saving of cotimg time when compared to the most
CPU-demanding approach, while it provides solutiamsch for all practical purposes are as
accurate as those of SIA.

Additional runs were performed for the cation exuayg@ synthetic case because it shows the
largest errors. A more detailed account of thisngpla is provided to understand better the
results. This case corresponds to a laboratorynuolexperiment reported by Appelo (1994). It
illustrates cation chromatographic separation almglumn which is initially filled with a pore
water containing 1 mM of NaN$£and 0.2 mM of KNQ. The column is flushed at a constant
discharge of 0.072 m/day with a 0.6 mM Casilution. The column is 0.1 m long and contains
a porous material with a porosity of 0.3, a dispéiss of 0.001 m, and a cation exchange
capacity (CEC) of 0.01779 meq/100 g. The densitythaf solids is equal to 2650 kg/m
Molecular diffusion is negligible. Redox reactionkich could affect nitrate concentrations are
disregarded. Therefore, both nitrate and chlorid@ e treated as conservative species.
Thermodynamic data were taken from PHREEQM datapéieahuis, 1991).

To evaluate the effect of Courant and Peclet number average and maximum relative
differences of SPIA and SNIA, this problem was sdivior 12 pairs of Courant and Peclet
numbers corresponding to Peclet numbers of 0.2laartt the following Courant numbers: 0.05,

0.1,0.2,0.5,1and 2.
For the non-iterative approach, SNIA, maximum défu:esﬁ;]ax, are much greater than

average differences_i* (Figure 1). Both of them increase with increasmurant and Peclet
numbers. Differences are much more sensitive t@ttans in Courant number than they are
with respect to P. A log-log plot of average andximaim relative differences versus Courant

number reveals that results fit to straight linesihg slopes equal to 0.61 for* and 0.44 for

*

Omax Which are similar for P=0.2 and P=1. The averdfferdnce is small (1.5 %) for C = 0.05.



However, it attains a significantly large value @A P6) for C = 2. Maximum differences are
much greater and vary from 30 % for C = 0.05 to %8fbr C = 2.

A convergence tolerance (in Eq. 10) of 1G was used for the partly-iterative approach,
SPIA. Contrary to SNIA, SPIA maximum difference®sha mild dependence on the values of
C and P. The maximum difference is always smallantl.2 %, while the average difference is
so small (on the order 0&20* %) that it does not show in Figure 1. Eor 10°, differences are
almost zero, meaning that SPIA and SIA solutioresaimost identical.

Figure 2 shows the breakthrough curves computell thvé three approaches using Courant
and Peclet numbers equal to 1. As expected, alitisnk coincide entirely for conservative
solutes such as TlIThe breakthrough curve of Nas retarded with respect to that of.Cl
Moreover, K is tied to the exchange complex more strongly tHah) and it is released later to
the solution. In spite of the fact that the inpotusion has a very low Kconcentration, the
release of exchanged' Krovokes a peak of dissolved Kretardation). Dissolved &acoming
from the input solution is consumed in displacing ldnd K from exchange sites. Therefore,
dissolved C#& breaks through much later than what would cornedfio a conservative species.
SPIA results obtained with= 102 ande = 10° cannot be distinguished from those of SIA in Fig.
2. There are some differences between SNIA ando&akthrough curves of KCurves of N&
and K computed with SNIA are smoother than those of $méicating that SNIA introduces
numerical dispersion. This result is consistenhuwiite findings of Herzer and Kinzelbach (1989)
and Valocchi and Malmstedd992) who concluded from both theoretical and mirakanalyses
that de-coupling of transport and chemical equatiotroduces numerical dispersion unless these

equations are solved iteratively.

5.2. Comparison on a case study



A case study dealing with cation chromatographjgas&tion through a vertical column of
the Llobregat River Delta aquitard (Barcelona, 8paras used to evaluate the performance of
the sequential approaches in real complex problérs. regional setting of this two-layer
aquifer separated by the aquitard here considerddscribed elsewhere (Iribairal., 1997). The
cation content of interstitial water in the Llobatdelta aquitard shows the typical distribution
of saline water in equilibrium with the soil, whigs being displaced by upwards fresh water
flow. Xu et al. (1999) presented the results of the simulationrezctive transport using
TRANQUI.

It is believed that the Llobregat River Delta aquisystem has been in close to steady-state
head conditions during the last 3500 years. Fresiencoming from the deep aquifer has been
flushing the aquitard at an estimated averagedfuk373<10° m/year. The 35 m thick saturated
aquitard column is constituted by a homogeneougsilalayer. According to Manzano (1993),
porosity is equal to 0.411, longitudinal dispersivamounts to 0.7 m while the pore water
diffusion coefficient takes a value of 310> m?/year.

The chemical composition of native aquitard poretewas listed in Table 3. This
composition coincides for the most part with thatpresent Mediterranean seawater. Table 3
also contains the chemical composition of groundwat the lower aquifer. The numerical
model accounts for: (1) acid-base and aqueous @xafpbn reactions involving 14 secondary
species, (2) cation exchange, and (3) dissolutrecipitation of calcite. These reactions are
assumed to take place at local equilibrium. Theiresponding equilibrium constants are listed
in Table 4. Gaines-Thomas convention was adopteddton exchange, according to which
activities of exchanged cation are given by thguiealent fractions (Appelo and Postma, 1993).
Selectivity coefficients were derived from averagdésmeasured values, except for NHfor

which a value of 0.5 was selected.



Since the performance of SNIA and SPIA compareithab of SIA is expected to depend on
space and time discretization, reactive transpwaugh the Llobregat Delta aquitard was solved
for a wide range of Peclet, P, and Courant, C, rermil® ranges from 0.5 to 2 while C varies
from 0.0579 to 0.9264.

SNIA introduces errors which increase with incregsralues of P and C. In a log-log plot of
maximun and average errors versus Courant numbergmcal results fit to straightlines (see
Figure 3) having of 0.63 for maximum differencesl @h4 for average differences which are
similar to those found for the cation exchange c@senpare Figures 1 and 3). The Peclet
number also affects the magnitude of the differenedthough its effect is much smaller than
that of the Courant number. For the smallest PGwdlues (P=0.5 and C= 0.0579) the average
difference is rather small (1.32%) while the maximdifference is equal to 16.32 %. For the
largest P and C values (P= 2 and C= 0.9264), theage difference takes a small but significant
value of 5 % whereas the maximum difference amowni®3 %.

Numerical results obtained with the partly-iteratimpproach, SPIA, are for all practical
purposes undistinguishable from those of the egalettion. SPIA errors are always close zero,
and for that reason they are not plotted in Figure

Common to all approaches is the increase of CP# tuen the Courant number decreases
(Table 5). Such an increase is especially notieefdsl C=0.0579. On the contrary, CPU time
shows no clear dependence on Peclet number. Onél vexipect to observe a CPU time
reduction by using coarse grids with large Peclénibers. Some of the results in Table 5
confirm this expectation, although the results egponding to C=0.0579 show just the contrary.
SNIA requires from 2 to 3 times less CPU time ti&dA. This means that CPU time is reduced
by a factor of 2 to 3 when iteration between trams@nd chemistry calculations is not

performed. It should be noticed that the ratio & $o SNIA CPU times decreases as C



decreases. For commonly used values of Courant eufoisually less than 1/3), this ratio is
approximately equal to 2.

As expected, the CPU time for SPIA is always betwtdwse of SNIA and SIA for fixed
values of P and C. A comparison of SPIA with thestraxccurate and time consuming approach,
SIA, reveals that SPIA requires from 30 to 50% |€$3U time than SIA. The smaller the
Courant number, the greater the saving of CPU taunkieved by SPIA. Apparently, the
reduction in computing time achieved by SPIA sed¢mbe independent of Peclet number, at
least within the range 05 P < 2. The comparison of the performance of SPIA wépect to
that of SNIA shows that SPIA is as efficient as SNior small Courant numbers. For values
greater than 0.2, however, SPIA requires twice asCPU time as SNIA.

Figure 4 shows the breakthrough curves of totadai®d C&', K*, Na and Cl at several
points in the aquitard. They were computed withANSPIA, and SIA using Courant and Peclet
numbers both equal to 1. Similar to the exchangehgyic case, SPIA curves coincide entirely
with those of SIA. Numerical solutions obtained lwthe non-iterative approach, SNIA, also
coincide with those of SIA for conservative spe@ash as chloride (see Figure 4d). However,
SNIA solutions for strongly reactive species susltalcium, which interacts with the exchange
complex and participates in calcite dissolutionepiation, show some deviations from “exact”
solutions. Deviations in Ca breakthrough curveslamgest at the bottom of the aquitard where
the effects of mixing of fresh and saline waterd ehemical reactions are strongest (Figure 4a).
Potassium breakthrough curves computed with SNE® ahow noticeable discrepancies with
respect to SIA. In addition, these curves exhiddigonal numerical dispersion. It should be
noticed that SNIA solution for sodium (see Figudd ghows no major discrepancies because the
changes in its concentration are caused mostlyilbtiah and to a much less extent by cation
exchange. To realize such effect, the reader shmaydittention to the fact that the concentration

scale in Figure 4d is ten times larger than theselun Figures 4a, 4b and 4c.



In general, the largest errors of SNIA take plataneas where boundary water mixes with
native water, near concentration moving fronts atdthe interfaces between different
geochemical zones. To overcome this drawback oASSPIA iterates between transport and
chemical reactions only in regions where it is reektb achieve accurate numerical solutions.

Numerical modelling of reactive transport in thelilegat Delta aquitard allows us to draw
the following conclusions about SIA, SPIA, and SNIA

1) SNIA is from 2 to 3 times numerically more effictehan SIA. However, SNIA solutions
are less accurate and exhibit more numerical dispethan SIA solutions. SNIA errors increase
with increasing Peclet and Courant numbers. Raativors range from 1.3 to 5% (in average),
although they may reach locally very large values.

2) The proposed sequential partly-iterative approa8RJA, achieves almost the same
accuracy as SIA with a reduction in CPU time raggnom 30 to 50%.

3) The accuracy of SPIA solutions depends on theypaettative toleranceg. Although the
optimun value ok may be problem-dependent, for the Llobregat Datpaitard a value of =
10° leads to results which are identical to thoselsf S

6. Numerical aspects of chemical calculations

Most of the CPU time needed to solve the examplesemted here is consumed by solving
the chemical equations. This holds true for allrapphes, including the non-iterative approach.
This remark, which agrees with the statements df aed Tripathi (1989), shows that the most
effective way to improve the overall numerical efncy of reactive transport should focus on
deriving highly efficient numerical algorithms fdne solution of chemical equations. Under
local equilibrium conditions, these highly nonlineequations are solved using the Newton-
Raphson iterative method described in Appendix Be §eneral solution scheme described in

Appendix A is used to solve for mineral dissolutfmecipitation. When the amount of dissolved



mineral is larger than the quantity of existing eral, then the mineral is considered to be

exhausted. It is taken out of the chemical systanthfe next time step.

6.1 Relative increment in concentration

Sometimes concentrations of some species may ey of orders of magnitude. For
instance, sulfate and sulfide concentrations chgnegtly from oxidizing to reducing conditions.
This may lead to ill-conditioned Jacobian matriaesl eventually to convergence failure. Basis
switching, where most abundant species are dyndlyngaitched as the set of components, can
greatly improve the condition number of the Jacob#@nd help to overcome convergence
problems (Wolery, 1992; Steefel and Lasaga, 199d4yvever, much more programming work
and computing time is required if basis switchisgasted everywhere and at every time step.
The condition number of the matrix of a systemafations measures the sensitivity of the solution
to modifications on the input data (Atkinson, 198B)e condition number times the relative error
in the data provides an upper bound of the relativer in the solution. If the condition number is
too large, the accuracy of the solution is poor thedsignificance of the results may be completely
lost.

The Newton-Raphson iterative scheme implementece heses relative concentration
increments, Ac/c, or increments of log-concentrations, as unknowather than absolute
incrementsAc. The formulation is given in Appendix B. By workimgth relative increments and
neglecting the derivatives of activity coefficieritee the following section), the Jacobian matrix
is symmetric and invertible provided that primapgsies are the dominant species (as shown in
Appendix B). In addition, it has a smaller conditioumber, especially for problems involving
redox reactions in which some species such as ld&gbmxygen may attain extremely low

concentrations.



In the gypsum dissolution synthetic case, the dardinumber of the Jacobian matrix is
equal to 1.3510° for absolute increments while it reduces to<3( for relative increments. In
the pyrite oxidation case the reduction in the doma number is even more dramatic (from

2.41x10" to 7.6%10°).

6.2 Neglecting derivatives of activity coefficients

The full Jacobian matrix includes terms involvirgrigtatives of activity coefficientg; with
respect to concentrations of primary speagsActivity coefficients depend on concentration of

all primary species through ionic strength, whighurn involves concentrations of primary and

oy . oy
secondary species;. To evaluateﬁ one has to comput(e;/—' for all i which according to Eq.
) X

ac; ,

or.
A4 in turn requires computin Vi . A lengthy time-consuming iterative procedureasguired
%c.
]

oy
for computinga—y‘. In addition, the condition number of the Jacohmaatrix sometimes may
C.
J

increase largely when derivatives of activity camdéints are considered. In the synthetic case
involving pyrite oxidation, the condition number bfeduces from 4.3410'° to 7.6310° when
derivatives of activity coefficients are neglecte8uch a reduction greatly enhances the
convergence of the iterative procedure. Table Gvsheo comparison of the number of iterations
and CPU time required to solve the gypsum dissmtusynthetic problem for the following
combinations: considering or not derivatives ofivaigt coefficients and working with absolute
and relative increments. The sequential iteratigpr@ach (SIA) was used always. The number
of transport iterations is the same. No significamprovements are achieved in the number of
chemical iterations and CPU time here by workinghwelative increments. As expected, the

maximum number of chemical iterations is reduce@mtierivatives of activity coefficients are



considered. However, the total CPU time is incréafe23% reduction of CPU time is achieved

when derivatives of activity coefficients are nexésl.

7. Conclusions
A sequential partly-iterative approach (SPIA) Heeen presented which only requires

iteration between transport and chemical equatioresseas where there is a large mass transfer
between solid and liquid phases. Usually thesesacemcide with system boundaries, moving
reaction fronts and interfaces between differemtcgemical zones. This new approach (SPIA)
as well as the sequential iterative, SIA, and rierative, SNIA, approaches were implemented
in CORE®V4 a general 2-D finite element reactive transpode. The accuracy and numerical
efficiency of SIA, SPIA and SNIA have been systanaly analyzed using several synthetic
cases and a case study involving reactive tranghostigh the Llobregat Delta aquitard. The
following conclusions can be drawn:

1) SNIA is numerically more efficient than SIA. SIAg@res from 2 to 3 times as much
CPU time as SNIA. The numerical solutions obtaimeth SNIA, however, are less accurate
than SIA solutions and contain more numerical dsipa. SNIA errors depend on the type of
chemical reactions and the grid Peclet and Coumamtbers.

2) The new sequential partly-iterative approach, SRBEguires less CPU time than SIA
while its accuracy is comparable to that of SIA. Ba other hand, SPIA is much more accurate
than SNIA and requires only a slightly greater antaaf CPU time. Accuracy of SPIA solutions
depends on the partly-iterative toleranceFor ¢ < 10°, SPIA results are identical to those of
SIA.

Several modifications of the standard Newton-Raphtyative scheme used for solving the
chemical equations have been proposed. These wetfis include working with increments

of log-concentrations and ignoring the terms of dJheobian containing derivatives of activity



coefficients with respect to the concentrationprahary species. A proof has been given for the
symmetry and nonsingularity of the Jacobian whechsmodifications are considered. It has
been also shown numerically that both of them imerthe efficiency and convergence of the
iterative process and lead to better conditionatesys of equations.

As indicated by one of the reviewers, the accut@oy numerical efficiency of SIA, SPIA
and SNIA should be analyzed in the future withlleachmark reactive transport problems listed

in the MoMas group atttp://www.gdrmomas.org/Ex_qualif/Geochimie/Docurts#Benchmark-MoMAS. pdf
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Appendix A: Solution of the chemical equations
The proposed numerical formulation for solving ttieemical equations can be applied to
problems involving homogeneous (aqueous complexatiacid-base and redox) and
heterogeneous reactions (mineral dissolution/pitatipn, gas dissolution/ex-solution, cation
exchange and adsorption). For the sake of simyplittie formulation presented here is restricted
to systems involving only aqueous complexation iearaeral dissolution/precipitation reactions.
The general formulation can be found in Xu (199&)e formulation is based on mass balances in
terms of components (Yeh and Tripathi, 1991). Towal tanalytical concentration of the j-th
component, T in the system is given by
Ny Np
Tj =c; +.Zvi)j(xi + Y vfnjpm j=1,..N¢ (A1)
i=1 m=1
which includes the concentration of the j—th congming, as well as the contributions, &f the N

X

aqueous complexes and, orresponding to the JNmineral phasesvij and vne]- are the

stoichiometric coefficients of the j-th componentthe i-th aqueous complex and m-th mineral,
respectively. The sum of the first two terms of tight-hand side of (Al) are total dissolved

component concentrations;, C

which are subject to transport (see Eq. 1). By lagall the terms in the right-hand side of (A1)
into a single ternF°, one has:

Ny Np .
o i Y e T=0 sLNe (9

The local equilibrium assumption provides an expkxpression for the concentrations of

aqueous complexes;, ¥ terms of component concentrations, ¢



X
vij

Ne
X, =K'y TIe"y; (A4)
j=1

wherey J- andy; are thermodynamic activity coefficients, and i& the equilibrium constant.

There is no such an explicit expression relatirgatincentration of precipitated specigs, o G
(Yeh and Tripathi, 1991). Instead, one has a messraequation for the m-th mineral which can

be written as:
p -1 No p. P
Fm = Km Hl chmJyjmJ—lz 0] m=1.,Np (A5)
J:

where K is the m-th mineral solubility (equilibrium) coast. These Mequations plus the N

equations in (A3) provide the set of equations irequto solve for the (A¥Np) unknowns

(Cl, Coy wuny (,;,C R B - ,\pp) which are lumped into a column vecrhaving entries,

Xi (=1, 2,..., N+Np). In the Newton-Raphson method, the unknowns armepated iteratively

according to
x|”+1=x|”+AxI (AB)
where n denotes iteration number axd, are changes in unknowns which are obtained byngplv

the following system of linear equations

Nc™Np 5
S AXi=R o I=LNGEN, (A7)
i=1 OXi
which in matrix form reduces to
JAX=-F (A8)

whereF and AX are column vectors of residuals and unknownsgeasfely, and] is the Jacobian

matrix which contains the derivatives of the realddr, with respect to the unknowny; . Its

evaluation is described in Appendix B. The itemfprocess in (A6) is repeated until a prescribed

convergence tolerance is satisfied.



Appendix B: The Jacobian matrix for solving chemical equations

The Jacobian matrix for agueous complexation amenal dissolution/precipitation reactions

is given by:
Nc
oF;
NC acﬂ
0 Fn
N
i aC/l

Np

ﬁ
ap,
OFh
op,

By substituting (A4) into (A3) and taking derivagt of the resulting expression with respect to

¢, and p, one has

F [a 4 XX X'} (B1)

s, X

&, |G e,

AL

5p—J:v2j (B2)
U

where derivatives of activity coefficients with pest to ¢ have been neglected. The remaining

blocks of the Jacobian matrix are obtained by takierivatives of (A5) with respect to and p:

d:r%:"ﬁu

x; c,
7
Py

(B3)

0 (B4)

Let J°, I, JP° andJ*® be the blocks of in Egs. B1 through B4. The system of equations

(A8) can be written as

J I [Ac] |-F°
JgPc ypp [Ap}: _EP (BS)



where F° and F° are the residual terms which can be calculatedch fiegs. A3 and A5,
respectively. It should be noticed that this foratidn of the Newton-Raphson equations does
not yield a symmetric Jacobian matrix because aeithe diagonal blocl* is symmetric nor
JP¢ is the transpose od®’. However, by introducing the concept of relativencentration

incrementsAc/ ¢, which coincide with increments of log-concentratipkqg. B5 can be rewriten

as
(3% 3% [[Acc] [-F€ 56
(P9 gPP L Ap] |-FP (50)
where
* NX
(JCC)Jﬂ :{SMCA +21V|)](VIX1XI:| (B?)
=
(3P mi =vP, (B8)

By working with relative increments, the Jacobiaatmx becomes symmetric because both
diagonal blocks )" andJ® are symmetric (in faci™ is the null matrix), andJf9" coincides

with the transpose oJ°P. Notice also that if primary species are takerth@s most abundant

aqueous species, then>> x; for all i. Under these conditions, the blocKY is diagonally

dominant, a property that according to the Levyil@sques theorem (Horn and Johnson, 1985)
provides a sufficient condition fod?¥)" to be invertible. Furthermord®™ is a NoxNp matrix
having entries equal to the stoichiometric coedints of the Wprimary species in thedNnineral
phases. According to the phase rule (Stumm and atpf®81), N-<Nc. Since mineral phases
are linearly independent, the rank of matiff is equal to N. This ensures that the rank of
matrix B (NpxNp) defined as

B = (J ) (J cor | 4 g0p (B9)

is also equal to pl(Horn and Johnson, 1985). This is a sufficientditbon for B to be invertible

which allows one to compute the inverse of the Bacoin (B6) according



cox 1 -1Ipt -1
3_1:[(J ) ~ABTA' AB 1] (B10)
B7A B

where

A= (J oo )_1J°p (B11)



Table 1. Summary of maximum and average relative differerafecomputed concentrations
with sequential non-iterative (SNIA) and sequenpattly-iterative (SPIA) with respect to the
sequential iterative approach (SIA) for four sytitheases. A convergence toleranc@é Eq. 10,

of 10° was used for all SPIA runs.

Case S%F;IXA (%) SSPIA (%) S%I;ILLA (%) SSNIA %)
(see Eq. 12) (see Eq. 13) (see Eq. 12) (see Eq. 13)
Dissolution %*10° 3<10° 0.272 0.124
Redox 5.3x10% o<10° 0.846 0.214
Adsorption 4.1x10% 1.3¢<10* 1.158 0.392
Exchange 8.4x10* a10° 57.4 2.4

Table 2. Comparison of CPU times (minutes in a Pentium BG @mputer) required by
SIA, SPIA and SNIA for several synthetic cases.

Case SIA SPIA SNIA Ratio Ratio
SIA/SNIA SPIA/SNIA
Dissolution 1.18 0.67 0.45 2.62 1.48
Redox 0.21 0.18 0.15 1.40 1.20
Adsorption 2.63 1.72 1.14 2.30 1.50

Exchange 16.4 8.24 4.315 3.80 1.90




Table 3. Total dissolved component concentrations (mmaifl)nitial and bottom boundary
water solutions (adapted from Manzano, 1993). Xotesiexchange sites (in meqg/I).

Cl C S Na K Ca Mg N pH X

Initial 613.2 32.0 8.5 5219 128 5.0 326 150 7.9 645.3
Boundary 5.01 32.0 0.4 517 274 138 3.0 0.9 6.8

Table 4. List of hydrogeochemical reactions consideredreactive transport model of the
Llobregat Delta aquitard. Here “-X” denotes a catexchange site.

Geochemical reactions lagK) at 25°C
Aqueous dissociation:
OH = H,0 - H' 13.995
CO¥ = HCQy - H' 10.329
COx(aq) = HCQ + H' - H,0 -6.3447
CaHCQ' = C&* + HCOy -1.0467
MgHCO;" = Mg?* + HCOy -1.0357
CaCQ(aq) = C&" + HCOy - H' 7.0017
MgCOs(aq) = Mg* + HCOy - H' 7.3499
NaHCQy(aq) = Nd + HCO; -0.1541
CaSQ(aq) = C&" + SQ* -2.1111
MgSQy(aq) = Mg* + SO -2.309
NaSQ = N& + SQ* -0.82
KSO, = K" + SQ* -0.8796
Cation exchange:
Na" + 0.5Ca-% = 0.5C&" + Na-X 0.1543
Na" + 0.5Mg-% = 0.5Md* + Na-X 0.2697
Na" + K-X = K" + Na-X 0.3626
Na" + NHs-X = NH;" + Na-X 0.5

mineral dissolution-precipitation:
CaCQ(s) (Calcite) = C& + HCOy - H' 1.8487




Table 5. CPU time required by SNIA, SPIA and SIA to soheagctive transport through the
Llobregat Delta aquitard for different Peclet amabi@nt numbers.

Peclet Courant CPU time
number number
SNIA SPIA SIA SPIA/SNIA
SIA/SNIA SPIA/SIA

0.5 0.0579 4.79 5.12 9.13 1.06 1.90 0.56
0.5 0.2316 1.45 2.82 431 1.94 2.97 0.65
0.5 0.4632 0.85 1.85 2.51 2.17 2.95 0.73
0.5 0.9264 0.61 1.36 1.92 2.22 3.14 0.71
1.0 0.0579 5.17 5.28 9.71 1.02 1.87 0.54
1.0 0.2316 1.43 2.65 3.89 1.85 2.72 0.68
1.0 0.4632 0.92 1.94 2.63 2.10 2.85 0.74
1.0 0.9264 0.52 1.35 1.64 2.59 3.15 0.82
2.0 0.0579 5.21 5.58 10.56 1.07 2.02 0.53
2.0 0.2316 1.47 1.53 2.47 1.04 1.68 0.62
2.0 0.4632 0.93 1.87 2.62 2.01 2.82 0.71
2.0 0.9264 0.59 1.59 2.17 2.69 3.68 0.73

Table 6. Comparison of number of iterations and CPU timguired when derivatives of
activity coefficients are considered (CDAC) or fbitO CDAC) and by working with relative
(RIC) and absolute increments (AIC) for the gypddissolution synthetic case.

Number of Number of CPU time

transport iterations chemistry iterations

AIC + CDAC 1-3 3-4 1.39
AIC + NO CDAC 1-3 3-6 1.18
RIC + CDAC 1-3 3-4 1.37

RIC + NO CDAC 1-3 3-7 1.13




Figure captions

Figure 1. Log-log plot of maximum and average relative eiiﬁncesé':nax and S5 * (in Eqg. 12

and 13), in concentrations computed with SNIA, SRAth a convergence toleraneef 10),

and SIA as a function of Courant number for theocaéxchange case using Peclet numbers of
0.2 and 1.

Figure 2. Concentration breakthrough curves computed wi#h SPIA and SNIA for the cation

exchange case using Courant and Peclet numberktedqua

Figure 3. Log-log plot of maximum and average relative eiiﬁncesé':nax and S * (in Eqg. 12

and 13), in the concentrations computed with SNid SIA as a function of Courant number for
the Llobregat Delta aquitard. Results are showrPtmiet numbers, P, of 0.5, 1 and 2.

Figure 4. Concentration breakthrough curves computed wi#) SPIA and SNIA approaches at
several depths of the Llobregat Delta aquitard gi€iourant and Peclet numbers equal to one.
Aquitard bottom is at a depth of 36 m. Notice ttie concentration scale in Figure 4d is ten

times larger than those of Figures 4a, 4b and 4c.
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