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Abstract

Life science research is becoming evermore computationally intensive. Hence, from a computational resource perspective, Grid computing
provides a logical approach to meeting many of the computational needs of life science research. However, there are several barriers to the
widespread use of Grid computing in life sciences. In this paper, we attempt to address one particular barrier: the difficulty of using Grid computing
by life scientists. Life science research often involves connecting multiple applications together to form a workflow. This process of constructing
a workflow is complex. When combined with the difficulty of using Grid services, composing a meaningful workflow using Grid services can
present a challenge to life scientists. Our proposed solution is a Semantic Web-enabled computing environment, called Bio-STEER. In Bio-
STEER, bioinformatics Grid services are mapped to Semantic Web services, described in OWL-S. We also defined an ontology in OWL to model
bioinformatics applications. A graphical user interface helps to construct a scientific workflow by showing a list of services that are semantically
sound; that is, the output of one service is semantically compatible with the input of the connecting service. Bio-STEER can help users take full
advantage of Grid services through a user-friendly graphical user interface (GUI), which allows them to easily construct the workflows they need.

© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Life science research is becoming evermore computa-
tionally intensive, involving increasingly larger data sets,
particularly genomic data (e.g., complete genome sequences,
large-scale microarray results), and increasingly demanding
analysis procedures (e.g., stochastic simulation, Bayesian anal-
ysis, Markov-chain Monte Carlo sampling). Hence from a com-
putational resource perspective, Grid computing provides a
logical approach to meeting many of the computational needs
of life science research, much as it does for academic com-
puting needs in general [16]. However, there are several bar-
riers to widespread use of Grid computing in the life sciences,
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including lack of Grid-enabled applications, difficulty in cre-
ating Grid-enabled applications, insufficient Grid computing
resources available for life science research, and difficulty of
using Grid computing. The first several of these barriers to
the use of Grid computing in the life sciences are being ad-
dressed [3]. The objective of this paper is to describe a means
to address the last barrier mentioned above: difficulty of us-
ing Grid computing by life scientists. In general, life scientists
might be appropriately characterized as computer literate, but
not exceptionally computer-sophisticated. Life scientists should
not have to be exceptionally computer-sophisticated to make
use of Grid computing, and the tools we present here help
make Grid computing more accessible, as well as make bioin-
formatics workflows more intuitive and in keeping with how
workflows are conceptualized [30].

This paper describes a specialized Grid client environment,
which utilizes emerging Web and Semantic Web technologies
built on the Task Computing Environment (TCE) [38,39].
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We first provide context and background information, and
then describe Bio-STEER [33], an application of the Task
Computing Environment for research in the life sciences.

2. The Grid computing environment

Ad hoc Grid systems have been successfully used in
life science research [41], but the state of general Grid
middleware has improved considerably to where use of
standard middleware tools is a more efficient way to develop
Grid systems for life science research. We have been working
to integrate and deploy computing resources, Grid middleware,
and specialized scientific application software presented as
Semantic Web services in a Grid system for scientific analysis.
Our system is based on a novel Grid infrastructure that
combines different Grid computing models, and encompasses
resources from high-end clusters and multiprocessors to
individual desktop computers.

We have also developed the Grid Service Base Library
(GSBL) [3], a Java application programming interface (API)
library that aims to reduce the complexity of writing Grid
services under the Globus Toolkit [28]. GSBL provides
base classes from which clients and services can extend;
additionally, it provides features for executing and managing
remote jobs and file transfers. As a complement to the GSBL
library, the Grid Service Generator speeds the development
of Grid services by automatically creating the template files
required by a GSBL service [3].

3. Bioinformatics applications

For illustrative purposes, we focus our presentation on a
very common bioinformatics workflow that has as its desired
end state a phylogenetic tree, which represents the evolutionary
history of organisms or genes. The inferred phylogenetic
relationships are often used for addressing specific hypotheses,
making inferences, providing an evolutionary context, or as
a starting point for subsequent study. Therefore phylogenetic
analysis constitutes a very important basic bioinformatics
workflow in the life sciences. The importance of this workflow
is demonstrated by the very large number of papers based on
phylogenetic analysis (e.g., [8,12,14,15,17-20,25-27,36,37,42,
46]), and entire journals devoted to phylogenetics.

A typical study using phylogenetic analysis includes some
fundamental steps in the workflow; excluding file parsing and
data formatting. These steps are as follows:

(1) Identify homologous sequences: using a query composed of
a DNA or protein sequence of interest to search a database
such as GenBank [5].

(2) Retrieve homologous sequences: sequences are retrieved
from the database, which may or may not be combined with
newly generated sequences.

(3) Align sequences: homologous sequences are aligned
position by position to form a multiple sequence alignment.

(4) Infer phylogenetic relationships: with the multiple sequence
alignment as input, a phylogenetic analysis is done using
any of several methods.

We developed Semantic Web-based Grid services for
bioinformatics applications corresponding to the primary
phylogenetic analysis workflow steps described above. Here
we provide a very brief description of the relevant underlying
applications.

(1) BLAST: Basic Local Alignment Search Tool (BLAST) is
a package of applications used to compare one or more
nucleotide or amino acid query sequences to a database
of sequences, and provides measures of similarity and
associated statistics [1].

(2) Clustal W: a program for multiple DNA or protein sequence
alignment based on a progressive alignment algorithm [60].

(3) EFetch: a Web service for retrieving records from databases
at the National Center for Biotechnology Information, part
of the National Library of Medicine (USA) [23].

(4) Muscle: another program for multiple DNA or protein
sequence alignment [22].

(5) Modeltest: a program for evaluating different hypotheses
about the process of DNA substitution [47].

(6) MrBayes: a program for phylogenetic analysis of nu-
cleotide or amino acid sequence data using Bayesian meth-
ods [49].

(7) PAUP*: Phylogenetic Analysis Using Parsimony (*and
Other Methods) is a program for phylogenetic analysis
using parsimony, as well as maximum likelihood, and
distance methods [57].

(8) Phyml: another program for phylogenetic analysis of
sequence data using maximum likelihood methods [29].

These applications are among the most frequently used
in phylogenetic analysis. We specifically included multiple
applications for some workflow steps (some using different
algorithms), because some users prefer one application over
others, and providing options gives flexibility in workflow
composition. All services developed from these applications
run on Globus resources.

4. Task computing

Researchers at Fujitsu Laboratories of America, jointly with
the MINDSWAP research group at University of Maryland,
applied the Semantic Web technologies to pervasive computing
and created a new environment, called Task Computing, which
makes it easier and more efficient for users to accomplish their
goals [38,39]. Task Computing is defined as computation to
fill the gap between tasks (what a user wants to be done) and
services (functionalities that are available to the user). The goals
of Task Computing are to present tasks that are possible in
the user’s current context, to assist the user in creating more
complex tasks by using simpler tasks as building blocks, and
to guide the user through the execution of the complex tasks.
Ultimately, Task Computing brings the user considerably closer
to their goals by presenting an abstract view of the resources
(devices and services) that can be used in an ad hoc manner
by the user, in order to execute tasks of arbitrary complexity.
Task Computing achieves these goals through exposing the
functionality in such environments (device functionality or
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third-party functionality) as Semantic Web services using
Semantic Web (Resource Description Framework [RDF] [65],
Web Ontology Language [OWL] [66]), Web Service (Simple
Object Access Protocol [SOAP] [52], Web Services Definition
Language [WSDL] [67]), and pervasive computing (Universal
Plug and Play [UPnP] [61]) technologies. The users, in turn,
can compose these Semantic Web services to perform complex
tasks.

Task Computing successfully demonstrated the following
benefits in pervasive environments such as e-office and e-
home [39].

e Resources/services abstraction

- Users need not be concerned with low level details such as
platform.

- Remote services (services available on the Internet)
and pervasive services (services available in the user’s
environments) can be treated just as local services (services
available on the user’s machine).

e Semantic services

- Guide the user to compose a complex service by
presenting likely compositions of available services based
on semantic input and output descriptions.

- Utilize existing services and enable construction of more
complex services using the existing services as building
blocks.

e Fast and easy new service composition and integration
capability.

e User friendly environment, in which non-computing experts
can take full advantage of available resources and services
just as computing experts would.

In order to support Task Computing, an application called
the Task Computing Environment has been created. The
Task Computing Environment includes a client interface, a
service discovery mechanism, a dynamic service management
environment, and various sample Semantic Web services.
STEER, the Task Computing client, first dynamically discovers
the services that are advertised via Universal Plug and Play
(UPnP) and other discovery mechanisms and categorizes
achievable two-step service compositions based on their
semantic inputs and outputs on a Compose page. We use
the word STEER to mean the ability to pursue a course
of action by easily connecting disparate applications. More
complex compositions can be realized through a Construct
button. The Web service semantic descriptions enable STEER
to automatically combine services into likely compositions for
the user to consider, select, extend, and perform.

Ordinary Web service documents, described by the Web
Service Definition Language (WSDL), lack the necessary
extensive, structured documentation of services. In the Task
Computing Environment, an additional semantic description
document is written in Web Ontology Language-Service
(OWL-S) [44]. OWL-S is a set of language features arranged
in ontologies to establish a framework within which the Web
services may be described in the Semantic Web context. The
main contribution of OWL-S is the ability to express entities
using concepts defined in Semantic Web ontologies, which

provide expressive constructs that are suitable for the automatic
discovery and composition of services [53].

In order to provide the extra OWL-S description in the
Task Computing Environment, the developers of services
are equipped with a new tool called OntoLink [40], which
generates OWL-S descriptions from WSDL annotations.
OntoLink grounds the semantic service described in an OWL-S
description to its corresponding Web service implementation.
Additionally, OntoLink can be used to map between ontology
elements, thus allowing composition of two services that use
independent but related ontologies.

5. Bio-STEER

Recognizing the benefits of semantic-enabled computing
environments for life sciences research, we have applied
the experience and lessons learned from implementing
Task Computing to bioinformatics through Bio-STEER [33].
Bioinformatics applications are presented as semantic services,
and Bio-STEER provides an environment in which the user can
compose custom workflows. At each step, Bio-STEER utilizes
the application semantics (particularly the input and output
types) in order to assist the user in narrowing down the list of
potential services that can go into the workflow. Bioinformatics
applications differ in several regards from applications found in
e-office or e-home environments. For example, bioinformatics
services are typically long running processes, and there are
opportunities to run multiple services in parallel. Often in
e-home or e-office environments, it is more intuitive to
run services in series as each service completes within a
short period of time. Bio-STEER supports both long running
processes and parallel processing. Similarly, Med-STEER [32]
is an application of Task Computing in medical informatics
that enables efficient data and biomedical application service
composition and execution for the better care of patients.
In such environments, the ability to dynamically compose
services based on what is available within the current context
is important, as care givers often move from one environment
(e.g., diagnostic facility) to another (e.g., patient care facility)
while requiring seamless exchange of information.

5.1. Architecture

Song et al. defined a four-layered architecture to describe
a semantic rich environment of Task Computing [55].
Because Bio-STEER is an application of the Task Computing
Environment in the life sciences domain, the basic architecture
remains the same. Devices, applications, e-services, and
data reside in the realization layer, as do Bioinformatics
applications and Grid services. This basic architectural design
can be modified to describe phylogenetic analysis applications
(Fig. D).

Note that in the Task Computing Environment, devices
can be handled just in the way applications or e-services are
handled. Although for simplicity our current example does not
include integration of biological laboratory devices, integration
of such devices can be easily accomplished. For example, we
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Fig. 1. A four-layered architecture for the Task Computing Environment with Bio-STEER and Grid/Web services for phylogenetic analysis functions.

are in the process of introducing a microarray data analysis
capability into Bio-STEER, in which a microarray reader
device can be directly integrated into workflows involving
microarray data analysis.

In the service layer, we map the realization layer to Web
services. Among the changes from Globus Toolkit 3 to Globus
Toolkit 4 was the presentation of Grid services as conventional
Web services. However, our work on Semantic Web/Grid
services and workflow composition using Bio-STEER predates
the release of Globus Toolkit 4. Therefore we had to map
Grid services into Web services. Our Grid system is in the
process of migration to Globus Toolkit 4, at which point
these Grid services will no longer be mapped to intermediate
Web services. Also in the service layer are semantic service
descriptions for each of the Web services.

Although much of the canonical Task Computing Envi-
ronment middleware layer and presentation layer remains the
same, the Task Computing Environment has been modified to
support bioinformatics applications. In computational biology
research, many bioinformatics applications may run for long
periods of time, and Bio-STEER accommodates this by allow-
ing for unlimited application run times. Another feature of Bio-
STEER is the addition of parallel execution that occurs at a fork
in a workflow where two Grid service instances can execute at
the same time (parallel computation within a single service is
handled at the application and/or Grid service level). Addition-
ally, Bio-STEER has a save workflow option to include the de-
tails of all the services involved in the workflow. Most of the
middleware layer components (Execution & Execution Moni-
toring Engine, Service Composition Engine, and Management

Tools) are implemented in Java on Microsoft Windows. The
Discovery Engine relies on standards such as UPnP.

We currently provide a four-pane, GUI-based -client
environment, Bio-STEER client, implemented in C#. However,
for lightweight client environments such as hand held devices, a
Web-based client can be used. In this case, the client’s browser
is the interface. Fig. 2 shows the client displaying four panes.
The upper left corner is the Service Explorer pane, which shows
the list of available services. In the lower left, the Properties
pane is shown with details of a selected service including
where its service description file can be found. In the lower
right corner is the output from the execution of the workflow.
The construction pane is in the upper right corner, which is
mainly used to construct a new workflow or modify an existing
workflow.

We created the BioGridService ontology that the reasoner,
Pellet [58], uses in assisting users to construct a workflow.
The BioGridService ontology [6] is simple in structure, with
several top concepts as shown in Fig. 3. CommandOption
concept represents the command argument fed into a
particular Grid service, and has subclasses that represent the
command arguments for each different Grid service. The
GridClientLocalFile concept represents the remote files that
reside on the Grid client, and has subclasses that represent
different types of files.

There are several properties in BioGridService ontology.
The property hasJobName describes the name of a particular
service (e.g., the BLAST service would have ‘blast’ as the
value of its hasJobName). The property hasParameter denotes
the input parameters for that particular Grid service. These
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two properties are required in any CommandOption concepts.
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Fig. 3. The class tree of BioGridService ontology.

The hasFileName property is used in any GridClientLocalFile
concept. The BioGridService ontology can be further expanded
to include additional reasoning necessary to assist the end users.

5.2. Web services and Semantic Web services

The Grid computing environment provides the infrastructure
for job submission, monitoring, retrieval, and a framework that
includes a Grid client to invoke these capabilities. For each
application, our Grid client has a script to submit a job of
that particular type to the Grid, and another script to retrieve
the computational result once the job is finished. Devices,
applications, and our Grid client are mapped to Web services
(Fig. 1). We create a Semantic Web service description for each
Web service so the Task Computing Environment can facilitate
users in task composition using the semantic constraints. In this
section, we describe how the end-user interacts with the Grid,
and how we create these mappings.

There are three layers of communication in the execution of
a workflow: user desktop, Web service host/Grid Client, and
the Grid System. The execution model is as follows. An end-
user uses her desktop to construct workflows using the Task
Computing Environment (TCE), which executes each step of
the workflow by invoking the associated Web service. Since
our Grid client hosts these Web services, as each service is
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invoked, it runs the appropriate script to submit the job to the
Grid. When a Grid job is finished, the Grid client retrieves the
result, returns the Web service call to the TCE, and the TCE
can execute the next step in the workflow. The TCE acts upon
the Semantic Web service layer, and the Web services to which
Semantic Web services are grounded operate on the Extensible
Markup Language (XML) layer. Finally the submission to
the Grid involves raw data files and a list of parameters. A
complete execution of a workflow requires the conversion of
data representation through the three different layers.

Each Web service consists of two parts: the code that
implements the application logic for the computational task,
and the interface that allows agents to invoke the service. The
application logic, written in Java, invokes the appropriate script
to submit to or retrieve from the Grid jobs. We have one generic
Web service that handles all job submissions and retrievals with
parameters specifying the Grid service invoked and the input
data. Aside from this service, there are other auxiliary services,
which we describe in detail at the end of this section. For each
Web service, we create an interface in WSDL, which the Grid
client hosts publicly so any machine with access to the Internet
can see and invoke these Web services. For the operations
defined in the WSDL file, we create a corresponding Semantic
service description file that details the operation semantically,
and can be used by the TCE for workflow construction. The
semantic service description for BLAST is available [9].

A Semantic service description file in OWL-S contains
three parts: profile, process, and grounding. Profile describes
what the service does, process tells how the service works,
and grounding specifies how an agent can invoke the service.
The Semantic service description files are backed by an
OWL ontology [6] that models the inputs and outputs for
the Semantic Web services. Each call to the Semantic Web
service is accompanied by an input of the appropriate Semantic
type (a concept in the ontology). In the grounding portion
of the Semantic service description file, each semantic input
is converted to an appropriate XML type as input for the
grounded Web service. These Extensible Stylesheet Language
Transformations (XSLT) are necessary because Web services
accepts XML data types, not OWL concepts. When the Web
service returns with its XML-typed output, another XSLT
defined in the Semantic service description file is used to
convert it back to a Semantic instance so that can be utilized by
the TCE. In this semantic layer, we create a Semantic service
description file for each corresponding application. All these
Semantic service description files are grounded to the same
generic Web service that submits or retrieves jobs, but they
contain parameters that specify the Grid service to run, and
inputs and options to be used.

The TCE uses information in the Semantic service
description files to evaluate if the output of a service matches
the input of another, and therefore if the two services can be
joined in series. Because this matching can be automatically
determined, the TCE can quickly filter out the irrelevant
services, and present to the user a much smaller list of
compatible services.

Two inputs to the Grid applications are required: the data
input file, and a list of parameters. The ontology for Bio-STEER
models these two inputs for each service explicitly so we can
represent them in the Semantic layer in the TCE. There is one
filetype class for each possible data format (e.g. NEXUS [35])
that the application accepts. There is one parameter type for
each application, since each application has different options.
For each execution of a Semantic Web service that results in
a bioinformatic Grid service submission the input data file is
wrapped in the filetype semantic instance, and the parameter
instance contains options for the Grid service.

There are several auxiliary Web services that make our
system work, of which the most important are FileTransfer,
FileConversion, and EFetch. The FileTransfer service handles
file upload and download between the user TCE to the Grid
client. The FileConversion service converts a semantically
untyped file to a semantically typed one. This allows files that
have been uploaded or downloaded to have a proper type so the
TCE can work with it. The EFetch service, though it does not
initiate a job submission to the Grid, is considered part of the
analysis workflow. Given the outputs of the BLAST service in
tabular form, the EFetch service gathers the accession numbers
that identify nucleotide or protein sequences, and queries the
NCBI database and retrieves the sequence(s) in FASTA format.

In this section we have described the layers that make up the
underlying steps from the user’s desktop to the submission of a
job to the Grid. In the next section, we give the details on how
a workflow is constructed using the TCE.

5.3. Workflow construction

A user can drag and drop an available service from the
Service Explorer pane to the Construction pane. Based on
the information found in the service description, Bio-STEER
shows if the service requires input and produces output.
For instance, the BLAST service shows two inputs and one
output (Fig. 2). The user can then right click on any one of
the input or output boxes, and Bio-STEER assists users by
showing compatible services. In the BLAST case, the semantic
description of BLAST indicates that the output of BLAST can
be combined with any of the services shown in Fig. 2.

Similarly, Bio-STEER can help users construct the desired
workflow by showing services whose output can be passed
as an input to the BLAST service (Fig. 4). A workflow is
completed when there is no service with open input or open
output (Fig. 5). The workflow then can be saved for later use
or for further modification, and Bio-STEER offers an option to
save the details of constituent services. This Save option makes
it easy to share workflows with others, especially ones who do
not have access to all the services.

5.4. Workflow execution

For many computational biology problems, the bioinformat-
ics analyses may require a relatively long time to complete due
to the size of the data set and/or solution space, or the computa-
tional complexity of the analysis algorithms. These are among
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the very reasons motivating the use of Grid computing in the life
sciences. Bio-STEER facilitates the efficiency of bioinformat-
ics workflows by accommodating parallel execution of multiple
Semantic Web/Grid services described as forks in a workflow
composition.

Bio-STEER provides the user with process status informa-
tion during execution through the use of color: pink denotes
services that have completed whereas blue denotes services that
are currently being executed, and gray denotes services still to
be executed (Fig. 6). Thus the progress through the workflow
can be monitored easily and quickly. In the example presented
here Bio-STEER executes both Muscle service and Clustal ser-
vice in parallel once the EFetch service completes (Fig. 6).

The execution of a workflow can be completely automated
and the users can be notified via emails with the results
attached as shown in Fig. 6. However, it may be desirable
to examine intermediate results before proceeding to the next
step. For example often it is common to examine the multiple
sequence alignment, and perhaps change the alignment, before
proceeding to the phylogenetic inference step. Bio-STEER
offers pause or breakpoint functionality in these cases through
any one of the three services: Modify Instance, Copy Instance,
or Save Instance services. The workflow execution would be
halted until the appropriate user input is entered for those three
services. Fig. 7 shows a modified workflow (detailed in Fig. 6)
where the user has a chance to examine and modify the result
of the EFetch service before proceeding to the Clustal service.

5.5. Availability

Bio-STEER software and semantic service descriptions are
available to researchers from academic and non-profit research
institutes on a non-commercial basis. Additional information is
available on the Task Computing site [59].

6. Related work

Jia Yu and Rajkumar Buyya [68] provide a detailed
study and define a taxonomy for workflow systems for Grid
computing. We briefly describe salient properties of this
taxonomy, extend this taxonomy by considering additional
features of workflow systems, and apply the extended
taxonomy to workflow systems designed for Grid computing
in the life sciences.

A workflow tool can be described by the operations
permitted in a workflow (structure), whether it’s bound to its
resources (model), and how the users assemble the workflow
(composition). A workflow that allows directed acyclic graphs
(DAG) will inherently permit sequential tasks, parallel tasks,
and tasks that will only execute if their conditions are met at
run-time. A non-DAG implementation permits an additional
powerful operation, iteration, the repetition of tasks or set of
tasks. There are two types of models that workflows systems
employ: abstract, in which the user defines the workflow
without specific reference to the Grid resources; and concrete,
in which the workflow binds the tasks to specific resources.
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Fig. 5. A fully complete workflow using local files, Web services and Grid services. It is also an example of forked execution (EFetch to Muscle and ClustalW).

The composition of the workflow can be user-directed
where the user manually specifies the workflow (either using
a graphical representation or a language) or automatic where
the workflow is automatically generated based on the high level
requirements. Although data format compatibility between
services may exist, this is not sufficient to insure services should
be linked in a workflow. Therefore, we consider intelligence, a
system to help compose the workflows, which we define here
as guided assistance based on the context, a pseudo-automatic
composition method. Finally, we also include, for comparison
in the workflow design, whether the system is extensible, having
the capability to add or remove additional tasks, and the control
of the workflow (flow control) of the system.

Workflow systems for bioinformatics depend heavily on
the input of data either initially or at various points during
execution. We define this as data integration. Additionally,
another aspect which is important for a Grid-based architecture
is the ability to integrate devices at will. The findings are
summarized in Table 1, and short descriptions of each workflow
systems are provided below.

6.1. BioWBI

BioWBI [7] is a portal system developed by IBM
alphaworks. Users log into the portal and can access workflows
created by other users or can create custom workflows.
Workflows are created by first selecting the tools that are

available in a particular order. The user then specifies operations
that should be performed on the tool; it uses a non-DAG
model thereby permitting iterations, conditionals, parallel and
sequential operations in workflows. User can upload their input
data or directly enter the data. The workflow is executed
using a custom made workflow execution engine. The results
are collected and can be viewed immediately or saved for
comparison at a later date. The portal system allows users
to create systems specific to a particular type of research
(e.g., pharmaceutical companies targeting particular drugs).

BioWBI relies heavily on the users sustaining a reliable
Internet connection, and the use of the BioWBI system
server for computational power. While IBM does support a
strong infrastructure in this regard, users become restricted
to what BioWBI offers and supports for computational
power. Furthermore, while other systems rely on application
processing at a local level, the users of BioWBI only have
access to the presentation layer at a local level; application
processing, data storage and access are controlled, and
processed, by BioWBL

6.2. Pegasys

Pegasys [51], developed by the University of British
Columbia Bioinformatics Centre, facilitates the construction
and execution of workflows consisting of biological sequence
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Fig. 6. Workflow execution can be monitored using the Bio-STEER user interface. Process status information is depicted through the use of color: pink denotes
services that have completed whereas blue denotes services that are currently being executed, and gray denotes services still to be executed. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 1
Comparison of workflow composition tools for bioinformatics
Workflow design features BioWBI Pegasys Taverna Wildfire Bio-STEER
Structure Non-DAG? DAG DAG Non-DAG DAG
Model Concrete Abstract Abstract Concrete Concrete
Concrete
Composition User-directed User-directed User-directed User-directed User-directed
Automatic
Composition Interface Language Language Language Graph Graph
Graph Graph
Intelligence Yes No Yes Yes Yes
Flow Control Elaborate Elaborate Elaborate Elaborate Medium
Extensible Yes Yes Yes Yes Yes
Pause (breakpoint) No No No No Yes
Data integration Yes No No No Yes
Device integration No No No No Yes

4 DAG (directed acyclic graph).

analysis tools. The Pegasys client, implemented in C++ using
QT graphical libraries [50] and tested on Linux, Solaris, Mac
and Windows platforms, allows users to create workflows by
dropping Pegasys programs (nodes) and connecting two nodes
through directional edges. Users must provide input/output

types of each edge during construction of workflows. The client
validates syntax through a ProgramList.xml file which lists all
the programs and their associated parameters.

Pegasys by default provides RepeatMasker [4], BLAST
(blastn, blastp, blastx, tblastn, tblastx) [1,2], WU BLAST [62],
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Fig. 7. Workflow with breakpoint (using the Modify Instance service) for user interaction inserted between EFetch and ClustalW services.

the EMBOSS [48] implementation of Smith—Waterman [54],
Genscan [11], HMMgene [31], Mlagan [10], Sim4 [24],
tRNAscan-SE [34], and GeneSplicer [45]. However, additional
programs can be easily added.

Once the workflow is constructed, it is dispatched to the
server for execution. The Pegasys server, implemented in
Java for UNIX platforms and tested on a distributed memory
cluster, analyzes the workflow and schedules each program on
a distributed computing cluster. The result of each Pegasys
program is stored in the back-end server. The back-end database
system is provided to integrate data from heterogeneous sources
of analysis tools, with an advantage that results can be analyzed
collectively.

6.3. Taverna

Taverna [43] is the result of collaboration by the European
Bioinformatics Institute, the Human Genome Mapping Project
and the myGrid Project [56] to serve as the workflow
composition tool. Users build workflows by linking the data
input and output of different types of processes (computational
methods and tools) either manually or with guided assistance
from the Taverna system. The guided assistance is based on
the type-matches of the data format where lists are generated
after each step of the possible next steps that the user can
select from. The processes and methods that are available can
be locally installed on their machines, external Web services

or Web services supported by myGrid. After the composition,
the user must further specify the format of the files from one
process to the other. No form of automatic translation or format
recognition is provided.

Taverna implements a DAG workflow design; thereby
restricting the operations that processes can perform to be
either in parallel, sequential or conditional. Iterations are not
supported. Taverna does however, provide sophisticated error-
checking capabilities during runtime and execution time. It
provides alternatives for Web services that may be unavailable
or broken at the time of execution. It further provides error-
reporting; where the type of error and place of error is reported
back to the user. However, the workflow composition process
workflows is complex, and requires up to two or three days for
a workflow to be composed.

6.4. Wildfire

Wildfire [63], developed by the Bioinformatics Institute
(Singapore), is an integrated environment for constructing
and executing bioinformatics workflows. Implemented in
Java for Windows and Linux platforms, Wildfire can run
workflows locally, remotely on clusters, and on Grid-enabled
resources. Workflows are constructed on a graphical canvas
by dropping workflow components, which include an atomic
component, a sub-workflow, or a loop. The atomic components
are pre-configured with EMBOSS [48] applications, and
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have corresponding Ajax Command Definition (ACD) [21]
descriptions of parameters and options. Users can expand
the atomic components to include custom applications with
corresponding ACD descriptions. Flow-control includes loops
(for-each, for, and while) and conditionals (if-else). The
workflow is exported in a script language called Grid Execution
Language (GEL) [13,64] and executed on any resources with a
GEL interpreter.

Unlike other workflow management tools, Wildfire works
directly with executables. One direct benefit is that Wildfire
can run as a standalone system. However, the users cannot
take advantage of many bioinformatics applications and tools
available on the Web. They are limited to either using the
default EMBOSS suite or custom applications they must add
into the system. When using the default EMBOSS suite, the
composition of their workflow will include only compatible
tasks in terms of data formats. Due to this, error-checking is
performed on the type of workflow; that is, to ensure the user
restricts operations each task can perform to the non-DAG
model.

7. Future work

Bio-STEER is already a very useful workflow system for
bioinformatics, but we continue to increase its functionality.
Here we list some of current and planned development
objectives.

e Additional workflow control including conditional control
support such as if-else-then, and loop control support
(e.g., while, for).

e Additional support for logging for debugging purposes,
parameter settings, when and where the execution of the
service occurred.

e Improved support for error handling with automatic
continuation of workflow from point of failure following
error resolution.

e Access control mechanisms so that the use of devices or
applications can be prioritized.

8. Conclusion

Grid computing offers a computing infrastructure that helps
advance life sciences research. We applied Task Computing to
this field in order to reduce the barriers to effectively using Grid
computing by researchers in the life sciences.

Workflow tools in bioinformatics are gaining popularity
among life scientists. Recognizing the potential benefit of
Semantic Web technologies, some of the tools have made use
of semantics in helping users. Our approach of using standard
technologies such as WSDL and OWL differs from other
approaches. Also, the use of semantics to filter and suggest only
semantically compatible services will reduce the time it takes
to construct a meaningful workflow. In Bio-STEER, devices
are also treated as any other applications, and they too can
be mapped to services and semantic services. This capability
can offer the option of directly including devices as part of
the workflows life scientists need. Bio-STEER is currently

production ready, although we are actively developing many
enhanced capabilities.
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