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Abstract:

Large language models (LLMs) o�er signi�cant potential as tools to support an expanding range of decision-making tasks.

Given their training on human (created) data, LLMs have been shown to inherit societal biases against protected groups, as well

as be subject to bias functionally resembling cognitive bias. Human-like bias can impede fair and explainable decisions made

with LLM assistance. Our work introduces \ours, a framework designed to uncover, evaluate, and mitigate cognitive bias in

LLMs, particularly in high-stakes decision-making tasks. Inspired by prior research in psychology and cognitive science, we

develop a dataset containing 16,800 prompts to evaluate di�erent cognitive biases (e.g., prompt-induced, sequential, inherent).

We test various bias mitigation strategies, amidst proposing a novel method utilising LLMs to debias their own prompts. Our

analysis provides a comprehensive picture of the presence and e�ects of cognitive bias across commercial and open-source

models. We demonstrate that our self-help debiasing e�ectively mitigates model answers that display patterns akin to human

cognitive bias without having to manually craft examples for each bias.
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Metareview:

This paper is a resubmission of a paper from Feb 2024. Multiple reviewers note that the changes in the resubmission are

quite minimal, and are unhappy with this, though one reviewer notes that their concerns have been largely addressed.

This paoer tests for a range of di�erent model biases inspired by human cognitive biases, and creates both a dataset for

measuring them, and an evaluation method, as well as a self-debiasing mitigation method. The cognitive biases are in a

setting of high stakes decisionmaking, which is synthetic but still a realistic LLM use case.

Reviewers largely agree on the paper weaknesses, and simply disagree on the severity, making this not a clear case one way

or another. I lean towards accept, despite some of the issues that are unresolved, because the breadth of biases tested is

novel and of value to the community.

Summary Of Reasons To Publish:

The paper is clear, it studies a range of biases that are well described and are a wider range than most work looks into, from

an interesting outlook, and this is very valuable to the community and is novel. It creates a resource. It also includes an

evaluation metric and a debiasing method (though the method is not as novel as is purported).

Summary Of Suggested Revisions:

The paper is guilty of anthropomorphisation, while this has been improved from the previous version, it is not yet

completely �xed.

There is quite a signi�cant lack of engagement with previous literature, either in cognitive like biases, or in bias

measurement and delf-debiasing (there is even an algorithm named self-debias, which is not cited

(https://arxiv.org/abs/2103.00453 (https://arxiv.org/abs/2103.00453)).

Reviewer ExeM in particular has many detailed notes from a close read that require clari�cation (methodological and

presentational).

Overall Assessment: 4 = There are minor points that may be revised

Best Paper Ae: No

Ethical Concerns:

There are no concerns with this submission

Needs Ethics Review: No

Author Identity Guess: 1 = I do not have even an educated guess about author identity.
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Paper Summary:

The paper proposes an analysis of cognitive bias in LLMs. It contributes a dataset (BiasBuster) of prompts for a decision-

making scenario, and evaluates LLM behavior with respect to several cognitive biases. It further assesses three mitigation

approaches — zero-shot mitigation, few-shot mitigation, and self-help — �nding that the self-help approach is most

successful.

Summary Of Strengths:

The paper is relatively clear; I appreciated the descriptions of each type of bias addressed, the design of the prompt for that

type of bias, and the evaluation metric used. I also appreciate the contribution towards better understanding of LLM

behavior in response to variations in how prompts are constructed, which can o�er practitioners pitfalls to consider in

prompt construction.

While this submission is relatively minimally changed from the previous submission, I appreciate the clari�cations about the

prompt formats for the various mitigation approaches, as well as the writing choices that move away from using

anthropomorphic terms to describe LLMs and cognitive bias. I also appreciate the expanded description of risks and

limitations.

Summary Of Weaknesses:

I’m curious about the formulation of the status quo experiments; I would expect the setup to have the status quo to be

logically no better than the other options, but the status quo here is de�ned as “having worked with student X in an

internship before,” which (assuming the assessment of student X is positive) is actually quite a bit better than the other

options. Does this test e�ectively for status quo bias?

Comments Suggestions And Typos:

See above.

Con�dence: 4 = Quite sure. I tried to check the important points carefully. It's unlikely, though conceivable, that I missed

something that should a�ect my ratings.

Soundness: 3.5

Overall Assessment: 3.5

Best Paper: No

Ethical Concerns:

None

Needs Ethics Review: No

Reproducibility: 3 = They could reproduce the results with some di�culty. The settings of parameters are underspeci�ed

or subjectively determined, and/or the training/evaluation data are not widely available.

Datasets: 3 = Potentially useful: Someone might �nd the new datasets useful for their work.

Software: 1 = No usable software released.

Knowledge Of Or Educated Guess At Author Identity: No

Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources

Knowledge Of Paper Source: N/A, I do not know anything about the paper from outside sources

Impact Of Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources
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Comment:

We thank reviewer 2VkC for acknowledging clarity, bias descriptions, and adequate prompt design/evaluation

metrics fostering contribution towards better understanding of LLM behavior in our current paper version. We

appreciate mentioning the enhanced clarity of writing choices move away from using anthropomorphic terms,

and the improved discussion about risks and limitations.

Question about Status Quo: All student options include the same amount of “quali�ed” and “unquali�ed”

attributes, and our prompting contains no indication on if working with student X was a good or bad experience

beforehand. Hence, there is no known assessment of the performance. As we design our evaluation metrics such

that each student is at each option (ABCD) once, the overall number of times a student is selected should not

change with adding or removing the status quo prompting, as it does not contain an indication of assessment.

O�cial Review of
Submission2194 by Reviewer
ExeM

O�cial Review Reviewer ExeM 17 Jul 2024, 18:00 (modi�ed: 22 Aug 2024, 15:15)
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Paper Summary:

This paper is a resubmission of a paper from Feb 2024. This paper addresses the topic of biases in LLMs, and tests for a

range of di�erent model biases inspired by human cognitive biases. The paper introduces a framework called BIASBUSTER,

which it motivates by considering the importance of bias in high stakes decisions such as student admissions.

Summary Of Strengths:

Compared to the previous version, this version has minor edits and useful additions such as Table 5 in the appendix.

I am not aware of previous work which looks at these speci�c sets of biases, and studying biases in LLMs is an important

topic. I liked that the paper considered multiple biases.

Summary Of Weaknesses:

This paper can still be read as suggesting that LLMs have cognitive biases, with the implication that LLMs have cognition. At

times the paper is careful to state that it is measuring behaviours similar to human cognitive biases (eg line 586), however at

other times the language is much looser and implies that the LLMs themselves have cognitive biases. See e.g.: title, line 12,

line 130. Given how much dangerous anthropomorphising there is in current LLM discourse, researchers should be very

careful with their language.

I think the general point that inconsistent biases are not good is useful enough. I think the fact that some model biases

might be like human cognitive ones and other biases might be of a totally di�erent type does not make the former more

harmful or concerning.

I am not convinced that Group Attribution is not a societal bias, despite this assertion. In fact, gender bias seems to be a

prototypical type of societal bias.

The exposition could do with much improvement. I give detailed questions and suggestions in the next section.

Comments Suggestions And Typos:

A citation would be useful for lines 58-62 re the distinction between societal and cognitive biases.

At line 151, it is unclear if this is a novel categorisation into three categories or one from previous literature. Please provide a

citation or mention that it is novel.

It is unclear how r_selection was calculated.
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Add: Author-Editor Con�dential Comment

I found equation 1 di�cult to understand. Is the index I bound to the summation? If so then why is it in the left hand side?

The di�erence between two vectors is another vector, however the equation is squaring the di�erence vector. Is the

intention to square the magnitude of the di�erence vector?

The Anchoring example in Table 1 does not seem to illustrate the sequencing which is critical to anchoring bias.

I �nd many aspects of Table 3 hard to understand.

what is "Biased" in the mitigation column? I think this is the baseline condition, without any debiasing mitigation. I think

this should be called something else to avoid suggesting that the other conditions are not biased.

I could not follow how the asterix was being used.

"selfhelp" needs a hyphen to be consistent

the failure cases mentioned at line 503 do not afaict seem "speci�cally" (line 508) to apply to the open sourced LLMs

(line 509)

Line 509 should be be modi�ed to say it is about "the open-source LLMs which were tested" rather than implying generality

to all open source LLMs.

Line 517: it would be more accurate to say that models can reduce their own biases, rather than implying that they can

"debias" which can be taken to imply removing all biases

Line 523: its->their

par at line 518: it was unclear to me but I think this par was about the anchoring task? it should mention explicitly which

tasks it is about. Also the �rst sentence of this par seems only to apply to one of the GPT models iiuc.

It was unclear to me what was meant by "high capacity" and "low capacity".

The sentence at line 532 seemed out of place.

The last sentence of the caption of �gure 3: where is the data backing up this observation? It was unclear to me what graph

I should be looking at for evidence of this.

The discussion around "biased prompts" needs more nuance. What is an unbiased prompt? Removing one form of bias does

not make the prompt free of bias, e.g. removing mentions of gender (which might help with gender bias) did not remove

mentions of university names or countries (which might apply to nationality bias).

Con�dence: 4 = Quite sure. I tried to check the important points carefully. It's unlikely, though conceivable, that I missed

something that should a�ect my ratings.

Soundness: 3 = Acceptable: This study provides su�cient support for its major claims/arguments. Some minor points may

need extra support or details.

Overall Assessment: 2.5

Best Paper: No

Needs Ethics Review: No

Reproducibility: 3 = They could reproduce the results with some di�culty. The settings of parameters are underspeci�ed

or subjectively determined, and/or the training/evaluation data are not widely available.

Datasets: 1 = No usable datasets submitted.

Software: 1 = No usable software released.

Knowledge Of Or Educated Guess At Author Identity: No

Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources

Knowledge Of Paper Source: N/A, I do not know anything about the paper from outside sources

Impact Of Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources
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Comment:

We thank reviewer ExeM for their time and feedback! We discuss some of the raised points below and address all

of them in the revised paper.

Clari�cations:

Cognitive versus social biases: Cognitive and social biases are highly connected, as described in [1]. Cognitive biases

are systematic tendencies that can lead to error — such as the tendency to interpret information in a way that

con�rms and reinforces pre-existing beliefs and opinions. Connected to these are ‘social biases’, formed

automatically by impressions of people, based on the social group that they are a member of’. [1]

Novel categorization of bias groups: Regarding Line 151, we provide a novel categorization into three categories.

Calculation of r_selection: r_selection is the average admission rate over all students. r_selection = n_admission/n

Confusion in Equation 1: We apologize for the overloading of the index i as both an indication of an individual

student as well as the summation index. We have revised it to 

Failure to adhere to instructions (*): In Table 3, (*) indicates model failure to adhere to instructions (<1% admission

or rejection ratio), which means the model suddenly starts to reject almost every sample or admit almost every

sample.

Confusion about status quo in Figure 3: Figure 3 shows the status quo/primacy bias prompting, where we can

observe both biases with the same setup. In status quo “you worked with student A before” is added. In the

original (status quo biased) condition, when mentioning “you worked with student A before”, it is selected less

frequently than in the “neutral” prompting (where “you worked with student A before” is not mentioned), thus this

statement inversely biases the model, when humans tend to select student A more often.

Discussion around "biased prompts": We discuss in Section 7 that we only measure if a particular bias is mitigated,

but that our framework is applicable for repeated mitigation for multiple biases.

Phrasing:

We will revise small suggestions for phrasing, such as:

Anchoring example: To save space we omitted replicating parts. However if it is unclearly showing anchoring, we

can change it to: Imagine you are an admissions o�cer. Typically 30% of students are admitted to the program.

Would you admit or reject the student to the program? The student is from {country} and studied {major} at

{school} with a GPA of {gpa}, [...]. Your answer was admit. The student is from {country} and studied {major} at

{school} with a GPA of {gpa}, [...]. What’s your decision?

Naming: We can change the indication of “biased” for the original prompting to “baseline”, ‘reference’, or “original”.

However, we make it clear in the text that we do not assume about the other mitigations that one is more biased

than another. We also rename “high capacity" and "low capacity” with high number of parameters and lower

number of parameters.

Dataset: We would also like to mention that we do publish our dataset, and that it was submitted in the last cycle.

[1] Australian Government (Australian Law Reform Commission), ‘JUDICIAL IMPARTIALITY Cognitive and Social

Biases in Judicial Decision-Making’, April 2021

d(Si,A) = √∑n
j=1(S j

i − A)2
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Paper Summary:

This paper is a re-submission and I am one of the reviewers who reviewed it before (Reviewer oeHc). Based on the response

PDF and the corresponding changes, I am inclined towards considering that most of my concerns were answered. I am

copy-pasting my original summary here for completeness:

Summary:

This paper introduces BIASBUSTER, a framework designed to uncover, evaluate, and mitigate cognitive bias in large

language models (LLMs), particularly in high-stakes decision-making tasks. The authors highlight the importance of

addressing cognitive bias in LLMs, as these models can inherit human-like biases from their training data, which can impede

fair and explainable decisions.

Summary Of Strengths:

Same strengths as discussed in previous round of interactions, including here for completeness:

Strengths:

The paper introduces a novel dataset of 16,800 prompts speci�cally designed to evaluate di�erent types of cognitive

biases in LLMs, which is a valuable resource for future research in this area.

The work provides a comprehensive analysis of cognitive biases across multiple commercial (GPT-4, GPT-3.5-Turbo) and

open-source LLMs (LLaMa 2 7B, 13B), o�ering insights into the presence and e�ects of these biases in state-of-the-art

models.

The proposed self-help debiasing method is a scalable and unsupervised approach that shows promising results in

mitigating cognitive biases without the need for manually crafted examples.

The evaluation metrics developed for measuring cognitive bias in generative tasks are very useful for this �eld of work.

Summary Of Weaknesses:

I am addressing the comments from the response PDF and the new changes in the paper here:

Real world validity

The authors clari�ed that they simulate synthetic data by sampling from a reasonable distribution, and that this is

necessary to prevent ethical concerns about the privacy of applicant data. Since the focus of the paper is particularly on

illustrating bias in decision making, using the student admissions case with synthetic data as an example scenario is a

valid approach.
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Add: Author-Editor Con�dential Comment

Metrics

Section 3 now includes a more complete discussion of each metric and the reasoning behind it, which I appreciate.

Prompts

Clari�cations about prompt structure and construction are included throughout the paper which gives a much better

view into the approach.

Re-writing text to prevent anthropomorphizing LLMs: The framing of the text to avoid this issue is a very nice touch and

improves the overall quality.

Comments Suggestions And Typos:

N/A

Con�dence: 4 = Quite sure. I tried to check the important points carefully. It's unlikely, though conceivable, that I missed

something that should a�ect my ratings.

Soundness: 4.5

Overall Assessment: 4 = This paper represents solid work, and is of signi�cant interest for the (broad or narrow) sub-

communities that might build on it.

Best Paper: No

Ethical Concerns:

None

Needs Ethics Review: No

Reproducibility: 4 = They could mostly reproduce the results, but there may be some variation because of sample variance

or minor variations in their interpretation of the protocol or method.

Datasets: 4 = Useful: I would recommend the new datasets to other researchers or developers for their ongoing work.

Software: 2 = Documentary: The new software will be useful to study or replicate the reported research, although for other

purposes it may have limited interest or limited usability. (Still a positive rating)

Knowledge Of Or Educated Guess At Author Identity: No

Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources

Knowledge Of Paper Source: N/A, I do not know anything about the paper from outside sources

Impact Of Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources

Revised paper meets
expectations

O�cial Comment

Authors ( Yao Liu (/pro�le?id=~Yao_Liu11), Julian McAuley (/pro�le?id=~Julian_McAuley1), Jessica Maria
Echterho� (/pro�le?id=~Jessica_Maria_Echterho�1), Abeer Alessa (/pro�le?id=~Abeer_Alessa2), +1 more
(/group/info?id=aclweb.org/ACL/ARR/2024/June/Submission2194/Authors))

29 Jul 2024, 10:51 (modi�ed: 22 Aug 2024, 15:15)

Program Chairs, Senior Area Chairs, Area Chairs, Reviewers Submitted, Authors, Reviewer CbWu,
Commitment Readers

Revisions (/revisions?id=ifbwmYX4IX)

Add: Author-Editor Con�dential Comment

−

＝

✏ 






Comment:

Thanks to reviewer CbWu for all of your constructive feedback to improve the paper, and acknowledging that the

revised paper meets your expectations!
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