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Abstract:

Chain-of-Thought (CoT) has been a widely adopted prompting method, eliciting impressive reasoning abilities of Large

Language Models (LLMs). Inspired by the sequential thought structure of CoT, a number of Chain-of-X (CoX) methods have

been developed to address challenges across diverse domains and tasks. In this paper, we provide a comprehensive

survey of Chain-of-X methods for LLMs in different contexts. Specifically, we categorize them by taxonomies of nodes, i.e.,

the X in CoX, and application tasks. We also discuss the findings and implications of existing CoX methods, as well as

potential future directions. Our survey aims to serve as a detailed and up-to-date resource for researchers seeking to

apply the idea of CoT to broader scenarios.
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Metareview:

This paper proposes a comprehensive survey of Chain-of-X methods (a series of methodologies defining Chain-of-

Thought (CoT)). The paper organizes the role and describes the contributions made by multiple cutting-edge works in

different paradigms.

The paper is well structured (see discussion of strengths). However, substantial shortcomings emerge (see weaknesses

and related descriptions).
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Add: Author-Editor Confidential Comment

Summary Of Reasons To Publish:

The paper has its merits indeed:

The writing is simple because the structure is understandable and easy for the reader;

The organization is well structured;

The overview is comprehensive (although it is very difficult to comply with this constraint these days, so a positive

point).

Summary Of Suggested Revisions:

Although the contribution has its own merits, there are points that emerged during the rebuttal process that should be

improved.

Limited consideration of the benefits and impacts of CoX methods on downstream tasks.

Missing work, as pointed out by one reviewer (however, this is very common in this type of survey).

In conclusion, although there were some minor points of disagreement between the reviewers and authors, I believe

that these can be considered and resolved during the camera-ready process. I recommend this paper for a CL

conference as findings.

Overall Assessment: 3 = There are major points that may be revised

Suggested Venues: EMNLP 2024 (findings)

Best Paper Ae: No

Ethical Concerns:

There are no concerns with this submission

Needs Ethics Review: No

Author Identity Guess: 1 = I do not have even an educated guess about author identity.

Official Review of
Submission556 by
Reviewer xgrs

Official Review by Reviewer xgrs 24 Jul 2024, 19:33 (modified: 23 Aug 2024, 06:35)

Program Chairs, Senior Area Chairs, Area Chairs, Reviewers Submitted, Authors, Reviewer xgrs, Commitment
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Paper Summary:

This survey presents a comprehensive overview of Chain-of-X methods. Chain-of-Thought (CoT) has been a widely

adopted prompting method, eliciting impressive reasoning abilities of LLMs. A number of Chain of-X (CoX) methods

have been developed to address challenges across diverse domains and tasks. Specifically, the author categorized

them by taxonomies of nodes, i.e., the X in CoX, and application tasks; discuss the findings and implications of existing

CoX methods, as well as potential future directions.

Summary Of Strengths:

The authors defined a generalized concept of Chain-of-X. And they surveyed existing COX method by taxonomy of

nodes and taxonomy of tasks. The representative methods are classified clearly in figure.They also pointed out future

directions.

Summary Of Weaknesses:

Although the authors show us a clear classification tree of the Chain-of-X, from the writing part, I still have the

following concerns:

1. For some applications and tasks, the accuracy of the results is very important. Although the authors pointed out

evaluation tools, is it appropriate to make evaluation tools as section 4.6 which is part of taxonomy of tasks?

2. As a survey, of course, we would like to know the classification of different models. But we also want to know the

merits and demerits of these models. Then, we can use the guidelines to adopt them.

Comments Suggestions And Typos:

As shown in "Summary Of Weaknesses", we would like to know the answers.
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Confidence: 4 = Quite sure. I tried to check the important points carefully. It's unlikely, though conceivable, that I

missed something that should affect my ratings.

Soundness: 3 = Acceptable: This study provides sufficient support for its major claims/arguments. Some minor points

may need extra support or details.

Overall Assessment: 3 = Good: This paper makes a reasonable contribution, and might be of interest for some (broad

or narrow) sub-communities, possibly with minor revisions.

Best Paper: No

Needs Ethics Review: No

Reproducibility: 2 = They would be hard pressed to reproduce the results: The contribution depends on data that are

simply not available outside the author's institution or consortium and/or not enough details are provided.

Datasets: 1 = No usable datasets submitted.

Software: 1 = No usable software released.

Knowledge Of Or Educated Guess At Author Identity: No

Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources

Knowledge Of Paper Source: N/A, I do not know anything about the paper from outside sources

Impact Of Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources
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Comment:

Thank you for your time and effort in reviewing our paper. We provide responses to your questions as

follows.

Response to Weakness 1:

Thank you for your question. In Section 4.6 (Evaluation Tools), we discuss methods that apply Chain-of-X as

tools for more fine-grained evaluation of LLMs on various text generation tasks, revealing problems that

traditional evaluations might not capture. On the other hand, as you suggested, the evaluation of Chain-of-X

methods themselves is indeed very important to validate their effectiveness. As previous surveys, e.g., [1],

have already collected comprehensive evaluation benchmarks, we will include some additional discussion on

evaluations in our updated version.

Response to Weakness 2:

Thank you for your insightful suggestion. We have discussed the merits and demerits of different methods

within each Chain-of-X paradigm, e.g., Section 3.2. The differences between various Chain-of-X paradigms

are also shown in Figure 1. As you suggested, we will include further discussion on their merits and

demerits. For example, Chain-of-Models (Section 3.4), although collecting multi-aspect information from

different LLMs, tends to be more costly than other paradigms.

[1] Chu, Zheng, et al. A Survey of Chain of Thought Reasoning: Advances, Frontiers and Future. ACL 2024.
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Paper Summary:

The other propose a survey paper on Chain-of-X (CoX) methods, described here as the generalization of Chain-of-

Thought. They categorize CoX methods by the types of components used to construct the chains. Furthermore, based

on the application areas of these CoX methods, they classify them by tasks. lastly, they discuss insights from existing

CoX methods and explore potential future directions.

Summary Of Strengths:

Such a paper was cruelly lacking in the literature, and I am glad the authors went through the effort of compiling so

much information in their manuscript. The paper is very well written and the taxonomy based both on the nodes

nature and the tasks these methods are applied in provides a very useful and informative structure. In particular,

Figure 2 provides an extensive bird's eye view on these methods. Furthermore, the descriptions of each nodes and

tasks, although compact, are perfectly explained and will be very useful for the community, both experts and people

that wish to gain superficial information on the matter.

Summary Of Weaknesses:

This is a survey paper, as such, I based my opinion on the quality of the structure and how comprehensive it was when

providing information on CoX methods. Given that his paper is very well structure and includes, to my knowledge,

most of the papers on this topic, I do not see any weaknesses in this work.

Comments Suggestions And Typos:

I have no more concerns and could not find any typos or editing issues.

Confidence: 4 = Quite sure. I tried to check the important points carefully. It's unlikely, though conceivable, that I

missed something that should affect my ratings.

Soundness: 4 = Strong: This study provides sufficient support for all of its claims/arguments. Some extra experiments

could be nice, but not essential.

Overall Assessment: 4 = This paper represents solid work, and is of significant interest for the (broad or narrow) sub-

communities that might build on it.

Best Paper: No

Limitations And Societal Impact:

N/A

Ethical Concerns:

N/A

Needs Ethics Review: No

Reproducibility: 5 = They could easily reproduce the results.

Datasets: 1 = No usable datasets submitted.

Software: 1 = No usable software released.

Knowledge Of Or Educated Guess At Author Identity: No

Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources

Knowledge Of Paper Source: N/A, I do not know anything about the paper from outside sources

Impact Of Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources
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Comment:

Thank you for your time and effort in reviewing our paper. We sincerely appreciate your recognition of our

work and believe our survey will be useful to the community.
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Reviewer CuFr

Official Review by Reviewer CuFr 21 Jul 2024, 15:25 (modified: 23 Aug 2024, 06:35)
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Paper Summary:

This paper provides a survey of variants of chain-of-thought (CoT) methods. CoT methods are known to effectively

improve the performance of LLMs in reasoning tasks by eliciting the reasoning steps leading to the answer. Given the

success, many variants (chain-of-X; CoX) have been proposed. This paper categorizes existing CoX methods from two

points of view: what constitutes each reasoning step (i.e., X) and the applications.

Summary Of Strengths:

This paper is well-written and easy to follow.

This paper provides a comprehensive list of existing CoX methods and their review. Unlike the previous version, the

current manuscript refers to methods that are not literally named CoX but essentially extend the idea of CoT,

leading to broader coverage.

The taxonomy focusing on the applications is beneficial for practitioners.

Summary Of Weaknesses:

This paper should again carefully check the contributions of the surveyed papers. For example, Chain-of-Hindsight

(line 360) is a technique for constructing instruction data and is not related to CoT methods that elicit reasoning

steps during runtime.

Comments Suggestions And Typos:

Line035: Yu et al. (2023a) could be a mistake for Yu et al. (2023b).

Confidence: 4 = Quite sure. I tried to check the important points carefully. It's unlikely, though conceivable, that I

missed something that should affect my ratings.

Soundness: 3 = Acceptable: This study provides sufficient support for its major claims/arguments. Some minor points

may need extra support or details.

Overall Assessment: 3 = Good: This paper makes a reasonable contribution, and might be of interest for some (broad

or narrow) sub-communities, possibly with minor revisions.

Best Paper: No

Ethical Concerns:

None

Needs Ethics Review: No

Reproducibility: 5 = They could easily reproduce the results.

Datasets: 1 = No usable datasets submitted.

Software: 1 = No usable software released.

Knowledge Of Or Educated Guess At Author Identity: No

Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources

Knowledge Of Paper Source: N/A, I do not know anything about the paper from outside sources

Impact Of Knowledge Of Paper: N/A, I do not know anything about the paper from outside sources
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Comment:

Thank you for your time and effort in reviewing our paper. We provide responses to your suggestions as

follows.

Response to Weakness:

Thank you for your valuable suggestion. As discussed in Section 5 of the Chain-of-Hindsight paper [1], the

authors view CoT prompts as consisting of human-written stepwise instructions, while their proposed Chain-

of-Hindsight consists of human-written hindsight feedback for instruction data construction. We believe this

concept naturally falls into one of the CoX applications in the taxonomy of tasks beyond reasoning, as shown

in Figure 2. As you suggested, we will include additional discussion on the connections between the

surveyed CoX methods and CoT to improve clarity.

Response to Comment:

Thank you for your careful reading. We have fixed the typo.

[1] Liu, Hao, et al. Chain of Hindsight Aligns Language Models with Feedback. ICLR 2024
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Submission556 by
Reviewer MBG7
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Paper Summary:

This paper introduces the concept of Chain-of-X (CoX), a generalization of the popular chain-of-thought prompting

framework, to indicate methods that involve a multi-step output generation to obtain a final model prediction. In

particular, the authors define four macro categories of CoX methods depending on the intermediate steps leading to

the final prediction: Chain of x, for x \in {Thought, Augmentation, Feedback, Models}. For each of these categories, the

paper lists several methods organized into sub-categories. Additionally, the paper provides an alternative classification

of the CoX methods based on the task to which they are or can be applied.

Summary Of Strengths:

The survey is presented clearly and structured well. Figures 2 and 4 represent a good visualization of the

categorization presented by the authors.

The motivation behind the survey is reasonable.

Summary Of Weaknesses:

My main concern with this work is about the actual utility of this survey for the community.

Lines 29-31: the transparency of CoT is debatable (see, e.g., Turpin et al., 2024). This seems like a topic that a

survey like the one presented should at least mention.

Turpin, Miles, et al. "Language models don't always say what they think: unfaithful explanations in chain-of-thought

prompting." Advances in Neural Information Processing Systems 36 (2024).

Comments Suggestions And Typos:

Since the two dimensions along which the authors categorize CoX tasks are orthogonal (nature of the intermediate

nodes and application task), a visualization of the tasks presented as a matrix in which the axes are these two
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dimensions would be appreciated.

Confidence: 4 = Quite sure. I tried to check the important points carefully. It's unlikely, though conceivable, that I

missed something that should affect my ratings.

Soundness: 3 = Acceptable: This study provides sufficient support for its major claims/arguments. Some minor points

may need extra support or details.
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Comment:

Thank you for your time and effort in reviewing our paper. We provide responses to your suggestions as

follows.

Response to Weakness 1:

Thank you for your question. With the rapidly growing number of Chain-of-X methods, our survey aims to

serve as an up-to-date resource for: 1) beginners who wish to gain a broad overview of the rapidly evolving

CoT concept (e.g., Figure 1 and Figure 2), 2) researchers who are seeking ideas for more creative design or

analysis of CoX methodology (e.g., Section 3 and Section 5), and 3) practitioners who are looking for

guidance in applying the CoX concept to various tasks beyond reasoning (e.g., Section 4).

Response to Weakness 2:

Thank you for your valuable suggestion. We will include some discussion on this topic and adjust our claims

about the transparency of CoT accordingly.

Response to Comment:

Thank you for your valuable suggestion. A matrix visualization of CoX methods along two dimensions, i.e.,

nodes and tasks, is indeed a very useful way of presentation. We will include it in our updated version.
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