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Introduction Algorithm Experiments

We discuss a missing data model for implicit 
feedback and propose a novel evaluation 
measure which is unbiased with respect to the 
missing data. We also present an efficient 
algorithm to optimize our measure.
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For each user, assume that observed relevant 
items are a simple random sample from some 
unknown ground truth prior relevant set:

To evaluate a given predicted ranking, we would 
like to have an evaluation measure that, when 
evaluated on the observed relevant/irrelevant 
set, returns the same value in expectation 
over all possible patterns of observations.as 
when evaluated on the prior relevant/irrelevant 
(ground truth) set, which we call unbiased-to-
missing-data (UBM).

In previous work, Steck et. al. have proposed the 
ATOP and Recall@N measures which meet this 
criteria. However, ATOP is very similar to AUC 
while Recall@N is hard to optimize directly.

We propose the Average Discounted Gain 
measure which has the UBM property.

Let               be the prediction function for a 
(user, item) pair, and     be the set of all items.

Let

Average Discounted Gain (ADG):

Average Discounted Gain (ADG)

In order to maximize ADG performance, we opt
to minimize 1-ADG on the training set. 

where

Dataset Statistics
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We want a measure which is UBM, focuses on 
the top of the ranking and can be optimized 
in an efficient manner.


