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Electron transfers in photosynthesis and respiration commonly occur between metal-containing cofactors
that are separated by large molecular distances. Understanding the underlying physics and chemistry of
these biological electron transfer processes is the goal of much of the work in our laboratories. Employing
laser flash-quench triggering methods, we have shown that 20 Å, coupling-limited Fe(II) to Ru(III) and Cu(I)
to Ru(III) electron tunneling in Ru-modified cytochromes and blue copper proteins can occur on the
microsecond timescale both in solutions and crystals; and, further, that analysis of these rates suggests that
distant donor–acceptor electronic couplings are mediated by a combination of sigma and hydrogen bonds in
folded polypeptide structures. Redox equivalents can be transferred even longer distances by multistep
tunneling, often called hopping, through intervening amino acid side chains. In recent work, we have found
that 20 Å hole hopping through an intervening tryptophan is several hundred-fold faster than single-step
electron tunneling in a Re-modified blue copper protein.
inklerj@caltech.edu
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1. Introduction

A great many biological energy transduction pathways depend
upon the rapid movement of electrons or holes over long distances
(N30 Å) through proteins. Many redox enzymes, particularly those
involved in oxygen activation and production, require the transfer of
holes at high potentials where the sidechains of redox-active amino
acids can become involved. Stringent design requirements must be
met to transport charges rapidly and efficiently along specific
pathways and prevent the off-path diffusion of redox equivalents
and the disruption of energy flow.

Reduction and oxidation (redox) reactions are vital transforma-
tions in a wide array of metabolic processes. The mitochondrial
respiratory chain of aerobic organisms is among the best character-
ized of such pathways [1–12]. Reducing equivalents fromNADH in the
mitochondrial matrix enter the chain in respiratory Complex I. Two
equivalentsmove∼140 Å down a sequence of 7–8 iron–sulfur clusters
to reduce a membrane-embedded quinone and translocate four
protons across the inner mitochondrial membrane [4,5]. Quinol
moves on to the bc1 complex (respiratory Complex III) where its
two reducing equivalents follow a bifurcated pathway [9–11,13]. The
first electron moves along a high-potential pathway from a [2Fe–2S]
cluster to cytochrome c1 in a step that likely involves domain
movement, then finally to cytochrome c in the intermembrane
space. The second quinol electron enters a low-potential chain of b-
type cytochromes and migrates toward the mitochondrial matrix
where it participates in the reduction of quinone to quinol, providing
energy for proton pumping. Reduced cytochrome c diffuses to
respiratory Complex IV (cytochrome c oxidase) where it delivers
electrons to the binuclear CuA site [3,6,7]. Electrons from CuA move
through cytochrome a on their way to the cytochrome a3/CuB site of
O2 reduction. Four additional protons are pumped across the inner
mitochrondrial membrane by Complex IV as O2 is reduced to H2O. The
proton gradient generated by proton pumping in Complexes I, III, and
IV drives ATP synthesis by Complex V (ATP synthase) [3,12].

Diseases associated with the failure of respiratory chain compo-
nents are known as mitochondrial encephalomyopathies [1,14,15].
These conditions are characterized by a diverse array of clinical
manifestations including defects in the central and peripheral nervous
systems, skeletal muscles, eye, blood, endocrine system, heart,
gastrointestinal system, kidney, ear, nose, and throat [1,14]. Mito-
chondrial dysfunction also is implicated in aging whereby mitochon-
drial DNA (mtDNA) mutations lead to increased production of
reactive oxygen species (ROS) which in turn leads to further mtDNA
damage [16,17]. Late in life, damaged mtDNA levels can reach the
threshold necessary for mitochondrial dysfunction in an organ or
tissue, and disease in an individual.

Although hundreds of point mutations and large-scale mtDNA
deletions have been associated with particular conditions, the
pathogenesis of mtDNA related disorders is not understood [14].
The specific relationships between respiratory electron transfer (ET)
reactions and mitochondrial dysfunction are unknown [18]. Com-
plete failure of the respiratory chain, leading to the absence of ATP
production, is certainly fatal. But, the consequences of inefficient
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electron flow need not be so catastrophic, particularly given the fact
that mtDNA mutations generally are not present in all mtDNA
(heteroplasmy) [1,14]. A considerable danger of poor ET in the
respiratory chain is the production of ROS which can have
deleterious effects on virtually every component of a living cell
[19–21].

Oxidative phosphorylation in the respiratory chain is just one of
the many redox pathways in aerobic organisms that utilize the
oxidizing power of molecular oxygen. One particularly widespread
transformation involves hydrogen atom abstraction chemistry. Ribo-
nucleotide reductase, the enzyme responsible for the production of
deoxyribonucleic acids, is a case in point [22–26]. This biological redox
machine requires a multistep electron tunneling architecture to
facilitate the movement of charges rapidly over long distances with
only a small loss of free energy. Moreover, the enzyme operates at a
very high potential where the sidechains of aromatic amino acids
(e.g., tryptophan, tyrosine) are believed to participate in the charge
migration process [27]. In Escherichia coli ribonucleotide reductase, a
hole originating on the Y122 radical is transferred some 35 Å to the
active site, retaining sufficient oxidizing power to generate the C439
radical that initiates conversion of nucleotides to deoxynucleotides
[22,25,27,28].

A large class of mono-oxygenase enzymes utilizes O2 to drive C–H
activation processes. Prime examples are the cytochromes P450, a
group of heme enzymes involved in a vast array of reactions that
includes steroid biosynthesis, xenobiotic detoxification, drug metab-
olism, and carcinogenesis [29–31]. A close relative of P450 is nitric
oxide synthase (NOS) [32], an enzyme that catalyzes the synthesis of
nitric oxide (•NO) and L-citrulline from L-arginine and O2 [33]. Owing
mainly to the role •NO plays as a signaling molecule in an astonishing
number of bodily processes, NOS malfunction is implicated in a large
number of diseases [34–38]. Specifically, •NO overproduction by iNOS
is involved directly in the pathology of inflammation in diseases such
as rheumatoid arthritis, septic shock, atherosclerosis, and diabetes
[38,39]. In addition, overexpression of NOS in various types of tumors
suggests that the enzyme is upregulated in cancer cells [40]. This
observation suggests that NOS could be an important target for the
treatment of human tumors. These discoveries about the diverse
biological roles of P450 and NOS have brought the enzymes and their
catalytic mechanisms into the spotlight as targets of great pharma-
cological interest [41].

Hydrogen-atom abstraction reactions are believed to be key
mechanistic steps in many of the foregoing enzymatic conversions.
The high formal reduction potential associated with this process
(Eq. (1)) [42,43] highlights the need for a powerful oxidant.

R• + Hþ + e−→R−H EB′ N 1 V vs: NHE; pH 7 ð1Þ

The complete four-electron reduction of O2 to H2O, however, has a
potential of just 0.82 V vs. NHE (pH 7, 1 atm O2) [44] and is not well
matched to C-H activation. Consequently, many of the metalloen-
zymes that catalyze these transformations act by initially reducing O2

to the H2O2 level (EB'=1.35 V) [44]. In many cases, this reduction
process is rate limiting during enzymatic turnover, and the reactive
intermediates that actually effect the H-atom abstraction have never
been characterized.

Our research program has been designed to elucidate the factors
that determine the rates and efficiencies of biological electron flow
[45,46]. A key element of our research program has been the
development of inter- and intramolecular laser flash-quenchmethods
to trigger ET reactions [45–48]. We have used these methods to study
the distance and medium dependences of long-range electron
tunneling reactions [45,46], to trigger redox enzyme catalysis [49],
and to initiate multistep tunneling processes [50].
2. Electron tunneling

Single electron transfer reactions can be found at the core of most
biological redox processes. No fewer than 15 ET reactions, for
example, are required to take reducing equivalents from NADH,
deposit them in O2, and generate the electrochemical proton gradient
that drives ATP synthesis [3–12]. Most of these reactions involve
quantum-mechanical electron tunneling between redox cofactors
embedded in protein matrices separated by large molecular distances
(N10 Å) [3–12]. The semiclassical theory of ET (Eq. (2)) provides a
basic framework for understanding the specific rates of reaction

kET =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4π3

h2λkBT

s
H2

AB exp − ΔG ∘ + λð Þ2
4λkBT

( )
ð2Þ

between an electron donor (D) and acceptor (A) held at fixed distance
and orientation (kET) [45,46,51]. These rates depend on three critical
parameters: (1) the driving force for the electron transfer (−ΔG°); (2)
the extent of nuclear reorientation (λ) in D, A, and solvent that
accompanies formation of D+ and A−; and (3) the electronic coupling
(HAB) between the reactants [D, A] and products [D+, A−] at the
transition state. The first two parameters depend largely on the
chemical composition and environments of the redox centers,
whereas the third is a function of the D–A distance and the structure
of the intervening medium [45,46,51–55].

Several experimental investigations have demonstrated that
solvent hole and electron states can mediate long-range electron
tunneling [56–61]. In fluid solution, when the positions of D and A are
not constrained by a covalent bridge, diffusion places an upper limit
on the timescale (b10−9 s) and, therefore, the tunneling distance
range (b9 Å for β = 1.0 Å−1). Longer tunneling distances can be
examined if D and A are immobilized. In a typical experiment, a small
concentration of electron or hole donors is embedded in a glassed
solvent amid a higher concentration of randomly distributed
acceptors. The donor is a photoexcited chromophore or a radiolyti-
cally generated radical. The time-dependent survival probability of
the donor depends on the concentration of acceptors, the rate
constant for electron/hole transfer when D and A are in van der
Waals contact (ko), and the exponential distance decay factor (β).
Extracting reliable values for ko and β from time-resolved spectro-
scopic measurements, however, can be rather difficult because the
two parameters are highly correlated [61,62]. For the case of
photoinitiated ET in glasses, measurements of luminescence decay
kinetics and luminescence quantum yields at several different
quencher concentrations provide enough information to decouple ko
and β, permitting reliable values to be determined for each parameter
[61].

Our experimental investigation of Ru(tpy)22+ (tpy=2,2′,2″-terpyr-
idine) luminescence quenching by Fe(OH2)63+ in aqueous acidic glasses
placed rigorous limits on the distance decay constant for tunneling
throughwater [63]. The luminescence lifetimeof *Ru(tpy)22+ in aqueous
glasses is longenough to allowa significantdistance range (∼25 Å) tobe
probed. A distance decay constant of 1.58(5)Å−1 was obtained for
H2SO4/H2O,HSO3F/H2O, andD2SO4/D2O glasses. Distance decay factors
can be related to effective tunneling barrier heights (ΔEeff) using
standard tunneling models: for electron tunneling through aqueous
glasses, ΔEeff=2.4 eV [46,64].

We also have determined β and ΔEeff values for electron tunneling
from electronically excited [Ir(μ-pyrazolyl)(1,5-cyclooctadiene)]2 to
2,6-dichloro-1,4-benzoquinone in 2-methyltetrahydrofuran (MTHF)
and toluene glasses at 77 K [64]. The effective barrier height for
electron tunneling through toluene (ΔEeff=1.4 eV) is substantially
lower than the barrier in MTHF (ΔEeff=2.6 eV); and the barrier for
tunneling in aqueous sulfuric acid glasses (ΔEeff=2.4 eV) is very near
that for MTHF. Distance decay parameters are 1.62 (MTHF), 1.58



Fig. 2. Distance dependence of driving-force-optimized ET rates in Ru-labeled P.
aeruginosa azurin. The dashed blue line is the best fit to the data (β=1.1 Å−1).
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(H2O), and 1.23 Å−1 (toluene) [64]. In toluene and MTHF, coupling
between bridge units is mediated by van der Waals contacts, whereas
the aqueous glass is interlaced with strong hydrogen bonds. It is
possible that the hydrogen bonds between molecules in the aqueous
glass compensate for the large HOMO-LUMO (H2O) energy gap to
produce a tunneling barrier on par with that of MTHF.

The 1.62 Å−1 distance decay constant for MTHF confirms that
there is a significant coupling penalty associated with tunneling
across the van der Waals gaps between solvent molecules. Taking
20 Å as a reference distance, we find that tunneling across an alkane
bridge (β ∼1.0 Å−1 [65]) is roughly 40,000 times faster than tunneling
through MTHF; and, to underscore the point, recent experiments on
D-oligoxylene-A complexes have shown that 20-Å tunneling across
covalently linked xylenes is almost 3000 times faster than tunneling
through a toluene glass (Fig. 1) [64].

3. Iron and copper proteins

In 1982, we demonstrated long-range electron tunneling through
Ru-modified cytochrome c [66]. Subsequent work in our laboratory
has focused on the elucidation of distant electronic couplings
between redox sites in several Ru-proteins [45,67–71]. In particular,
work on Ru-azurin has provided a reference point for electron
tunneling through folded polypeptide structures [45,68,69]. The
copper center in azurin is situated at one end of an eight-stranded β-
barrel, ligated in a trigonal plane by two imidazoles (His46, His117)
and a thiolate (Cys112); in addition, there are weak axial interac-
tions (Met121 thioether sulfur, Gly45 carbonyl oxygen) [72,73]. The
azurin from Pseudomonas aeruginosa has two additional His residues,
one of which (His83) reacts readily with Ru-labeling reagents. A
H83Q base mutant was prepared and individual mutant His residues
were introduced at five locations on β-strands extending from the
Cys112 and Met121 ligands (K122H, T124H, T126H, Q107H, M109H)
[68,69]. Tunneling distances (Ru-Cu) in these five Ru(bpy)2(im)
(HisX)2+-azurins and Ru(bpy)2(im)(His83)2+-azurin range from 16
to 26 Å.

Measurements of Cu(I)→Ru(III) ET (−ΔG°=0.7 eV) in the set of
Ru-azurins established the distance dependence of electron transfer
along β-strands [45,68,69]. The driving-force-optimized azurin
tunneling timetable reveals a nearly perfect exponential distance
dependence, with a decay constant (β) of 1.1 Å−1, and an intercept at
close contact (ro=3 Å) of 1013 s−1 (Fig. 2). Moreover, our studies
have shown that Cu(I) to Ru(III) or Os(III) ET rates in labeled azurin
crystals are nearly identical with solution values for each donor–
acceptor pair [73]. The azurin distance decay constant is quite similar
Fig. 1. Distance dependence for electron tunneling through vitreous solvents at 77 K:
tetrahydrofuran (β=1.57–1.67 Å−1, dark blue); aqueous solution (25% H2SO4) (1.55–
1.65 Å−1, cyan); toluene (1.18–1.28 Å−1, green). The distance dependences of tunneling
through vacuum (2.9–4.0 Å−1, black), and across saturated alkane (1.0 Å−1, orange), and
xylyl (0.76 Å−1, red) bridges are shown for comparison [64].
to that found for superexchange-mediated tunneling across saturated
alkane bridges (β≈1.0 Å−1) [65,74], strongly indicating that a similar
coupling mechanism is operative in the polypeptide. Importantly,
kinetics data obtained by Farver and Pecht in their studies of long-
range ET from radiolytically generated disulfide radical anion to the
blue copper center in azurin also have been interpreted successfully in
terms of this coupling model [75].

The energy gap between the donor/acceptor redox levels and
those of oxidized or reduced intermediate states is the primary
criterion in determining when hole or electron hopping becomes
important [76]. In Ru-azurin, photogenerated Ru(bpy)2(im)(His)3+

(E°=1.0 V vs. NHE) [47] potentially could oxidize Trp or Tyr
residues [45]. If the Cu(I) center is replaced by redox-inert Zn(II)
in the protein, however, we find that photogenerated holes in Ru
(bpy)2(im)(HisX)3+ complexes remain localized on the metal
center. The energy gap between the Ru(III) hole and oxidized
bridge states must therefore be greater than 75 meV (3kBT at 295 K).
Our finding that the Cu(I)→Ru(III) ET rate in Ru(bpy)2(im)(HisX)-
azurin does not decrease in going from 300 to 240 K and actually
increases slightly at 160 K demonstrates that hopping does not
occur in this case, as a reaction with an endergonic step would be
highly disfavored at low temperature. We conclude that the Ru-
azurin timetable (Fig. 2) provides a benchmark for superexchange-
mediated electron tunneling through proteins.
Fig. 3. Tunneling timetable for intraprotein ET in Ru-modified azurin (•), cytochrome c
(□), myoglobin (⋄), cytochrome b562 (Δ), HiPIP (∇). The solid black lines illustrate
distance decay factors of 1.3 (lower) and 1.0 Å−1 (upper); the dashed blue line
illustrates a 1.1 Å−1 decay.
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The rates of high-driving-force ET reactions have been measured
for more than 30 Ru(diimine)-labeled metalloproteins (Fig. 3)
[45,67,70,77]. Driving-force-optimized values are scattered around
the Ru-azurin 1.1 Å−1 exponential distance decay. Rates at a single
distance can differ by asmuch as a factor of 103 andD/A distances that
differ by as much as 5 Å can produce identical rates. In seminal work,
Beratan and Onuchic developed a generalization of the McConnell
superexchange coupling model that accounts for rate scatter
attributable to protein structural complexity [52,78,79]. In this
tunneling-pathway model, the medium between D and A is decom-
posed into smaller subunits linked by covalent bonds, hydrogen
bonds, or through-space jumps. More elaborate computational
protocols also have shed light on the factors that determine distant
couplings in proteins [55,80–93].

Empirical data from Ru-modified proteins demonstrate conclu-
sively that long-range electron tunneling rates depend critically on
the composition and structure of the medium between two redox
centers. The polypeptide matrices of folded proteins are not
homogeneous media and consequently electron tunneling rates in
proteins do not exhibit uniform exponential distance dependences.
It is convenient to characterize the coupling efficiency of a particular
polypeptide matrix by an effective exponential decay constant (β′).
Taking the data in Fig. 3, we can define β′ values for each Ru-
modified protein, assuming an intercept at close contact (ro=3 Å)
of 1013 s−1. The histogram of β′ values from Ru-modified proteins
(Fig. 4) reveals an asymmetric distribution peaking near 1.1 Å−1,
with extremes of 0.85 and 1.5 Å−1. This range of β′ values is entirely
consistent with studies of ET in synthetic donor–bridge–acceptor
complexes [65,74].

Heterogeneous polypeptide matrices bear some similarities to
frozen solvent glasses as electron tunneling media. We have found
that decay constants for tunneling through aqueous and tetrahy-
drofuran glasses (1.6 Å−1) are substantially greater than those
found for most proteins (Fig. 1). Tunneling across oligoxylene
bridges, an all-covalent analogue of glassy toluene (1.2 Å−1), is far
more efficient (0.75 Å−1). It is interesting to note that values of
frozen-solvent tunneling rate constants extrapolated to close
contact (0.5–5×1013 s−1) are in good agreement with that found
for Ru-modified azurin. In terms of long-range coupling efficiency,
however, frozen solvent glasses are greatly inferior to polypeptide
matrices as ET media; the larger β values in solvents are likely a
consequence of the predominance of van der Waals contacts over
covalent contacts between donors and acceptors.
Fig. 4. Histogram of the distribution of distance-decay factors extracted from Ru-
protein ET data. The solid blue curve constructed from an asymmetric Gaussian function
is an approximate continuous representation of the discrete distribution (light blue
bars) derived from the experimental data.
4. ET speed limit

The nonadiabatic ET model embodied in Eq. (2) rests on the
assumption that the electronic transition from the reactant potential
energy surface (D+A) to the product surface (D+ + A−) is much
slower than the frequency of nuclear motion on these surfaces. Both
theoreticians and experimentalists have long been interested in
charge-transfer processes that are not well described by this model
[94–101]. Theory suggests that, under certain circumstances, the
timescales for reorientation of solvent molecules can be slower than
the reactant-product transition frequency. In this solvent-controlled
adiabatic limit, reactions are limited by the dynamics of solvent
relaxation. Theoretical rate expressions have been developed to
account explicitly for solvent relaxation dynamics (Eqs. (3)–(4))
[94,100,101]. The parameter κ is a solvent adiabaticity factor and kNA
is the nonadiabatic ET rate constant given by Eq. (2).

k =
kNA

1 + κ
ð3Þ

κ ¼2πH2
AB τh i

ℏλ∘
ð4Þ

Small values of κ correspond to the nonadiabatic limit; large values
result in solvent-controlled adiabatic processes. Typical solvent
relaxation times (〈τ〉) are ≤10−11 s, so that solvent relaxation
dynamics are expected to become important only in relatively
strongly coupled systems. An adiabaticity factor of 1 in a solvent
with a 1-ps relaxation time, for example, corresponds to a coupling
matrix element of ∼60 cm−1 (λo=0.5 eV).

Our studies of ET in Ru-proteins indicate that a large part of the
contribution to λo comes from reorientation of the polypeptide matrix
[73]. The dynamics of large scale nuclear motions in polypeptides are
expected to be substantially slower than those of most solvents.
Relaxation times ranging from picoseconds to microseconds have
been reported for the heme pocket of myoglobin [102–105]. Indeed,
electrochemical measurements by Waldeck and coworkers using
cytochrome c adsorbed onto self-assembled monolayers suggest that
the characteristic relaxation time for protein electron transfer is on
the order of 200 ns [106]. We emphasize, however, that eight
tunneling times measured for four different Ru-proteins are shorter
than 200 ns (Fig. 3).

Bixon and Jortner [107,108] have noted that there are several
examples of ET rates exceeding the solvent-controlled adiabatic limit;
model calculations suggest a possible explanation. Reactions at low
driving force (−ΔG° bb λ) require substantial reorganization along
solvent coordinates and rates are predicted to exhibit a pronounced
dependence on relaxation dynamics. The calculations suggest,
however, that the rates of activationless (−ΔG° ∼ λ) and inverted
(−ΔG° N λ) reactions will be nearly independent of κ and, hence, the
dynamics of medium relaxation, as we have found in the case of Ru-
(diimine)-protein ET reactions [45].

The intercept of 1013 s−1 at ro=3 Å represents the “ET speed
limit”; it is the specific rate expected for coupling-limited ET between
two redox centers in van der Waals contact. Direct comparisons
between this extrapolated value and ultrafast ET data are complicated
by the effects of medium dynamics: as donor–acceptor electronic
coupling increases, a regime is reached where rates are no longer
limited by the strength of this coupling, but by the dynamics of
solvent reorientation, as discussed above. This so-called solvent
controlled adiabatic limit will typically be below the nonadiabatic
limiting rate constant (kNA) determined by extrapolation of rate-
distance data to a close-contact intercept.

Consider two model systems that provide insights into limiting ET
rates at close contact. Barbara and coworkers examined thermal ET
following metal-to-metal charge transfer (MMCT) excitation in



Fig. 5.Distance dependences of the rates of single-step and two-step electron tunneling
reactions. Solid red line indicates theoretical distance dependence for a single-step,
ergoneutral (ΔG°RP=0) tunneling process (β=1.1 Å−1). Dashed blue lines indicate
distance dependence calculated for two-step ergoneutral tunneling R→←H→←P with the
indicated standard free-energy changes for the R→←H step.
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(NH3)5RuIIINCMII(CN)5− (M=Fe, Ru) [109,110]. These mixed-valence
complexes fall in the Robin-Day Class II category [111]; the MMCT
extinction coefficients are ∼3×103 M−1cm−1 and the estimated
electronic coupling parameters are 1900 (M=Ru) and 1500 cm−1

(M=Fe) [109]. In solvents with relatively fast dielectric relaxation
(e.g., H2O, formamide, N-methyl-formamide), observed FeII→RuIII and
RuII→RuIII ET rate constants are ∼1013 s−1. Solvent relaxation
dynamics typically are divided into two distinct timescales: fast
components corresponding to inertial motions of the solvent occur in
tens of femtoseconds; and slow processes (N0.5 ps) corresponding to
overdamped motions. Because ET in (NH3)5RuIIINCMII(CN)5− is faster
than slow solvent relaxation components, Barbara concluded that
overdamped solvent motions play only a minor role in the ultrafast
reaction [109,110]. Hence, in these binuclear metal complexes,
specific ET rates are ∼1013 s−1 at a metal–metal separation of ∼5 Å
[112]. The path between the two metals is fully covalent, so the
coupling should be greater than that for two centers in van der Waals
contact.

Photoinitiated ET in charge transfer (CT) complexes provides a
second comparison to our extrapolated maximum rate constant.
Spears and coworkers examined viologen (methyl viologen, MV;
heptyl viologen, HV) complexes with 4,4′-biphenol (BP) [113]. The
noncovalent interaction between the two redox groups is weaker
than in the bimetallic complexes; the CT extinction coefficients are
∼4×101 M−1cm−1 and the estimated electronic coupling para-
meters are 361 (MV) and 381 cm−1 (HV). Ab initio calculations of
the optimum ground-state geometry in the MV-BP complex suggest
a 4 Å separation between planes of the aromatic rings. The specific
thermal ET rates following ultrafast excitation into the CT absorp-
tion band in fast-relaxing solvents (e.g., methanol, acetonitrile) are
∼2.5×1012 s−1. Each of these ET reactions likely falls in the solvent-
controlled adiabatic limit; the estimated specific rate in the absence
of solvent control is 2.5×1013 s−1 [113].

Results of the foregoing ultrafast ET experiments are consistent
with the kET value (1013 s−1) extrapolated to close contact between
redox sites in Ru-azurins. The separation distance at which this limit is
achieved depends on whether the two sites are covalently coupled or
are in van der Waals contact. In the case of intraprotein ET between
two metal complexes (i.e., Ru(bpy)2(im)(HisX)3+ and Cu(His46)
(His117)(Cys112)(Met121)+), we believe that van der Waals contact
between the two metal centers, not the metal–ligand complexes, is
more consistent with an ET rate of 1013 s−1. Hence, in our analyses of
protein ET rates, we consider metal-to-metal distances with a contact
separation of 3 Å.

5. Multistep electron tunneling (hopping)

Electron tunneling times must be in the millisecond to microsec-
ond range for biological redox machines to function properly. As a
result, the maximum center-to-center distance for single-step
tunneling through proteins can be no greater than ∼20 Å (Fig. 3).
The structures of several redox enzyme assemblies, however, suggest
that charge transport may occur over distances that far exceed this
single-step limit [22,25,45]. How can charge transport in proteins
cover distances well over 20 Å? One possibility is by hopping, as it can
be shown that coupled tunneling reactions, particularly with
endergonic steps, can in favorable cases deliver electrons or holes
rapidly to very distant sites [22,25,27,28,45,70,114–117]. Require-
ments for functional hopping include optimal positioning of redox
centers and fine tuning of reaction driving forces.

Modeling the kinetics of electron hopping is a straightforward
problem that can be solved analytically without employing
simplifying approximations [45]. Using the well defined properties
of ET reactions (Eq. (2)), and the average distance dependence
defined by Ru-protein tunneling timetables, it is possible to predict
hopping rates for any set of driving-force, temperature, and distance
parameters. Consider the two-step tunneling reaction defined in
(Eq. (5)) (reactants, R=D–I–A; redox intermediate, H=D+-I−–A
or D–I+–A−; products, P=D+–I–A−).

R ⇄
kRH

kHR

H ⇄
kHP

kPH
P ð5Þ

The general solution to the rate law for this process calls for
biexponential production of P, although under some circumstances
the appearance of P can be approximated by a single exponential
function. Taking a value of λ=0.8 eV for both tunneling reactions (i.e.,
R→H and H→P) and a distance decay constant of 1.1 Å−1, we can
calculate the time dependence of the populations of all three reacting
species for various values of ΔG°RH, ΔG°HP, rRH, and rHP [45]. Results
for the particular case in which ΔG°RH=−ΔG°HP and rRH=rHP are
illustrated in Fig. 5. This model approximates biological electron
transport (ΔG°RP=0) with a single endergonic step. Transport across
20 Å is 104 times faster than a single tunneling step at this distance
and submillisecond transfers can be realized. An important conclusion
is that hopping can facilitate electron flow over distances greater than
20 Å in cases where the free-energy changes for endergonic
intermediate steps are no greater than 0.2 eV.

We expressed three mutant azurins to test the proposition that an
intervening tryptophan or tyrosine can facilitate electron transfer
between distant metal redox centers. In these mutants, a histidine
ligand is at position 124 on the β strand extending from Met121, and
either tryptophan, tyrosine, or phenylalanine is at position 122. The
construction was completed by attaching the sensitizer ReI(CO)3(4,7-
dimethyl-1,10-phenanthroline) (ReI(CO)3(dmp)) to His124. ReI(CO)3
(dmp)(His124) is a powerful oxidant in its 3MLCT excited state:
E°[*ReII(CO)3(dmp•−)(His124)/ReI(CO)3(dmp•−)(His124)]=1.4 V
vs. NHE [118]. The crystal structure of the Re-labeled Trp122 variant
(ReI(CO)3(dmp)(His124)|(Trp122)|AzCuII) revealed that dmp and the
Trp122 indole group are near van der Waals contact (∼4 Å), and the
Cu-Re distance is 19.4 Å (Fig. 6) [50].

A combination of time-resolved optical (Fig. 7) and infrared
spectroscopy was used to characterize the ET kinetics in this protein.
Optical excitation of ReI(CO)3(dmp)(His124) creates a 1MLCT excited
state, which undergoes ∼150 fs intersystem crossing [119] to a
vibrationally excited triplet (*3MLCT). Subpicosecond generation of
ReI(CO)3(dmp•−)(His124) is attributable to ET from Trp122 to the ReI



Fig. 6. Model of the Cu-W-Re electron-tunneling architecture from the 1.5 Å resolution
x-ray crystal structure of ReI(CO)3(dmp)(His124)|(Trp122)|AzCuII. The aromatic rings
of dmp (red) and Trp122 (green) slightly overlap, with one dmp methyl group
projecting over the indole ring and the plane of the respective π-systemsmaking a 20.9°
angle. The average separation of atoms on the overlapped six-membered rings is 3.82 Å,
whereas 4.1 Å separates the edge of the Trp122 indole and the His124 imidazole.
Distances between redox centers: Cu (blue) to Trp122 aromatic centroid, 11.1 Å;
Trp122 aromatic centroid to Re (purple), 8.9 Å; Cu to Re, 19.4 Å.

Fig. 7. Transient kinetics of ReI(CO)3(dmp)(His124)|(Trp122)|AzCuI. (A) Time-resolved
luminescence (red: λobsN450 nm; λex=355 nm, 10 ps pulsewidth; pH 7.2), instrument
response function (blue), and fit to a three-exponential kinetics model [black:
τ1=35 ps (growth); τ2=363 ps (decay); τ3=25 ns (decay)]. (B) Visible transient
absorption [λobs=632.8 (red), 500 nm (green); λex=355 nm, 1.5 mJ, 8 ns pulsewidth;
pH 7.2]. Black lines are fits to a biexponential kinetics model [τ1=25 ns (growth);
τ2=3.1 ms (decay)].
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(CO)3(dmp)(His124) excited singlet (1MLCT). A 350-ps kinetics phase
is due to equilibration between the 3MLCT state and ReI(CO)3(dmp•−)
(His124)|(Trp122)•+|AzCuI, and a subsequent 30-ns process to
reduction of (Trp122)•+ by AzCuI to generate ReI(CO)3(dmp•−)
(His124)|(Trp122)|AzCuII. Ground-state repopulation proceeds in
3 μs via single-step long-range ET from ReI(CO)3(dmp•−)(His124) to
AzCuII. Rate constants corresponding to elementary reaction steps
were extracted using a numerical procedure to fit all of the time-
resolved data to a two-step tunneling kinetics model.

The key finding is that CuI oxidation in ReI(CO)3(dmp)(His124)|
(Trp122)|AzCuI is more than two orders of magnitude faster than
expected for electron tunneling over 19 Å. Analysis of the reaction
kinetics revealed that the reduction potential of *ReII(CO)3(dmp•−)
(His124) is just 28 mV greater than that of (Trp122)•+/0, but this is
sufficient for very rapid (∼ns) ET between adjacent dmp and Trp122
aromatic rings. Replacement of Trp122 by Tyr or Phe inhibits the initial
ET event, presumably because the (Tyr122)•+/0 and (Phe122)•+/0

potentials are more than 200 mV above E°(*ReII(CO)3(dmp•−)
(His124)/ReI(CO)3(dmp•−)(His124)). Concerted oxidation and depro-
tonation of Tyr122 by *ReII(CO)3(dmp•−)(His124) could be ther-
modynamically favorable, but likely would be accompanied by a
significant activation barrier. The Trp radical cation is a relatively
weak acid (pKa=4.5(2)) [120,121]; its deprotonation, which is
energetically favorable at pH 7, likely would proceed on a
microsecond timescale [115]. Hence, (Trp122)•+ can rapidly oxidize
CuI in the azurin active site as it remains protonated in the hopping
intermediate.

We constructed a hopping map of driving-force effects on two-
step (CuI→ Int→*ML) and single-step (CuI→*ML) tunneling rates for
a molecular framework analogous to ReI(CO)3(dmp)(His124)|
(Trp122)|AzCuI (Fig. 8). The bounded region in the map corresponds
to driving-force regimes in which two-step hopping is faster than
single-step tunneling. Our analysis indicates that the overall charge
separation rate is more sensitive to the free-energy change for the
first of the two tunneling steps. Indeed, the rate advantage of the
multistep process is lost if the first tunneling step is too endergonic
(ΔG°(Int→*ML) N 200 meV) [45,46]. The map predicts a ∼100-ns
time constant for CuI oxidation, in good agreement with the
experimental value of ∼30 ns. Strikingly, two-step hopping is over
300 times faster than single-step CuI to *ReII(CO)3(dmp•−)(His124)
tunneling.
Fig. 8. Two-step hopping map for electron tunneling through ReI-modified azurin.
Colored contours reflect electron-transport timescales as functions of the driving force
for the first tunneling step (ordinate, Int→*ML) and the overall electron-transfer
process (abscissa, CuI→ *ML). The heavy black lines enclose the region in which two-
step hopping is faster than single-step tunneling. The dashed black line indicates the
driving force for *ReII(CO)3(dmp•−)(His124)|(Trp122)|AzCuI→ReI(CO)3(dmp•−)
(His124)|(Trp122)•+|AzCuI ET; the black dot corresponds to *ReII(CO)3(dmp•−)
(His124)|(Trp122)|AzCuI→ReI(CO)3(dmp•−)(His124)|(Trp122)•+|AzCuI→ReI(CO)3
(dmp•−)(His124)|(Trp122)|AzCuII hopping.
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6. Protein–protein reactions

At least three elementary steps are required to complete a redox
reaction between soluble proteins: (i) formation of an active donor–
acceptor complex; (ii) electron tunneling within the donor–acceptor
complex; and (iii) dissociation of the oxidized and reduced products.
Because the dynamics of the first and third steps obscure the electron
tunneling reaction, experimental studies must focus on ET reactions
within protein–protein complexes that form at low ionic strength. It
has been difficult to interpret the results, however, as neither the
donor–acceptor docking geometries nor the conformations of these
complexes are known with certainty. With the aid of rapid triggering
methods, it has been possible to measure rates of long-range ET
between redox sites in protein–protein complexes [122–131]. In
many complexes, there are multiple binding sites and it is not
uncommon to find that the ET kinetics often are regulated by the
dynamics of conformational changes in the complex[132,133]. The
usual interpretation is that surface diffusion of the two proteins
produces a transient complex with enhanced electronic coupling and
faster electron transfer. Consequently, rates depend strongly on
solvent viscosity rather than intrinsic ET parameters. A further
complication associated with studies of protein–protein ET in solution
is that binding sites and, hence, locations of redox cofactors, often are
unknown.

Crystals containing photoactivatable donors and acceptors at
specific lattice sites are ideal media for investigating tunneling
between proteins. In crystal lattices of tuna cytochrome c, chains of
protein molecules form helices with a 24.1-Å separation between
neighboring metal centers [134]. By doping Zn-cyt c into this lattice,
interprotein ET between triplet-excited Zn-porphyrin and a neigh-
boring Fe(III)-cyt c could be investigated; the rate constant was found
to be 4(1) × 102 s−1, and charge recombination was about four times
faster (2.0(5)×103 s−1) [134].

Rapid relay of electrons involving at least one soluble redox
enzyme requires the formation of short-lived, weakly bound protein–
protein complexes. The recognition sites between proteins in such
complexes tend to be smaller (b1200 Å2) and include more water
molecules than the interfaces between subunits in oligomeric
proteins [135]. The interprotein interactions in crystals of tuna cyt c
involve relatively few contacts: 760 Å2 of surface area is buried in an
interface with 31 van der Waals contacts (3.2≤d≤3.9 Å) and 16
watermolecules (3 of which form bridging hydrogen bonds across the
interface) but only one direct hydrogen bond bridging the two
proteins. Indeed, the cyt c - cyt c interface is reminiscent of that
between natural redox partners, e.g., cyt c and cytochrome c
peroxidase (770 Å2) [136], or cyt c2 and the photosynthetic reaction
center [137]. Our finding that ET rates in Zn-doped tuna cyt c crystals
fall well within the protein range in the Ru-protein tunneling
timetable (Fig. 3) [45,134] demonstrates that small interaction
zones of low density are quite effective in mediating interprotein
redox reactions.

In the terminal reaction of the respiratory chain, cytochrome c
oxidase (CcO) removes electrons from cyt c and passes them on to O2

[138]. CcO is a multisubunit membrane-bound enzyme with four
redox cofactors (CuA, cytochrome a, cytochrome a3, CuB). The
locations of these metal complexes in CcO were revealed in the
1990 s by the x-ray crystal structures of bacterial [7] and bovine
enzymes [6,139]. CuA, a binuclear site with bridging S(Cys) atoms, is
the primary electron acceptor from cyt c. Studies with Ru-modified
cytochrome c reveal rapid (6×104 s−1) [140] electron injection from
Fe(II) into CuA at low driving force (ΔG°=−0.03 eV) [141]. Modeling
suggests that cyt c binds to the enzyme at an acidic patch on subunit II
[142,143]. The cyt c heme is very near the Trp104 (subunit II) indole
ring, a residue that appears from mutagenesis experiments to be
critical for rapid cyt c→CuA ET [144–147]. Solomon and coworkers
have identified a possible electron tunneling path from this cyt c
binding site through Trp104 to the bridging S(Cys200) ligand on CuA

[148].
The 19.6 Å electron transfer from CuA to cyt a proceeds rapidly at

low driving force (∼104 s−1; ΔG°∼−0.05 eV) [140,149]. Ramirez
[138], Regan [150], and Solomon [148,151] have identified a coupling
route that proceeds from CuA ligand His204 (subunit II) across one
hydrogen bond to Arg438 (subunit I) (H204(Nε)-R438(O), 3.36 Å),
and another H-bond (2.95 Å) from the Arg438 N-amide to the cyt a
heme propionate. Based on a tunneling currents analysis, Stuchebru-
khov suggested a slightly different CuA to cyt a coupling route through
His204 [152]. It is likely that, owing to strong Cu-S(Cys) electronic
interactions, pathways involving the bridging Cys residues are
important for mediating coupling even though they involve more
bonds than the His204 route. One possibility is that the sequence
Cys200/Ile199/Arg439/heme-propionate (cyt a) is the dominant CuA

to cyt a electron tunneling pathway [148,152].
Both Regan [150] and Stuchebrukhov [152] have identified

pathways between cyt a and cyt a3. Included among these routes is
a direct covalent pathway from the heme-a axial ligand His378
through Phe377 to the a3 His376. Importantly, although the CuA-cyt a3
distance (22.4 Å) is similar to that of CuA to cyt a, neither Regan [150]
nor Stuchebrukhov [152] found a coupling pathway that would
facilitate electron flow to a3 in a single step from the binuclear copper
center.

7. Concluding remarks

Activity in the electron tunneling field over the last 20 years has
been intense, most especially on the experimental side, where
investigators have elucidatedmany of the factors that control reaction
rates through bonded as well as nonbonded atoms in molecules and
molecular assemblies, including the important case of folded
polypeptide structures.

The field is booming, as tunneling-related solar-cell, sensor, and
other device technologies are being developed at a rapid pace. A
critical issue here is understanding bridge energy effects on charge
transport through molecular materials [153]. The role of dynamics in
protein electron transfer is another hot topic these days [82, 133].
Distant (N20 Å) charge transport in DNA is still another area of great
interest. Recent work suggests that guanine radicals, which facilitate
iron-sulfur cluster oxidation in a DNA/MutY complex, may stimulate
DNA repair [154].

Controlled electron flow is an absolute requirement for efficient
storage and conversion of all forms of energy. It also is essential for
successful operation of molecular-scale electronic devices. We have
laid a firm foundation for these applications; but we must greatly
ramp up both theoretical and experimental investigations of multi-
electron and other coupled redox processes if we are to realize the full
potential of this simplest of chemical reactions.
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