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ABSTRACT 9 
In this paper, three data-preprocessing techniques, moving average (MA), singular spectrum analysis (SSA), 10 
and wavelet multi-resolution analysis (WMRA), were coupled with artificial neural network (ANN) to improve 11 
the estimate of daily flows. Six models, including the original ANN model without data preprocessing, were set 12 
up and evaluated. Five new models were ANN-MA, ANN-SSA1, ANN-SSA2, ANN-WMRA1, and ANN-13 
WMRA2.  The ANN-MA was derived from the raw ANN model combined with the MA. The ANN-SSA1, 14 
ANN-SSA2, ANN-WMRA1 and ANN-WMRA2 were generated by using the original ANN model coupled 15 
with SSA and WMRA in terms of two different means. Two daily flow series from different watersheds in 16 
China (Lushui and Daning) were used in six models for three prediction horizons (i.e. one-, two-, and three-17 
day-ahead forecast). The poor performance on ANN forecast models was mainly due to the existence of the 18 
lagged prediction. The ANN-MA, among six models, performed best and eradicated the lag effect. The 19 
performances from the ANN-SSA1 and ANN-SSA2 were similar, and the performances from the ANN-20 
WMRA1 and ANN-WMRA2 were also similar. However, the models based on the SSA presented better 21 
performance than the models based on the WMRA at all forecast horizons, which meant that the SSA is more 22 
effective than the WMRA in improving the ANN performance in the current study. Based on an overall 23 
consideration including the model performance and the complexity of modeling, the ANN-MA model was 24 
optimal, then the ANN model coupled with SSA, and finally the ANN model coupled with WMRA.  25 
 26 
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1. Introduction 31 

Artificial Neural Networks (ANNs) have gained significant attention in past two 32 
decades and been widely used for hydrological forecasting. The ASCE Task Committee on 33 
Application of Artificial Neural Networks in Hydrology (2000) and Dawson and Wilby 34 
(2001) give good state-of-the-art reviews on ANN modeling in hydrology. Many studies 35 
focused on streamflow predictions have proven that ANN is superior to traditional regression 36 
techniques and time-series models including Autoregressive (AR) and Autoregressive 37 
Moving Average (ARMA) (Raman and Sunilkumar, 1995; Jain et al., 1999; Thirumalaiah 38 
and Deo, 2000; Abrahart and See, 2002; Castellano-Me´ndeza et al., 2004; Kişi, 2003,2005). 39 
Besides, ANN is also compared with nonlinear prediction (NLP) method which is derived 40 
from the chaotic time series (Farmer and Sidorowich, 1987).  Laio et al. (2003) carried out a 41 
comparison of ANN and NLP for flood predictions and found that ANN performed slightly 42 
better at long forecast time while the situation was reversed for shorter time. Sivakumar et al. 43 
(2002) found that ANN was worse than NLP in short-term river flow prediction.  44 

The ANN is able to capture the dynamics of the flow series by using previously 45 
observed flow values as inputs during the forecasting of daily flows from the flow data alone. 46 
As a consequence, the high autocorrelation of the flow data often introduce the lagged 47 
predictions for the ANN model. The issue of lagged predictions in the ANN model has been 48 
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mentioned by some researchers (Dawson and Wilby, 1999; Jian and Srinivasulu, 2004; de 49 
Vos and Rientjes, 2005; Muttil and Chau, 2006). De Vos and Rientjes (2005) suggested that 50 
an effective solution to the forecasting lag effect is to obtain new model inputs by moving 51 
average (MA) over the original discharge data.  52 

As known, a natural flow series can be viewed as a quasi-periodic signal, which is 53 
contaminated by various noises at different flow levels. Cleaner signals used as model inputs 54 
will improve the model performance. Therefore, signal decomposition techniques for the 55 
purpose of data-preprocessing may be favorable. Two such techniques are known as singular 56 
spectral analysis (SSA) and wavelet multi-resolution analysis (WMRA).  Briefly, the SSA 57 
decomposes a time series into a number of components with simpler structures, such as a 58 
slowly varying trend, oscillations and noise. The SSA uses the basis functions characterized 59 
by data-adaptive nature, which makes the approach suitable for the analysis of some 60 
nonlinear dynamics (Elsner and Tsonis, 1997). A time series in the WMRA breaks down into 61 
a series of linearly independent detail signals and one approximation signal by using discrete 62 
wavelet transform with a specific wavelet function such as the Haar wavelet. Mallat (1989) 63 
presented a complete theory for wavelet multi-resolution signal decomposition (also 64 
mentioned as pyramid decomposition algorithm). Moreover, the continuous wavelet 65 
transform can conduct a local signal analysis at which point the traditional Fourier and SSA 66 
are, however, less effective (Howell and Mahrt, 1994), which can be referred to Torrence 67 
and Compo (1998) for a practical guide. Nevertheless, the signal analysis in the time-68 
frequency space is not the point of concern in this study.   69 

The techniques of SSA and WMRA have been successfully introduced to the field of 70 
hydrology (Lisi et al., 1995; Sivapragasam et al., 2001; Marques et al., 2006; Partal and 71 
Kişi, 2007). Sivapragasam et al. (2001) established a hybrid model of support vector machine 72 
(SVM) in conjunction with the SSA for the forecasting of rainfall and runoff. A considerable 73 
improvement in the model performance was obtained in comparison with the original SVM 74 
model. However, the paper did not explicitly mention how to combine SVM with the SSA. 75 
The applications of WMRA to precipitation and discharge were presented in the work of 76 
Partal and Kişi (2007) and Partal and Cigizoglu (2008) respectively, where the WMRA was 77 
applied to each model input variable. Results from their studies indicated that the WMRA is 78 
highly promising for improvement of the model performance.  79 

The objective of this study is to evaluate the effectiveness of the three data-80 
preprocessing techniques of MA, SSA, and WMRA in the improvement of the ANN model 81 
performance. To explore the SSA or WMRA, the ANN model is coupled with the 82 
components of SSA or WMRA in terms of two different methods. One is that the raw flow 83 
data is first decomposed, then a new flow series is obtained by components filter, and finally 84 
the new flow series is used to generate the model inputs. The type of model is named as 85 
ANN-SSA1 or ANN-WMRA1. The other method is the same as Partal and Cigizoglu (2008), 86 
based on which the model is named as ANN-SSA2 or ANN-WMRA2. With the original 87 
ANN model and the ANN-MA, there are six models for the flow data forecasting in all. This 88 
paper is organized in the following manner. Section 2 presents the two sets of streamflow 89 
data. Section 3 describes the modeling methods including a brief introduction of ANN, MA, 90 
SSA, and WMRA, and how to construct the hybrid ANN models. The application of the 91 
forecast models to the flow data is presented in Section 4 where relevant points include 92 
decomposition of flows, the identification of the ANN’s architecture, implementation of 93 
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ANN models, and forecasting results and discussion. Section 5 sheds light on main 94 
conclusions in this study.   95 

2. Streamflow Data  96 

Daily mean flow data from two rivers of Lushui and Daning are used in this study. 97 
The two rivers belong to direct tributaries of Yangtze River, and are both located in Hubei 98 
province, People Republic of China. The flow data from Lushui River were acquired at 99 
Tongcheng hydrology station which is at the upper stream of Lushui watershed (hereafter, 100 
the flow data is referred to as Lushui series). The watershed has an area of 224 km2. The data 101 
period covers a 5 years long duration (Jan. 1, 1984- Dec. 31, 1988).  The flow data from 102 
Daning River were collected at Wuxi hydrology station which is at the upper and middle 103 
streams of Daning watershed. The drainage area controlled by Wuxi station is 2 001km2. The 104 
flow data spanned 20 years (from Jan. 1, 1988 to Dec. 31, 2007).  105 

In the process of modeling of ANNs, the raw flow data is often partitioned into three 106 
parts as training set, cross-validation set and testing set. The training set serves the model 107 
training and the testing set is used to evaluate the performances of models. The cross-108 
validation set help to implement an early stopping approach in order to avoid overfitting of 109 
the training data.  The same data partition was adopted in two daily flow series: the first half 110 
of the entire flow data as training set and the first half of the remaining data as cross-111 
validation set and the other half as testing set.  112 

Table 1 presents related information about two rivers and some descriptive statistics 113 
of the original data and three data subsets, including mean (µ), standard deviation (Sx), 114 
coefficient of variation (Cv), skewness coefficient (Cs), minimum (Xmin), and maximum 115 
(Xmax). As shown in Table 1, the training set cannot fully include the cross-validation or 116 
testing set. Due to the weak extrapolation ability of ANN, it is suggested that all data should 117 
be scaled to the interval [-0.9, 0.9] rather than [-1, 1] when ANN employs the hyperbolic 118 
tangent functions as transfer functions in the hidden layer and output layer.  119 

Fig. 1 estimates the autocorrelation functions (ACF), average mutual information 120 
(AMI), and partial autocorrelation functions (PACF) from lag 0 to lag 30 days for the two 121 
flow series. The AMI measures the general dependence of two variables (Fraser and 122 
Swinney, 1986) whereas the ACF and PACF show the dependence from the perspective of 123 
linearity. The first order autocorrelation of each flow data is large (0.59 for Lushui, and 0.7 124 
for Wuxi). The rapid decaying pattern of the PACF confirms the dominance of 125 
autoregressive process, relative to the moving-averaging process revealed by the ACF.     126 

3. Methods 127 

3.1. Artificial neural networks  128 

An ANN is a massively parallel-distributed information processing system with 129 
highly flexible configuration and so has an excellent nonlinearity capturing ability. The feed-130 
forward multilayer perceptron (MLP) among many ANN paradigms is by far the most 131 
popular, which usually uses the technique of error back propagation to train the network 132 
configuration. The architecture of the ANN consists of the number of hidden layers and the 133 
number of neurons in input layer, hidden layers and output layer. ANNs with one hidden 134 
layer are commonly used in hydrologic modeling (Dawson and Wilby, 2001; de Vos and 135 
Rientjes, 2005) since these networks are considered to provide enough complexity to 136 
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accurately simulate the nonlinear-properties of the hydrologic process. A three-layer ANN is 137 
therefore chosen for the present study, which comprises the input layer with I  nodes, the 138 
hidden layer with H  nodes (neurons), and the output layer with one node. The hyperbolic 139 
tangent functions are used as transfer functions in the hidden layer and output layer. The 140 
purpose of network training is to optimize the weights w  connecting neighboring layers and 141 
bias θ of each neuron in hidden layer and output layer. The Levernberg-Marquardt (LM) 142 
training algorithm is used here for adjusting the weights and bias.  143 

3.2. Moving Average 144 

  The moving average method smoothes data by replacing each data point with the 145 
average of the K neighboring data points, where K may be called the length of memory 146 
window. The method is based on the idea that any large irregular component at any point in 147 
time will exert a smaller effect if we average the point with its immediate neighbors 148 
(=ewbold et al., 2003). The most common moving average method is the unweighted 149 
moving average, in which each value of the data carries the same weight in the smoothing 150 

process. For time series{ }1 2, , , =x x xL , the K-term unweighted moving average is written as 151 

 ( ) when 152 
the backward moving mode is adopted (Lee et al., 2000). Choice of the window length K is 153 
by a trial and error procedure of minimizing the ANN prediction error.  154 

3.3. Singular Spectrum Analysis 155 

The implementation of SSA can be referred to Vautard et al. (1992) and Elsner and 156 
Tsonis (1997). Four steps are summarized for the implementation. The first step is to 157 
construct the ‘trajectory matrix’. The ‘trajectory matrix’ results from the method of delays. 158 
In the method of delays, the coordinates of the phase space will approximate the dynamic of 159 
the system by using lagged copies of the time series. Therefore, the ‘trajectory matrix’ can 160 
reflect the evolution of the time series with a careful choice of (τ , L ) window. For time 161 

series{ }1 2, , , =x x xL , the ‘trajectory matrix’ is denoted by  162 
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where L is the embedding dimension ( also called singular number in the context of SSA), τ  164 
is the lagged (or delay) time. The matrix dimension is R L× where ( 1)R = L τ= − − . The next 165 

step is the singular value decomposition (SVD) of the trajectory matrix X . Let 166 
T=S X X (called the lagged-covariance matrix). With SVD, X  can be written as 167 

T=X DLE where D  and E  are left and right singular vectors of X , and L  is a diagonal 168 
matrix of singular values. E  consists of orthonormal columns, and is also called the 169 
‘empirical orthonormal functions’ (EOFs). Substituting X  into the definition of S  yields the 170 

formula of 2 T
S = EL E . Further T= ∧S E E since 2 =∧L  where ∧  is a diagonal matrix 171 

consisting of ordered values 1 20 Lλ λ λ≤ ≤ ≤L . Therefore, the right singular vectors of X are 172 
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the eigenvectors of S  (Elsner and Tsonis, 1997). In other words, the singular vectors E  and 173 
singular values of X  can be respectively attained by calculating the eigenvectors and the 174 
square roots of the eigenvalues of S .  175 

The first two steps involve the decomposition stage of SSA, and the next two steps 176 
belong to the recovering stage. The third step is to calculate the principal components ( k

ia ’s) 177 

by projecting the original time record onto the eigenvectors as follows: 178 

                                     ( 1)
1

L
k k
i i j j

j

a x eτ+ −
=

=∑ , for 1, 2 , ( 1)i = L τ= − −L                                (2) 179 

where k
je  represents the jth component of the kth eigenvector. As known, each principal 180 

component is a filtered process of the original series with length ( 1)= L τ− − , not length 181 

= as desired, which poses a problem in real-time prediction.  182 
The last step is to generate reconstruction components (RCs) whose lengths are the 183 

same as the original series. The generation of each RC depends on a convolution of one 184 
principal component with the corresponding singular vector, given by Vautard et al. (1992). 185 
Therefore, The m RCs can be achieved if all m  principal components and their associated 186 
eigenvectors are employed in the process of signal reconstruction. Certainly, the original 187 
record can be filtered by choosing p ( L< ) RCs from all L  RCs.   188 

3.4. Wavelet Multiresolution Analysis (WMRA) 189 

The WMRA utilizes discrete wavelet transform (DWT) to decompose a raw signal 190 
into a series of component signals. Referred to the work of Daubechie (1992) and Kücüķ 191 
and AģiralĐoģlu (2006), the DWT is briefly presented below.  192 

 (1) Wavelet transform 193 
 Let ( )f t  be a continuous time series with [ , ]t∈ −∞ ∞ , the continuous wavelet 194 

transform of ( )f t  with respect to a wavelet function ( )tψ is defined by the linear integral 195 

operator  196 

*
,( , ) ( ) ( )a bW a b f t t dtψ

∞

−∞
= ∫  with * *

,

1
( )a b

t b
t

aa
ψ ψ

− =  
 

           (3)  197 

where ( , )W a b is the wavelet coefficients and a and b are real numbers; the (* ) indicates 198 

complex conjugation. Thus, the wavelet transform is a function of two variables, a and b. 199 
The parameter “ a ” can be interpreted as a dilation ( a  > 1) or contraction ( a  < 1) factor of 200 
the wavelet function ( )tψ corresponding to different scales of observation. The parameter 201 

“b ” can be interpreted as a temporal translation or shift of the function ( )tψ , which allows 202 

the study of the signal ( )f t locally around the time b . The wavelet transform therefore 203 

expresses a time series in three-dimensional space: time ( b ), scale/frequency ( a ), and 204 

wavelt spectrum
2

( , )W a b .  205 

The DWT is to calculate the wavelet coefficients on discrete dyadic scales and 206 

positions in time. Discrete wavelet functions have the form by choosing 0
ma a= and 207 

0 0
mb nb a=  in Eq. (3) as: 208 
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                    / 2 / 20 0
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                           (4) 209 

where m  and n  are integers that control the wavelet dilation and shift respectively, and 210 

0 1a > , 0 0b >  are fixed. The appropriate choices for 0a  and 0b  depend on the wavelet 211 

function. A common choice for them is 0 02, 1a b= = . Now Assuming a discrete time 212 

series tx , where ix  occurs at the discrete time i , the DWT becomes  213 

   
1

/ 2
,

0

2 (2 )
=

m m
m n i

i

W x i nψ
−

− −

=

= −∑                                                         (5) 214 

where ,m nW  is the wavelet coefficient for the discrete wavelet function with scale 2ma =  and 215 

location 2mb n= . In this study, the wavelet function is derived from the family of 216 
Daubechies wavelets with the 3 order.  217 
(2) Multiresolution analysis (MRA)  218 

The Mallat’s decomposition algorithm (Mallat, 1989) is employed in this study.  219 
According to the Mallat’s theory, the original discrete time series tx  is decomposed into a 220 

series of linearly independent approximation and detail signals.  221 
The process consists of a number of successive filtering steps as depicted in Fig. 2. 222 

Fig. 2(a) displays an entire MRA scheme, and Fig. 2(b) shows the filtering operation 223 
between two adjacent resolutions. The original signal tx  is first decomposed into an 224 

approximation and accompanying detail. The decomposition process is then iterated, with 225 
successive approximation being decomposed in turn so that the finest-resolution original 226 
signal is transformed into many coarser-resolution components (Kücüķ and AģalĐoģlu, 2006). 227 
As shown in Fig. 2(b), the approximation 1icA +  is achieved by letting icA  pass through the 228 

low-pass filter 'H  and downsampling by two (denoted as 2↓ ) whereas the detailed version 229 

1icD +  is obtained by letting icA  pass through the high-pass filter 'G  and downsampling by 230 

two. The details are therefore the low-scale, high frequency components whereas the 231 
approximations are the high-scale, low-frequency components. Finally, the original signal tx  232 

is decomposed into many detailed components and one approximation component which 233 
denotes the coarsest resolution. Following the procedure, the raw flow data can be 234 
decomposed into 1m+ components if the m in DWA is set.  235 

3.5. A--s integrated with data preprocessing techniques 236 

To explore the capability of ANNs, five ANN models are generated with the aid of 237 
the above three data-processing techniques. These data-preprocessing techniques are aimed at 238 
improving mapping relationship between inputs and output of the ANN model by smoothing 239 
raw flow data. Six forecasting models are described as follows. 240 
(1) ANN 241 

The original ANN model (hereafter referred to as ANN) directly employs original 242 
flow data to generate model input/output pairs. It is used as the baseline model for the 243 
purpose of comparison with the other five proposed models.  244 
(2) ANN-MA 245 
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The moving average method first smoothes the original flow data, and then the 246 
smoothed data are used to form the model inputs. The model is hereafter referred to as ANN-247 
MA.  248 
(3) ANN-SSA1 and ANN-SSA2 249 

The raw flow data is first decomposed by SSA into L RCs, and then the raw flow data 250 
is filtered by selecting p ( L≤ ) from all L  RCs. A new flow series is generated by summing 251 

the selected p  RCs. Finally, the new flow series is used to generate the model inputs. The 252 

type of model is hereafter referred to as ANN-SSA1. 253 
Different from ANN-SSA1, the model inputs are first derived from the original flow 254 

data,  and then each input variable series of the model is filtered by selecting p ( L< ) from 255 

all L  RCs. A new series for each input variable is formed by summing the chosen p RCs. 256 

The type of model is hereafter called ANN-SSA2. Obviously, the p may be different for each 257 
input variable of ANN-SSA2 whereas the p is the same for each input variable in ANN-258 
SSA1.  259 
(4) ANN-WMRA1 and ANN-WMRA2 260 

The ANN-WMRA1 and ANN-WMRA2 are established in combination with the 261 
WRMA instead of SSA. The idea behind the modelling is identical to the ANN-SSA1 and 262 
ANN-SSA2.  263 

3.6. Evaluation of model performances 264 

The Person’s correlation coefficient (r) or the coefficient of determination (R2=r2), 265 
have been identified as inappropriate measures in hydrologic model evaluation by Legates 266 
and McCabe (1999). The coefficient of efficiency (CE) (=ash and Sutcliffe, 1970) is a good 267 
alternative to r or R2 as a ‘goodness-of-fit’ or relative error measure in that it is sensitive to 268 
differences in the observed and forecasted means and variances. Legates and McCabe (1999) 269 
also suggested that a complete assessment of model performance should include at least one 270 
absolute error measure (e.g., RMSE) as necessary supplement to a relative error measure. 271 
Besides, the Persistence Index (PI) (Kitanidis And Bras, 1980) was adopted here for the 272 
purpose of checking the prediction lag effect. Three measures were therefore used in this 273 

study. They are formulated as: 
n n

2 2
i i i

i=1 i=1

ˆCE 1- (T - T ) / (T - T)= ∑ ∑ , n 2
i ii=1

1 ˆRMSE (T - T )
n

= ∑ , and 274 

n n
2 2

i i i i-
i=1 i=1

ˆPI 1- (T -T) / (T -T )l= ∑ ∑ . In these equations, n is the number of observations, iT̂  stands 275 

for forecasted flow, iT represents observed flow, T denotes average observed flow, and i-T l is 276 

the flow estimate from a so-call persistence model (or called naïve model) that basically 277 
takes the last flow observation (at time i minus the lead time l ) as a prediction. CE and 278 
PI values of 1 stands for perfect fits.  279 

4. Application of models to the flow data 280 

4.1 Decomposition of daily flow data 281 

(1) Decomposition by SSA 282 
Decomposition of the raw flow data by SSA requires identifying the parameter pair 283 

(τ , L ). The choice of L represents a compromise between information content and statistical 284 
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confidence. The value of L should be able to clearly resolve different oscillations hidden in 285 
the original signal. In other words, some leading eigenvalues should be identified. Fig. 3 286 
displays the sensitivities of the eigenvalue decomposition to the singular number L  for 287 
Lushui and Wuxi. Results show that about 5 leading eigenvalues stand out for different L , 288 
which implies the leading eigenvalues are insensitive to L .These leading eigenvalues are 289 
associated with lower frequency oscillations. For the convenience of filtering operation later, 290 
L is set a small value of 5 in the present study. Fig. 4 presents the sensitivities of the 291 
eigenvalue decomposition to the lag time τ when 5L = . Results suggest that the eigenvalues 292 
can be distinguished when 1τ = , which means that original signal can be resolved distinctly. 293 
The final parameter pair (τ , L ) in SSA were therefore set as (1, 5) for two studied flow data 294 
series.   295 

Taking the flow data of Lushui as the example, Fig. 5 presents five RCs and the 296 
original flow series excluding the testing data. The RC1 represents an obvious low-frequency 297 
oscillation, which exhibits a similar mode to the original flow series. The other RCs reflect 298 
high-frequency oscillations, part of which can be deleted so as to improve the mapping 299 
between inputs and output of ANN models. Fig. 6 depicts AMI and cross-correlation 300 
function (CCF) between RCs and the original flow data. The last plot in Fig. 6 denotes the 301 
average of AMI and CCF, which was generated by averaging the results in the plots of five 302 
RCs. The average indicates an overall correlation either being positive or negative. The best 303 
positive correlation occurs at lag 1. The RC1 among all 5 RCs exhibits the best positive 304 
correlation with the original flow series. The correlation quickly shifts from positive value to 305 
negative value for other RCs with the increase of lag time. In essence, the positive or 306 
negative value of CCF may indicate that the RC makes a positive or negative contribution to 307 
the output of model when the RC is used as the input of model. Therefore, deleting RCs, 308 
which are negative correlations with the model output if the average AMI or CCF is positive, 309 
can improve the performance of the forecasting model. This is the underlying reason that 310 
ANN is coupled with SSA or WRMA in this study.  311 
(2) Decomposition by WMRA 312 

The WMRA decomposes an original signal into many components at different scales 313 
(or frequencies). Each of components plays a distinct role in the original flow series. The 314 
low-frequency component generally reflects the identity (periodicity and trend) of the signal 315 
whereas the high-frequency component uncovers details (Kücüķ and AģalĐoģlu, 2006).  An 316 
important issue in the WMRA is to choose the appropriate number of scales. The largest 317 
scales should be shorter than the size of testing data. The sizes of testing data are 550 days 318 
(1.25 years) for Lushui and 1826 days (5 years) for Wuxi. The largest scale m is therefore 319 
chosen as 8 and 10 for Lushui and Wuxi respectively. Thus, the flow data of Lushui was 320 
decomposed at 8 wavelet resolution levels (21-22-23-24-25-26-27-28 day), and the flow data of 321 
Wuxi was decomposed at 10 wavelet resolution levels (21-22-23-24-25-26-27-28-29-210day). 322 
Fig. 7 shows the original flow data of Lushui (excluding testing data) and 9 wavelet 323 
components (8 details components and 1 approximation component). For the purpose of 324 
distinction with the components of SSA, one wavelet component at some scale is expressed 325 
by DWC with the power of 2. For instance, DWC1 stands for the component at the scale of 326 
21 day and DWC2 represents the component at the scale of 22 day whereas DWC9 denotes 327 
the approximation for the Lushui flow series. The approximation component at the right end 328 
of Fig. 7 is the residual which reflects the trend of the flow data. As revealed in Fig. 7, detail 329 
components at scales of 28 (256 day) and 27 (128 day) are characterized by notable 330 
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periodicity, which partially exhibits annual oscillation and semi-annual oscillation in the 331 
original flow series. Relative weak periodic signals occur at scales of 16 days, 32 days and 332 
64 days. Other high-frequency components tend to capture the details (or noises) of the 333 
original flow series. Hence, the inputs of model can be filtered by deleting some high-334 
frequency DWCs.   335 

AMI and CCF between DWCs and the original flow are presented in Fig. 8. The last 336 
plot in Fig. 8 describes the average plots of AMI and CCF, which was generated by 337 
averaging the plots of 9 DWCs. The DWCs with lower frequencies including 28, 29 and 210 338 
days always keep positive correlations with the original flow data within a long lag time. The 339 
approximation component DWC9 also exhibits a positive correlation with the original flow 340 
data with a long lag time. It can be seen from other plots of DWCs that the correlation 341 
coefficient shifts between positive and negative values.  342 

4.2 Identification of the A-- architecture  343 

 Six models’ architectures need to be identified depending on the raw or filtered flow 344 
data before models can be applied to the flow prediction. The ANN model is used as a 345 
paradigm to shed light on the procedure.  346 
 The architecture identification of the ANN model includes determining model inputs 347 
and the number of nodes (or neurons) in the hidden layer when there is one model output. 348 
The selection of appropriate model inputs is crucial in model development. There is no any 349 
theoretic guide for the selection of model inputs although a large number of methods have 350 
been reported in literature which was reviewed by Bowden et al. (2005). These methods 351 
appear very subjective. Sudheer et al. (2002) suggested that the statistical approach 352 
depending on cross-, auto- and partial-auto-correlation of the observed data is a good 353 
alternative to the trial-and-error method in identifying model inputs. The statistical method 354 
was also successfully applied to daily suspended sediment data by Kişi (2008).  The model 355 
input in this method is mainly determined by the plot of PACF. The essence of this method is 356 
to examine the dependence between the input and output data series. According to this 357 
method, the model inputs were originally considered to take previous 6 daily flows for 358 
Luishui and previous 13 daily flows for Wuxi because the PACF within the confidence band 359 
occurs at lag 6 for Luishui and lag 13 for Wuxi (Fig. 1).  360 

The false nearest neighbors (FNNs) (Kennel et al., 1992; Abarbanel et al., 1993) is 361 
another commonly used method to identify model inputs, which is for the perspective of 362 
dynamics reconstruction of a system (Wang et al., 2006). The following discussion outlines 363 
the basic concepts of the FNN algorithm. Suppose the point 364 

{ }i 2 ( 1), , , ,i i i i Lx x x xτ τ τ+ + + −=Y L has a neighbor { }j 2 ( 1), , , ,j j j j Lx x x xτ τ τ+ + + −=Y L , the criterion 365 

that jY  is viewed as a false neighbor of iY is: 366 

 tol

i j

R
-

i L j Lx xτ τ+ +−
>

Y Y
                                                     (6) 367 

where stands for the distance in a Euclidean sense, tolR is some threshold with the 368 

common range of 10 to 30. For all points i  in the vector state space, Eq. (6) is performed and 369 
then the percentage of points which have FNNs is calculated. The algorithm is repeated for 370 
increasing L until the percentage of FNNs drops to zero (or some acceptable small number, 371 
denoted by PR , such as PR =1%), where L is the target L . Setting tolR 15= and 1τ = , the 372 
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Percentage of FNNs (FNNP) as a function of L  were calculated for the two flow series, 373 
shown in Fig. 9.  The values of L are 6 and 8 respectively for Lushui and Wuxi when 374 

PR =2%, and the values of L are 7 and 12 for Lushui and Wuxi when PR =1%. The final 375 

selection of model inputs were 6 for Luishui (i.e. using 1 2 3 4 5, , , ,t t t t tQ Q Q Q Q− − − − −  and 6tQ − as 376 

input to predict tQ ) and 8 (i.e. using 1 2 3 4 5 6 7, , , , , ,t t t t t t tQ Q Q Q Q Q Q− − − − − − −  and 8tQ − as input to 377 

predict tQ ) for Wuxi by trial and error among three potential model inputs.  378 

 The ensuing task is to optimize the size of the hidden layer with the chosen three 379 
inputs and one output. The optimal size H of the hidden layer was found by systematically 380 
increasing the number of hidden neurons from 1 to 10 until the network performance on the 381 
cross-validation set was no longer improved significantly. The identified ANN architecture 382 
was: 6-8-1for Lushui and 8-9-1 for Wuxi. Note that the identified ANN model was used as 383 
the baseline model for the following hybrid operation with data-preprocessing techniques.  384 

4.3 Implementation of models 385 

(1) A��-MA 386 
 The window length K (see Section 3.2) can be determined by varying K from 1 to 10 387 
depending on the identified ANN model. The targeted value of K was associated with the 388 
optimal network performance in terms of RMSE. The final K was 3, 5, and 7 at one-, two-, 389 
and three-day-ahead forecast horizons for the two flow data.  390 
(2) A��-SSA1 (or A��-WMRA1) 391 

According to the methodological procedure for the ANN-SSA1 and ANN-WMRA1, 392 
the further tasks include sorting out contributing components from RCs or DWCs and 393 
determining the ANN-SSA1 architecture. RCs from Lushui were employed to describe the 394 
implementation of the ANN-SSA1.  395 

The determination of the effective RCs depends on the correlation coefficients 396 
between RCs and the original flow data (Fig. 6). The procedure includes the following steps:  397 

� Identify that the average of CCF (shown at the right below corner of Fig. 6) is 398 
positive or negative. For one-day-ahead prediction, the average of CCF is positive 399 
(0.18) at lag 1.   400 

� Sort the value of CCFs at lag 1 for all RCs in a descending order (in an ascending 401 
order, if the average of CCF is negative). For the one-day-ahead prediction, the new 402 
order is RC1, RC2, RC3, RC4, and RC5, which is the same as the original order.  403 

� Use the ANN model to conduct predictions in which p ( L≤ ) RCs generating the 404 

new model inputs systematically decreases from all 5 RCs at the beginning to only 405 
RC1 at the end.  The target value of p is associated with the minimum RMSE 406 

amongst five runs of the ANN model.  407 
Fig. 10 shows the results of the RCs and DWCs filter at all three prediction horizons. 408 

It can be seen from Fig. 10(1) that two components (RC1and RC2) were remained for one-409 
day-ahead prediction, two components (RC1 and RC5, because the new order is RC1-RC5-410 
RC2-RC4-RC3) for two-day-ahead prediction, and only component (RC1, due to the new 411 
order being RC1-RC4-RC5-RC3-RC2) for three-day-ahead prediction. Fig. 10(2) shows that 412 
most of DWCs are kept. For instance, only DWC1 (detail at the scale of 21 day) of all 9 413 
DWCs was deleted for one-step-ahead prediction, two DWCs (DWC1 and DWC2) were 414 
deleted for two-step-ahead prediction, and three DWCs (DWC1, DWC2, and DWC3) were 415 
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removed for three-step-ahead prediction. The values of vali-RMSE in Fig. 10 also show that 416 
the SSA is superior to the WMRA in the improvement of the ANN performance.  417 

Based on the remained RCs or DWCs, the number of nodes in the hidden layer of the 418 
ANN model is optimized again. The identified architectures of ANN-SSA1 and ANN-419 
WMRA1 were the same as the original ANN model (i.e., 6-8-1 for Lushui and 8-9-1 for 420 
Wuxi).  421 
 (3) A��-SSA2 (or A��-WMRA2) 422 
 Implementation of the ANN-SSA2 or ANN-WMRA2 can be referred to Partal and 423 
Kişi (2007) and Partal and Cigizoglu (2008) for details. A three-step procedure of the 424 
implementation is: to firstly use the SSA or WRMA to decompose each input variable series 425 
of the original ANN model; to then select effective components for each input variable; to 426 
finally generate a new input variable series by summing selected effective components. 427 
Obviously, the procedure is very time-consuming because it has to be repeated for each 428 
ANN input variable. There is no definite criterion for the selection of RCs or DWCs. A basic 429 
principle is to remain these components that make a positive contribution to the model output. 430 
A trial and error approach was therefore employed in the present study.  The value of CCF in 431 
Figs. 6 and 8 indicate the contribution of each component in each input variable to the ANN 432 
output. For instance, the values of CCF at lag 1 denote the correlation coefficients between 433 
components of 1tQ −  and the output variable tQ . Table 2 lists the effective components of each 434 

input variable for ANN-SSA2 and ANN-WMRA2 based on the Lushui flows. It can be seen 435 
that the SSA is more effective than the WMRA because most of DWCs are remained for 436 
each input variable of the ANN-WMRA2 whereas only one or two RCs are kept for each 437 
input variable of the ANN-SSA2. With new model inputs, identified architectures of the 438 
ANN-SSA2 and ANN-WMRA2 were also the same as the original ANN model (i.e., 6-8-1 439 
for Lushui and 8-9-1 for Wuxi). 440 

4.4 forecasting results and discussion 441 

 Fig. 11 shows the scatter plots and hydrographs of the results of one-day-ahead 442 
prediction of the ANN model using the flow data of Lushui and Wuxi. The ANN model 443 
seriously underestimates a number of moderate and high magnitudes of the flows. The low 444 
values of CE and PI demonstrate that a time lag may exist between the forecasted and 445 
observed flows.  A representative detail of the hydrographs is presented in Figs. 12(1) and 446 
12(2), in which the prediction lag effect is fairly obvious.  Figs. 12(3) and 12(4) illustrate the 447 
lag values at one-, two-, and three-day-ahead forecast horizons for Lushui and Wuxi on a 448 
basis of the CCF between forecasted and observed discharges. The value of CCF at zero lag 449 
corresponds to the actual performance (i.e. correlation coefficient) of the modes. The lag at 450 
which the value of CCF is maximized, is an expression for the mean lag in the model 451 
forecast. Therefore, there were 1, 2, and 4 days lag for Lushui, and 1, 2, and 3 days lag for 452 
Wuxi, which are respectively associated with one-, two-, and three-day-ahead forecasting.  453 
 The scatter plots of simulation results of one-day-ahead prediction based on the 454 
Lushui flows by using the ANN-SSA1, ANN-SSA2, ANN-WMRA1, and ANN-WMRA2, 455 
are presented in Fig. 13.  Each of the four models exhibits a noticeable improvement in the 456 
performance compared with the ANN model. The remarkable improvement is, however, 457 
from the ANN-SSA1 and ANN-SSA2 in terms of RMSE, CE and PI. Fig. 14 describes the 458 
representative detail of the hydrographs of the four prediction models. The lagged 459 
predictions can be clearly found in the detail plots derived from the ANN-WMRA1 and 460 
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ANN-WMRA1, in particular in the latter.  Figs. 15 and 16 present the scatter plots and detail 461 
parts of the hydrographs from the same four models based on the flows of Wuxi. A great 462 
improvement in the model performance can be seen when the four models are compared with 463 
the ANN model. In terms of RMSE, CE and PI, the ANN-SSA1 and ANN-SSA2 performed 464 
better than the ANN-WMRA1 and ANN-WMRA2. The detail plots in Fig. 16(1) and16 (3) 465 
also indicate that the ANN-SSA1 and ANN-SSA2 can reasonably approximate the flows of 466 
Wuxi.  In contrast, the ANN-WRMA1 and ANN-WRMA1 underestimate quite a number of 467 
peak value flows. Furthermore, the lag effect is still visible in Fig. 16 (2) and 16(4).  468 

In terms of the ANN-SSA1 and ANN-SSA2, the scatter plots with low spread, the 469 
low RMSE, and high CE and PI indicate excellent model performance. The matched-470 
perfectly detail plots in Figs. 16(1) and 16(3) also show that the two models highly 471 
approximate the flows of Wuxi. 472 
 The ANN-MA simulation results of one-day-ahead prediction are presented in Fig. 473 
17.  Figs. 17(1), 17(3), and 17(5) depict the scatter plots, the hydrographs and the CCF 474 
curves at three forecasting horizons based on the flows of Lushui. Figs. 17(2), 17(4), and 475 
17(6) demonstrate the scatter plots, the hydrographs and the CCF curves at three forecasting 476 
horizons depending on the flows of Wuxi. The results from Figs. 17(5) and 17(6) show that 477 
the issue of lagged prediction is completely eliminated by the MA because the maximum 478 
CCF occurs at zero lag. Compared with the other five models (ANN, ANN-SSA1, ANN-479 
SSA2, ANN-WMRA1, and ANN-WMRA2), the ANN-MA model exhibits the best model 480 
performance including the scatter plots with low spread, the low RMSE, and high CE and PI. 481 
The matched-perfectly detail plots in Fig. 17 (2) and 17(4) indicate that the two models are 482 
fairly adequate in reproducing the observed flows of Lushui and Wuxi. In addition, the 483 
ANN-MA model also shows a great ability in capturing the peak value of flows (depicted in 484 
Figs. 17 (1), 17(2), 17(3), and 17(4)).   485 
 Table 3 and 4 summarize the forecasting performance of all six models in terms of 486 
RMSE, CE, and PI at three prediction horizons. The ANN model shows markedly inferior 487 
results compared with the other five models.  The ANN-MA among all models holds the best 488 
performance at each prediction horizon. It can be also seen that the performances from the 489 
ANN-SSA1 and ANN-SSA2 are similar, and the same situation appears between the ANN-490 
WMRA1 and ANN-WMRA2. However, the models based on SSA provide noticeably better 491 
performance than the models based on WMRA at each forecast horizon, which means that 492 
the SSA is more effective than the WMRA in improving the ANN performance in the 493 
current study.      494 

5. Conclusions  495 

In this study, the conventional ANN model was coupled with three different data-496 
preprocessing techniques, i.e., MA, SSA, and WMRA. As a result, six ANN models, the 497 
original ANN model, ANN-MA, ANN-SSA1, ANN-SSA2, ANN-WMRA1, and ANN-498 
WMRA2, were proposed to forecast two daily flow series of Lushui and Wuxi.  To apply 499 
these models to the flow data, the memory length K of MA, the lag time and embedding 500 
dimension ( τ , L ) of SSA, and the largest scale m of WMRA needed to be decided in 501 
advance. The K for one-, two-, and three-day-ahead were 3, 5, and 7 days for each flow data 502 
by trial and error. The values of (τ , L ) were set as the value of (1, 5) for each flow data by 503 
sensitivity analysis.  The largest scale m of WMRA was 8 and 10 for Lushui and Wuxi 504 
respectively depending on the length size of the testing data.  505 
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The results from the original ANN model were disappointing due to the existence of 506 
the prediction lag effect. The analysis of CCF between predicted and observed flows 507 
revealed that the lags at three prediction horizons were 1, 2, and 4 days lag for Lushui and 1, 508 
2, and 3 days lag for Wuxi. All three data-preprocessing techniques could improve the ANN 509 
performance. The ANN-MA, among all six models, performed best and eradicated the lag 510 
effect. It could be also seen that the performances from the ANN-SSA1 and ANN-SSA2 511 
were similar, and the same situation appeared between the ANN-WMRA1 and ANN-512 
WMRA2. However, the models based on SSA provided noticeably better performance than 513 
the models based on WMRA at each forecast horizon, which meant that the SSA was more 514 
effective than the WMRA in improving the ANN performance in the current study. 515 

Under the overall consideration including the model performance and the complexity 516 
of modeling, the ANN-MA model was optimal, then the ANN model coupled with SSA, and 517 
finally the ANN model coupled with WMRA.    518 
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 626 
Figure 1. Plots of ACF, AMI, and PACF of the flow data ((1) and (3) for Lushui; (2) and (4) for Wuxi) where 627 

the dashed lines stand for 95% confidence bound. 628 
 629 
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 630 
Figure 2. Schematics of WMRA (a) perform decomposition of tx at level 3 and (b) filter signal  631 
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Figure 3. Singular Spectrum for (1) Lushui and (2) Wuxi with different L  633 
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Figure 4. Singular Spectrum for (1) Lushui and (2) Wuxi with differentτ  636 
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Figure 5. Reconstructed components (RCs) by SSA and original flow series of Lushui 640 
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 641 
Figure 6. Plots of AMI and CCF between RC and the raw flow data of Lushui 642 
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Figure 7.  Discrete wavelet components (DWCs) and original flow series of Lushui  645 
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Figure 8. Plots of AMI and CCF between DWC and the raw flow data of Lushui 648 



[Type text] 
Journal of Hydrology, Vol. 372, No. 1-4, 2009, pp 80–93 

22 
 

0 5 10 15 20
10

-1

10
0

10
1

10
2

embedding dimension L

F
N
N
P
 (
%
)

Lushui

0 5 10 15 20
10

-1

10
0

10
1

10
2

Wuxi

embedding dimension L

F
N
N
P
 (
%
)

(2)(1)

 649 
Figure 9. FNNP as a function of the embedding dimension for (1) Lushui and (2) Wuxi when 1τ =  and  650 

tolR 15=  651 
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 653 

Figure 10. Performances of (1) ANN-SSA1 and (2) ANN-WMRA1 as a function of p ( L≤ ) at different 654 
prediction horizons (based on the Lushui flow data) 655 
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 656 
Figure 11. Scatter plots and hydrographs of the results of one-day-ahead forecast by the ANN model using the 657 

Lushui data ((1) and (3)) and Wuxi data ((2) and (4))  658 
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 659 
Figure 12. Representative detail of observed and forecasted discharges for one-day-ahead forecast and CCF 660 
between observed and forecasted dischargs at three forecast horizons from the ANN model ((1) and (3) for 661 

Lushui; (2) and (4) for Wuxi)  662 
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 663 
Figure 13. Scatter plots of observed and forecasted Luishui discharges for one-day-ahead forecast using (1) 664 

ANN-SSA1, (2) ANN-WMRA1, (3) ANN-SSA2, and (4) ANN-WMRA2  665 
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Figure 14. Representative detail of observed and forecasted Luishui discharges for one-day-ahead forecast 667 

using (1) ANN-SSA1, (2) ANN-WMRA1, (3) ANN-SSA2, and (4) ANN-WMRA2 668 
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 669 
Figure 15. Scatter plots of observed and forecasted Wuxi discharges for one-day-ahead forecast using (1) ANN-670 

SSA1, (2) ANN-WMRA1, (3) ANN-SSA2, and (4) ANN-WMRA2  671 
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 672 
Figure 16. Representative detail of observed and forecasted Wuxi discharges for one-day-ahead forecast using 673 

(1) ANN-SSA1, (2) ANN-WMRA1, (3) ANN-SSA2, and (4) ANN-WMRA2 674 
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 675 
Figure 17. Forecast results from the ANN-MA model for Lushui ((1),(3), and (5)) and Wuxi ((2),(4), and (6)) 676 

where (1) and (2) denote scatter plots, (3) and (4) are representative details, and (5) and (6) show the CCF 677 
between forecasts and observed discharges at three prediction levels 678 
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 710 

Table 1 Related information for two rivers and the flow data 711 

Watershed  
and datasets 

Statistical parameters 
Watershed area  
and data period 

µ  Sx Cv Cs Xmin Xmax 
(m3) (m3)     (m3) (m3) 

Lushui        
Original data 4.63  8.49  0.55  7.38  0.02  134  Area: 

Training  4.41  8.56  0.52  7.84  0.02  128  224 km2 
Cross-validation  5.78  8.35  0.69  3.84  0.05  63  Data period: 

Testing  3.90  8.39  0.47  10.22  0.30  134  Jan., 1984- Dec., 1988 
Wuxi        

Original data 61.9  112.6  0.55  7.20  6.0  2230  Area: 
Training  60.6  95.6  0.63  5.90  7.6  1530  2 001 km2 

Cross-validation  60.7  132.2  0.46  8.35  6.0  2230  Data period: 
Testing  66.0  122.1  0.54  6.30  10.1  1730  Jan., 1988- Dec., 2007 

 712 
 713 

Table 2 Effective components for the ANN-SSA2 and ANN-WMRA2 inputs at various 714 
forecasting horizons (based on the flow data of Lushui)  715 

Model Model inputs 
Effective components 

One-day lead Two-day lead Three-day lead 

A---SSA2     

 1tQ −
 1,  2*a 1,  5 1,  4 

 2tQ −
 1,  5 1,  4 1 

 3tQ −
 1,  4 1 1 

 4tQ −
 1 1 1 

 5tQ −
 1 1 1 

 6tQ −
 1 1 1 

A---WMRA2     

 1tQ −
 4,  8,  3,  6,  7,  2,  5,  9*b 8,  4,  6,  7,  5,  9 8,  6,  7,  4,  5,  9 

 2tQ −
 8,  4,  6,  7,  5,  9,  3 8,  6,  7,  4,  5,  9 8,  6,  7,  9,  4,  5 

 3tQ −
 8,  6,  7,  4,  5,  9,  1 8,  6,  7,  9,  4,  5 8,  6,  7,  9,  5 

 4tQ −
 8,  6,  7,  9,  4,  5,  1 8,  6,  7,  9,  5 8,  6,  7,  9 

 5tQ −
 8,  6,  7,  9,  5,  2,  4 8,  6,  7,  9 8,  6,  7,  9 

  6tQ −
 8,  6,  7,  9,  2,  5 8,  6,  7,  9 8,  6,  7,  9 

*a the numbers of ‘1, 2’ denote RC1 and RC2;  716 
*b the numbers of ‘4,  8,  3,  6,  7,  2,  5,  9’ stand for DWC4, DWC8, DWC3, DWC6, DWC7, DWC2, DWC5, 717 
and DWC9, and the sequence of these numbers is in a descending order of their correlation coefficients.  718 
 719 
 720 
 721 
 722 
 723 
 724 
 725 
 726 
 727 
 728 
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 729 
 730 

Table 3 Model performances at various forecasting horizons using testing data of Lushui 731 

Model 
RMSE  CE  PI 

1* 2* 3*   1  2  3   1  2  3  

ANN 6.41  7.50  8.27   0.42  0.20  0.03   0.10  0.26  0.36  

ANN-MA 2.47  2.63  2.60   0.91  0.90  0.90   0.87  0.91  0.94  

ANN-SSA1 3.77  3.85  3.98   0.80  0.79  0.77   0.69  0.81  0.85  

ANN-SSA2 3.18  3.47  3.85   0.86  0.83  0.79   0.78  0.84  0.86  

ANN-WMRA1 4.67  5.14  7.17   0.70  0.62  0.27   0.54  0.65  0.52  

ANN-WMRA2 5.85  6.26  6.91   0.51  0.44  0.32   0.25  0.48  0.55  
* The number of ‘1, 2, and 3’ denote one-, two-, and three-day-ahead forecasts  732 
 733 
 734 

Table 4 Model performances at various forecasting horizons using testing data of Wuxi 735 

Model 
RMSE  CE  PI 

1* 2*  3*  1  2  3   1  2  3  

ANN 88.9  111.0  114.7   0.47  0.17  0.12   0.03  0.24  0.32  

ANN-MA 29.4  39.4  41.5   0.94  0.90  0.88   0.89  0.90  0.91  

ANN-SSA1 46.0  50.4  50.5   0.86  0.83  0.83   0.74  0.84  0.87  

ANN-SSA2 48.1  45.3  50.5   0.84  0.86  0.83   0.72  0.87  0.87  

ANN-WMRA1 69.6  82.3  92.2   0.68  0.55  0.43   0.41  0.59  0.56  

ANN-WMRA2 78.7  86.9  94.1   0.58  0.49  0.41   0.24  0.54  0.54  
* The number of ‘1, 2, and 3’ denote one-, two-, and three-day-ahead forecasts  736 




