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Abstract
In this paper we introduce our developed OCR-based application focused on the extraction of text data from ultrasound
B-MODE images. These images contain not only visual image but also additional, important text information about the
examination, image data, etc. The extraction of these data is helpful in clinical practice. The application has a simple,
user-friendly interface to use. The core of the algorithm to extract the text data is focused on Tesseract engine with C#
programming language; front-end is a Windows Forms application. Although this software is fast, simple and user-friendly,
in some cases, the recognition could produce a error, like patient’s name incorrectly recognized and/or some characters are
missing or mistaken. That means, some text in the image could be missed or misinterpreted in comparison with the original.
However, while the software could be a helpful tool, the recognition accuracy should be improved. After that, the application
can be used for different types of medical images, e.g. CT/CTA, PET, SPECT and many more. Currently achieved accuracy is
about 90 % in average. The authors discuss some ideas to increase the accuracy of the recognition and also some front-end
features that can be improved for more comfortable use. Extracted text data can be saved as a CSV file for further processing.
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1. A brief introduction to OCR
The first generation of Optical Character Recognition
(OCR) were developed in 90s in parallel with increased
using computer graphics (including computer vision) and
in general, digital data processing. In general, we can
define the OCR principle as a technique how to extract
non-editable information to an editable form from a dig-
ital document; the information can be stored as an ed-
itable form to further processing. The most typical task
for OCR is an extraction of text from a bitmap file, e.g.
photos, scans, etc. In other words, the algorithms of
OCR systems are based on recognition of each character
and its conversion into a letter. One of the most difficult
tasks is the recognition of handwritten letters due to their
uniqueness for each people. Nowadays, especially for
non-handwriting text, the OCR is relatively simple due to
existing large databases of known commonly used fonts,
etc.

A few years ago, many OCR systems were developed
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using artificial neural network models for learning and
training the samples, like Error Back-Propagation mod-
els, recurrent neural networks, convolutional neural net-
works, etc. A lot of artificial neural networks have been
developed for OCR tasks to improve efficacy and speed of
the processing to achieve more and more correct results.
Currently and also in future, there is a new progressive
way for OCR; artificial intelligence (AI). The AI in paral-
lel with deep learning methods is rapidly progressive in
many fields of image processing and computer vision. AI
approach can be used to create a lot of non-supervised
learning neural network models, especially convolutional
networks, to more effective, faster and more accurate
processing. Recently, AI approach and deep learning are
one of the most progressive fields in many tasks like im-
age processing, speech recognition, generated realistic
graphics from keywords, ChatGPT for writing almost
perfect articles from predefined keywords (prompts) and
many more. OCR is currently a perspective part for AI
approach.

More information about OCR algorithms and tech-
niques in image processing you can find for example in
a guide [1].

Software tools for OCR can be as a stand-alone ap-
plications, web applications online and also a module
(plug-in) in many complex software. There are a lot of
web online tools with variable output quality. Our goal
is to design a simple software tool for OCR focused on
radiology.
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2. Radiological images and text
content inside

Our study is focused on OCR for radiological images.
Simply, we would like to have a tool to extract text non-
editable information inside the image. An example of the
image containing embedded, non-editable text, is shown
in Fig. 1. Text information, which should be extracted, is
marked with a yellow border.

Figure 1: Embedded text in an ultrasound digital image

Indeed, the goal is to extract the text inside the border
(Fig. 1) to an editable form. These information can consist
very important values about the patient, image settings,
etc.

In radiology worldwide, we have DICOM standard for
storing, sharing and viewing radiological images which
also contains DICOM metadata that can be extracted in
many software tools for DICOM imaging purposes. Al-
though, sometimes we need to have an option to extract
text data directly from the image without using meta-
data and/or we have only a bitmap image (like screens
or exported from DICOM original) in which no DICOM
metadata are not stored. Thanks to this fact, we need to
have our tool to direct reading and storing the text data
from the image.

3. Developed application to
extract embedded text

Our developed application is a simple, lightweight tool
for extraction the text information, like in Fig. 1, into the
editable form stored into a CSV file. GUI of the applica-
tion is simple, see Fig. 2.

There are only four buttons:

• to select an input image
• to extract the text using OCR

Figure 2: GUI of our developed application after running

• to save extracted text into a CSV
• to close the application

and one PictureBox and one TextBox. That means,
using the application is really user-friendly.

The application has been developed in C# program-
ming language and compiled into an EXE file in Microsoft
Visual Studio IDE. It perfectly demonstrates how to use
Tesseract library for OCR. There are no specific require-
ments for running, you must have Windows 7 of higher
and installed .NET Framework 4.0 or higher (which is
normally pre-installed in all recent OS Windows ver-
sions). So you can run the application without installing
anything.

3.1. The background of used technologies
The application has been developed as a Windows Forms
application in C#. There are two inseparable parts; pro-
gramming of core algorithm for OCR and visual design
of GUI. For example, this is the button to open system
dialog window for loading a new image with a condition
if an error appears:

pr ivate void s e l e c t i m g ( objec t sender ,
EventArgs e )

{
try

{
O p e n F i l e D i a l o g f i l e = new

O p e n F i l e D i a l o g ( ) ;
f i l e . F i l t e r = @" Bitmap | ∗ . j p g ; ∗ .

j p e g ; ∗ . png ; ∗ . bmp | DICOM | ∗ . dcm |
A l l | ∗ . ∗ " ;

f i l e . T i t l e = " S e l e c t  an  image  f o r
 the  t e x t  e x t r a c t i o n " ;
i f ( f i l e . ShowDialog ( ) ==

System . Windows . Forms .
D i a l o g R e s u l t . OK)
{
p i c t u r e B o x 1 . Image = new

Bitmap ( f i l e . F i leName )
;



}
}

catch ( E x c e p t i o n ex )
{
MessageBox . Show (@" E r r o r  l o a d i n g  

image . " + ex . Message ) ;
}

}

From this code segment, the dialog to open a file, deals
BMP, PNG and JPEG bitmap formats image format and
another formats can be added to file.Filter line. However,
there is a bug with DICOM format. Commonly the images
used in clinical practice are in DICOM format natively.
Conversion into a bitmap format may decrease the image
quality. The input image can be in color or in grayscale.

3.1.1. Core OCR-based algorithm with Tesseract

The core algorithm used in this application is based on
OCR image processing using Tesseract library which is
one of the most powerful OCR libraries. The engine is
based on unsupervised learning used a convolutional
neural network (CNN) principle. In general, CNN are a
progressive way how to use deep learning algorithms in
many fields in which unsupervised learning is applicable
like recognition, prediction, etc. More details about CNN
theoretical background you can find for example here
[2].

To use it, we must declare the namespace by using
Tesseract directive; after install the library. The button
to extract the text from loaded image has the following
function:

pr ivate void e x t r a c t ( objec t sender ,
EventArgs e )

{
try

{
i f ( p i c t u r e B o x 1 . Image != null )
{
Bitmap img = new Bitmap (

p i c t u r e B o x 1 . Image ) ;
T e s s e r a c t E n g i n e eng ine = new

T e s s e r a c t E n g i n e ( " . / t e s s d a t a "
, " eng " , EngineMode . D e f a u l t )
;

Page page = eng ine . P r o c e s s ( img ,
PageSegMode . Auto ) ;

t e x t B o x 1 . Text = page . GetText ( ) ;
}

e l se
{
MessageBox . Show (@" No  image  

s e l e c t e d . " ) ;
}

}
catch ( E x c e p t i o n ex )

{

MessageBox . Show ( " E r r o r  c o n v e r t i n g
 image . " + ex . Message ) ;

}
}

We can see the lines to execute Tesseract engine for
OCR processing from the path where all necessary files
are stored (tessdata folder). In these files, all neural net-
work configuration to recognition each character, are
defined.

We use the tessadata package which is one of three
available models; tessdata-best (best accuracy should be
achieved but slow) and tessadata-fast (fast but may be
inaccurate). The tessdata package contains LSTM and
legacy. Detailed description of the packages is available
at Tesseract Github website [3].

Figure 3: Tesseract engine training data for English language

The first condition to execute the OCR, the Picture Box
is not empty (some image must be loaded). Eventually
we can add a whitelist of characters which should be
recognized like this line for digits only:

ocr . S e t V a r i a b l e ( " t e s s e d i t _ c h a r _ w h i t e l i s t "
, " 0123456789 " ) ;

We currently used English definition files (so "eng" in
the line of the code segment above). The majority of the
information n US images are in English or abbreviations,
but for example, patient names are in Czech language.
That means, we can also download Czech settings from
Github repositories [4].

In the application, Tesseract ver. 4.1 is used. It is an
open-source OCR engine that can be used in many pro-
gramming languages like C++, C#, Java, Python, etc and
in addition, it is a multi-platform solution. In 2005 HP
released Tesseract as an open-source software developed
by Google since 2006. You can find comprehensive infor-
mation about Tesseract in C# at website [5].

If the text is extracted successfully, displayed in a
textbox on the right side, see Fig. 4.

3.1.2. Saving Extracted Text into a CSV File

After the text extraction, there is function to save the text
into a CSV file using System.IO namespace. See the code
segment with try-catch exception:



pr ivate void save ( objec t sender ,
EventArgs e )

{
try

{
i f ( t e x t B o x 1 . Text != " You  

w i l l  s e e  the  e x t r a c t e d  
t e x t  here : " )
{
s t r ing path = " e x t r a c t .

c sv " ;
s t r ing o u t p u t = t e x t B o x 1 .

Text ;
F i l e . W r i t e A l l T e x t ( path ,

o u t p u t . T o S t r i n g ( ) ) ;
t e x t B o x 2 . Text = " Text  

saved  i n t o  e x t r a c t .
c sv  f i l e . " ;

}
e l se

{
MessageBox . Show ( " No  t e x t  

t o  save . " ) ;
}

}
catch ( E x c e p t i o n ex )

{
MessageBox . Show ( " E r r o r  s a v i n g  

t e x t  i n t o  a  f i l e . " + ex .
Message ) ;

}
}

In this code segment, there is defined filename and the
message in the textbox about successful saving the file.
If there is no extracted text available, an error message
appears.

3.2. Known limitations and ideas to
improve

This is the first version of the application but there are
two known limitations. Basic ideas to improve the appli-
cation:

• the CSV file has a predefined name extract.csv so
when we save a new one, the file is overwritten
without any warning

• when we try to open a some DCM (DICOM image)
file, the error occurs (invalid image.Parameter)

Th first limitation regarding CSV output file should be
fixed by string.path changing. There is a fixed filename.

Impossibility of DICOM loading is given by properties
of the PictureBox element; it is possible to view only
a bitmap file. We want to find a different way how to
load DICOM files to OCR processing. Currently we are
working on solution based on conversion from DICOM to

bitmap before loading the image into PictureBox element.
There are to options:

• automatic conversion into a bitmap format when
DICOM is selected in the open dialog

• to add an extra button to convert DICOM file into
a bitmap with the same name and save it

The second option should be more simple. So, we will
get the bitmap file to load into PictureBox to process-
ing. For conversion there are some libraries in C# like
RasterEdge, Aspose.Imaging or EvilDICOM.

The recognition accuracy is discussed below.

4. Achieved accuracy level of the
recognition to judge reliability

In this part we will discuss achieved results. Although
the application is lightweight and easy to use, the results
are usable but not perfect. The following two examples;
loaded image and the extracted text in Fig. 4 and in Fig 5.

Figure 4: The first example - US B-MODE image of an
atherosclerotic plaque in-vitro

Figure 5: The second example - US B-MODE image of the
thyroid gland

In both cases, there are some errors. Some parts of the
text are missing and/or are incorrectly interpreted, e.g.
"B GEN-M" vs. "a GEN-M" or missing "z" in 28 Hz.



Table 1
Errors of OCR results in four different image types loaded

image type text with no errors errors found

UZ B-MODE TCS no missing/mistaken characters/numbers, spaces
UZ B-MODE TCS no missing/mistaken characters/numbers, spaces
UZ B-MODE TCS no missing/mistaken characters/numbers, patient’s name, spaces
UZ B-MODE TCS yes -

UZ B-MODE thyroid no missing/mistaken characters/numbers, patient’s name, spaces
UZ B-MODE thyroid no missing/mistaken characters/numbers, image labels, spaces
UZ B-MODE thyroid no missing/mistaken characters/numbers, spaces
UZ B-MODE thyroid no missing/mistaken characters/numbers, image labels, spaces

UZ B-MODE TCS type 2 no missing/mistaken characters/numbers, no date examination, spaces
UZ B-MODE TCS type 2 no missing/mistaken characters/numbers, no date examination
UZ B-MODE TCS type 2 no missing/mistaken characters/numbers, patient’s name, spaces
UZ B-MODE TCS type 2 no missing/mistaken characters/numbers, spaces
UZ B-MODE TCS type 2 no missing/mistaken characters/numbers, no date examination, spaces

UZ B-MODE ATS no missing/mistaken characters/numbers, patient’s name, spaces
UZ B-MODE ATS yes -
UZ B-MODE ATS yes -
UZ B-MODE ATS yes -
UZ B-MODE ATS no missing/mistaken characters/numbers, spaces

Authors have some sets of US transcranial images and
also US images of thyroid gland and neighbor structures;
these images were used in many author’s previous stud-
ies focused on evaluation of echogenicity level of sub-
stantia nigra for Parkinson’s Disease [6, 7] and further
studies on atherosclerotic plaques progress evaluation
[8] using segmentation approach and the measurement
of mediotemporal lobe atrophy to evaluate possibility of
Alzheimer Disease progress [9, 10] based on black-white
pixels ratio with computed threshold value. Finally, the
last research has been focused on distinguishing between
malignant and benign gland thyroid tumors [11]. All
mentioned studies were performed from technical solu-
tion and also in clinical point of view.

So back to our OCR solution. To judge the reliability of
the algorithm, 200 images have been randomly selected.
That means we have compared the text in the image and
extracted one to observe the quality of OCR algorithm.
The following Tab. 1 summarizes the observed results.

In result, we would like to improve the accuracy of
the text recognition. We can use different settings of
the Tesseract or to find a different OCR engine. As we
mentioned in the abstract, currently achieved accuracy is
about 90 %, this is not perfect to use in clinical practice.

5. Conclusions and suggestions to
improve the software

The presented application demonstrates how to use OCR
engine Tesseract in a Windows Forms application devel-
oped in C# programming language. The goal is to create

an application to OCR recognition of text information in
radiological images from various modalities like diagnos-
tic ultrasound, CT used in radiology. The application was
developed in 2021 within a bachelor thesis. GUI of the
application is user-friendly to use. This version has been
developed for ultrasound B-MODE images but various
images can be processed.

However, the achieved results show that OCR feature
is applicable for radiological images but there are some
errors with character recognition. In few cases, some
characters were missing or incorrectly recognized. That
means, it could have a error like incorrect patient name
recognition. But the overall accuracy of the recognition is
commonly exceeds 90 %. The best accuracy was achieved
for UZ B-MODE TCS for which the application was tested
firstly.

So, there are three key ideas to improve the application:

• to find a solution to better OCR accuracy
• to find a way how to import different types of

DICOM modalities
• to find a solution for saving CSV file with any

filename, not only predefined one

After that, the appication should be more comfortable
and usable in clinical practice for different US images.
In addition, the program can load not only ultrasound
images, the same algorithm can be used OCR extraction
from CT, MR and another image types. We would like to
continue with developing.
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