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1. METHODS

1.1. Architecture

We use Cascade-RCNN [1], which is a multi-stage object de-
tection architecture as our base model and adopt ResNeXt [2]
as backbone with Feature Pyramid Networks (FPN) [3] for
feature extraction.

1.2. Implement details

• Mmdetection toolbox Mmdetection [4] is toolbox for
object detection with many state-of-the-art and pre-
trained models, which is very practical in this task.

• Data augmentation Each image has 50 percent chance
to be flipped horizontally.

• Soft-nms We use soft-nms [5] rather than nms to avoid
objects being directly ignored by mistake. We carry
out a series of experiments on soft-nms threshold and
maximum number of bounding boxes to better avoid
over-detected objects.

• Multi-scale detection Test images and training images
are of different scales. When training, images are re-
sized randomly from (512, 512) to (1024, 1024). We
are able to have a closer look on small objects.

2. RESULTS

We use 4/5 of the data set for training and the rest for evalua-
tion.

2.1. Object detection of different sizes

As baseline result is shown in Table 1, AP small is much
smaller than APmedium and AP large. Accurate detection for
small object is the bottleneck of this task. After introducing
multi-scale detection, performance on small objects improves
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Table 1. Baseline performance on validation data set
AP AP IoU=.50 AP IoU=.75 AP small APmedium AP large

0.260 0.514 0.228 0.060 0.127 0.323

Table 2. Performance on validation data set with multi-scale
detection

AP AP IoU=.50 AP IoU=.75 AP small APmedium AP large

0.277 0.539 0.250 0.068 0.152 0.335

Table 3. Results on 100% test data set with different parame-
ters

threshold 0.030 0.030 0.050 0.050 0.100 0.100 0.200 0.200
max 100 20 100 20 100 20 100 20

dscore 0.184 0.194 0.189 0.195 0.116 0.215 0.2115 0.2202

Table 4. Final result on 100% test data set
Score d dscore dstd gmAP gdev

0.2202±0.0562 0.2202 0.0562 0.1671 0.0879

by 0.008, as is shown in Table 2. Notably, the boost of AP
mainly comes from performance on medium and large ob-
jects. We infer that medium and large objects are also zoomed
out and the model has better global cognition over the image.

2.2. Trade-off on bounding box’s number

In given training data set and test data set, each image mainly
has about few to tens of bounding boxes [6][7][8]. When
inference, threshold in soft-nms and maximum number of
bounding boxes in each image decide the number of bound-
ing boxes. In Table 3, we list experiment results on this pair
of parameters and decide threshold and maximum number set
as 0.2 and 20.

2.3. Final result

We mainly use multi-scale detection and proper parameter
settings in soft-nms to solve the problems mentioned above.
Final result on 100 % test set is shown in Table 4. This result
ranks 8th in final leader board.
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