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In recent years, improvements in deep reinforcement learning have enabled
agents to achieve superhuman performance on a range of tasks [7,10]. These
advances are mostly limited to areas that consist of a visual input and require
selecting the best of a small number of discrete actions. Applying deep reinforce-
ment learning to text-based games, on the other hand, remains difficult. There
are many reasons for this, but the most important differences to successful appli-
cations are the large state space and textual observations of text-based games,
on the one hand, and the large, quasi-continuous yet at the same time sparse
action space on the other hand [3].

Existing work that is concerned with learning to play text-based games is
either using specifically engineered solutions [6] or deep Q networks [7] with dis-
crete actions [13,4,8,1,14]. Some of these approaches [13,4,8] artificially reduce
the number of actions to only contain two-word actions consisting of a verb
and an object. This reduces their ability to work with more realistic games that
require more complex actions. This thesis therefore evaluates the idea of mov-
ing away from discrete actions and instead modelling text-based game actions
as continuous variables. This change enables the application of policy gradient
algorithms as an alternative to Q-learning. The idea behind using continuous
actions is to enable a more generative approach to action handling in text-based
games in the future.

To build a proof of concept reinforcement learning system that has the ability
to generate textual actions, we employ a continuous latent space that can be
decoded into text as an action space. To construct this latent space, we train a
variant of the variational autoencoder (VAE) [2] on a set of pre-defined textual
actions. The action set is then defined as IRd where any action a′ ∈ IRd can be
decoded into a textual action a using one of two methods: (i) By returning the
text associated with the nearest known action representation (taken from the
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training set), or (ii) using the decoder part of the VAE to decode the vector a′

into text a. The advantage of method (i) is that all generated text is meaningful
and interpretable by the game. The advantage of method (ii) is that it treats the
latent space as truly continuous, which is expected to benefit the policy gradient
algorithm.

For training the agent, we focus on a modification of the simple policy gradi-
ent scheme called REINFORCE [12,11] and avoid more advanced policy gradient
algorithms to get a clearer understanding of possible issues when applying these
kinds of techniques to the domain of text-based games. We use REINFORCE and
backpropagation [9] to train a neural network that produces a policy π which
is described by a probability distribution over the action space. The network
takes the textual state description from the game as an input, uses an LSTM [5]
layer to learn a vector-shaped state representation which is then passed through
several hidden layers and finally results in the predicted mean and standard de-
viation of a Gaussian distribution. This distribution π indicates which action(s)
are expected to perform best (an actual action can be obtained by sampling
from the distribution and then decoding the resulting vector). When updating
the neural network we can either use the sampled action or the nearest neigh-
bour (comparable to method (i) and (ii) of action decoding described above) in
the update equations of REINFORCE.

We have tested this setup on short games that are generated using the
TextWorld framework [3]. These games contain a very sparse room and require
the player to perform a small number of actions to win. The described setup
shows some promise but it turns out that it was not able to learn how to fin-
ish a game that requires more than two correctly generated consecutive actions.
We assume that this is due to the simple network structure and training algo-
rithm used in this initial step towards a generative solution. On games that were
finished successfully, the nearest neighbour (i) and VAE decoding (ii) options
perform similarly well. Furthermore, we have seen that the best update rule
was to use the point that was responsible for the resulting text (i.e. the nearest
neighbour in the first case and the sampled point in the VAE decoding case).
This lets us hope that future work can expand on this generative approach and
replace the VAE with a generic language model which is detached from the ini-
tial action/training set that was required for this work. We furthermore assume
that more advanced learning algorithms will help solve the problem of learning
longer games.

In summary, the combination of a policy gradient approach and continuous
natural language representations seems to be a viable foundation for agents
that can learn to play text-based games. Future research needs to be performed
into a better integration of natural language processing, especially in terms of
considering textual structure, and more expressive generative language models.
This thesis has only focused on one of the many open issues in learning to play
text-based games; to succeed at learning to play real and more complex games,
future work also needs to tackle the other problems described in [3].
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