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Abstract

Word embeddings currently are one of the preferred representation for words in various NLP and IR tasks. In
this talk, we will review the main embeddings used in IR and see to which extent they lead to improved IR
performance. We will also discuss the possibility to extend current word embeddings with syntactic information
and see the impact of doing so on several NLP tasks.
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