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1. INTRODUCTION 
Privacy concerns are an important barrier to the growth of social 
networks, e-commerce, ubiquitous computing, and location 
sharing services. The large majority of Internet users takes a 
pragmatic stance on information disclosure: they trade off the 
anticipated benefits with the risks of disclosure, a decision process 
that has been dubbed privacy calculus [10,23]. Privacy decisions 
are inherently difficult though, because they have delayed and 
uncertain repercussions that are difficult to trade-off with the 
possible immediate gratification of disclosure [3,5].  

How can we help users to balance the benefits and risks of 
information disclosure in a user-friendly manner, so that they can 
make good privacy decisions? Existing research has explored two 
approaches to this problem, but neither provides a satisfying 
solution. Below I discuss these two approaches, and introduce a 
new user-tailored approach that provides more user-friendly 
privacy decision support. 

2. TRANSPARENCY AND CONTROL 
To help users with their privacy calculus, experts recommend 
giving users comprehensive control over what data they wish to 
share, and more transparency about the implications of their deci-
sions [1,22]. However, while users claim to want full control over 
their data, they avoid the hassle of actually exploiting this control 
[8]. Moreover, the privacy controls of systems like Facebook are 
so complex that users do not even seem to know the implications 
of their own settings [25]. Similarly, informing users about the 
rationale behind information requests does not make them more 
discerning about their privacy decisions, but merely makes them 
worry about privacy in general. For example, displaying a privacy 
label on an e-commerce website—a supposed vote of 
confidence—may decrease instead of increase purchases [7]. 

Evidently, transparency and control do not work well in practice. 
Due to the complexity of privacy decisions and users’ bounded 
rationality [2,3], an increase in transparency and control often just 
aggravates the problem by introducing choice overload [12,27] 
and information overload [11]. 

3. PRIVACY NUDGES 
An alternative approach to support privacy decisions is to intro-
duce subtle yet persuasive nudges. Carefully designed nudges 
make it easier for people to make the right choice, without 
limiting their ability to choose freely [29]. A justification, for 
example, makes it easier to rationalize decisions and to minimize 
the regret associated with choosing the wrong option [9]. The 
effect of justifications in privacy research seems to vary. In my 
own research I have found that justifications are regarded as 
helpful, but do not increase users’ disclosure or satisfaction but 
rather decrease them [18,19]. Sensible defaults are another type of 
nudge that strongly impact disclosure [4,14,19]. Examples are 
framing a disclosure decision as either opt-in or opt-in, or 
changing the order of information requests.  

The problem with nudges is that they take a one-size-fits-all 
approach to privacy: They assume that the “true cost” [13] of 
disclosure is roughly the same for every user, piece of 
information, and situation. But privacy decisions are highly user- 
and context-dependent: The fact that one person has no problems 
disclosing a certain item in a particular context does not mean that 
disclosure is equally likely for a different person, a different item, 
or in a different context [16,24]. Likewise, what is a convincing 
justification to disclose a certain item in a particular context for a 
certain person, may be a completely irrelevant reason for a 
different person, a different item, or a different context [6,21]. 
What we need, then, is personalized privacy decision support. 

4. EXPLICATING PRIVACY 
The first step towards personalized privacy decision support is to 
explicate the privacy calculus: to move beyond a mere description 
towards deeper understanding of people’s cognitive decision-
making process. What kind of benefits and threats do users 
consider when making disclosure decisions? What is the relative 
weight of each of these aspects? Can the weights be influenced by 
a justification or a default, and if so, in what context(s)? More 
research is needed to answer these questions.  

For example, I showed in [19] that the effect of justifications on 
information disclosure decisions is mediated by users’ perceptions 
of help, trust and self-anticipated satisfaction with the system. In 
[17], I demonstrated that the effect of decision context (i.e. the 
available options) in a location-sharing service depends on users’ 
perception of the privacy and benefits of the available options. 
Finally, in [20] we show that perceived risk and perceived 
relevance mediate users’ evaluation of the purpose-specificity of 
information disclosure requests. 

5. CONTEXTUALIZING PRIVACY 
The second step towards a personalized privacy decision support 
is to contextualize the privacy calculus: to determine how stable 
information disclosure is across people, items and situations, and, 
importantly, where it is context-dependent. 

For example, my research shows that although justifications 
generally do not increase disclosure or satisfaction, tailoring 
justifications to the user can reduce this negative effect [21]. Such 
tailored justifications are personalized privacy nudges: they 
intelligently choose the correct justification for the respective 
user, or decide to not show any justification at all. 

Similarly, personalized defaults can be set up in a way that 
anticipates people’s disclosure behavior, thereby making the 
disclosure decisions easier and more convenient. My work and 
that of others shows that even though privacy preferences vary 
considerably across users, distinct subgroups of users with similar 
privacy preferences can be identified in many domains [16,26]. 
Moreover, these subgroups can be mapped to demographics (e.g. 
age) and other behaviors (e.g. mobile Internet usage). My recent 
work shows that these personalized defaults may also be tailored 
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to the website requesting the information: in [20] we show that 
people are more likely to disclose information that matches the 
purpose of the website requesting the information. 

Finally, in [17] I show that privacy decisions are influenced by the 
available options to choose from (“context effects”, cf. 
[15,28,30]). In that study, users of a location-sharing service 
decided whether to share their location with friends, colleagues 
and third party applications, with the following options: no 
sharing, city, city block, or exact location. We manipulated the 
availability of the “city” and “exact location” options, and showed 
that their absence or presence had a strong impact on how many 
users would choose each of the other available options.  

6. PRIVACY ADAPTATION PROCEDURE 
The ultimate purpose of this contextualized and explicated 
understanding of users’ privacy calculus is to develop a Privacy 
Adaptation Procedure to support people's privacy decisions. Using 
recommender system algorithms, the procedure predicts users’ 
privacy preferences based on their known characteristics. It then 
provides automatic “smart default” settings in line with users’ 
disclosure profile. Smart defaults reduce the burden of control, but 
at the same time respect users’ inherent privacy preferences. 
Similarly, it provides tailored disclosure justifications, but only to 
users who can be expected to react rationally to them, so that they 
will not cause privacy scares in the other users. 

This Privacy Adaptation Procedure relieves some of the burden of 
the privacy decision from the user by providing the right amount 
of information and control that is useful but not overwhelming or 
misleading. It thus enables users to make privacy-related 
decisions within the limits of their bounded rationality. 
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