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Abstract
Background  People living with diabetes mellitus (DM) and chronic kidney disease (CKD) are at significantly high risk 
of cardiovascular events (CVEs), however the predictive performance of traditional risk prediction methods are limited.

Methods  We utilised machine learning (ML) model to predict CVEs in persons with DM and CKD from the Silesia 
Diabetes-Heart Project, a routine standard of care dataset. CVEs were defined as composite of nonfatal myocardial 
infarction, new onset heart failure, nonfatal stroke, incident atrial fibrillation, undergoing percutaneous coronary 
intervention or coronary artery bypass grafting, hospitalisation or death due to cardiovascular disease. Five ML models 
(Logistic regression [LR], Random forest [RF], Support vector classification [SVC], Light gradient boosting machine 
[LGBM], and eXtreme gradient boosting machine [XGBM]) were constructed. The predictive performance of the five 
ML models was compared and the model interpretability were evaluated by Shapley Additive exPlanations (SHAP).

Results  A total of 1,116 people with DM and CKD out of 3,056 with DM were included (median age 67 [IQR 57–76] 
years; 57% men). The incidence of CVEs was 14.1% (157/1,116) during a median of 3.1 years follow-up period. Ten 
important features were identified through univariate Logistic regression, Boruta, and Least Absolute Shrinkage and 
Selection Operator [LASSO] regression. Among the five ML models based on these features, LGBM had the highest 
area under curve [AUC] (AUC = 0.740, 95% Confidence Interval [CI] 0.738–0.743), followed by LR (AUC = 0.621, 95% CI 
0.618–0.623), RF (AUC = 0.707, 95% CI 0.704–0.709), SVC (AUC = 0.707, 95% CI 0.704–0.710), and XGBM (AUC = 0.710, 
95% CI 0.707–0.713). Meanwhile, LGBM had relatively higher Recall (0.739), F1-score (0.820), and G-mean (0.826). The 
SHAP plot of LGBM revealed that estimated glomerular filtration rate (eGFR), age, and triglyceride glucose index were 
the three most important features for predicting CVEs.
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Introduction
Chronic kidney disease (CKD) is a common complication 
in people living with diabetes mellitus (DM), affecting 
approximately 40% of them [1]. More importantly, their 
co-existence is associated with multiplicative adverse 
effects on cardiovascular (CV) outcomes, including pre-
mature death [2]. Due to the high number of persons 
with DM and CKD who are at risk of CV disease (CVD) 
and CV events (CVEs), early and improved strategies to 
ascertain and mitigate risk are required.

However, the phenotypes of persons with DM and 
CKD are highly heterogeneous, making traditional pre-
diction methods limited in their effectiveness [3, 4], such 
that there are significant challenges in identifying people 
for optimization of treatment. Although previous studies 
have established some models using traditional statisti-
cal methods, their predictive power was modest [5–7]. 
Therefore, it is important to explore new methods to pre-
dict outcomes in people with DM and CKD.

In recent years, artificial intelligence has been widely 
used not only in the diagnosis and treatment of CVD but 
also in predicting clinical outcomes [8]. Machine learn-
ing (ML) is a branch of artificial intelligence that provides 
machines the ability to automatically learn from data to 
identify patterns and make predictions [9]. Compared 
with traditional prediction methods, ML has the capabil-
ity to analyse complex, nonlinear relationships among a 
wide range of clinical, demographic, and laboratory vari-
ables, potentially enabling more precise risk stratifica-
tion; additionally, ML algorithms can dynamically learn 
from new data, enabling real-time updates to predictions 
[10]. Previous studies have used ML to predict CVEs 
in persons with DM or CKD alone [11–14], but studies 
focusing on the prediction of CVEs in people with DM 
and concomitant CKD are limited. Personalised medi-
cine could improve management of persons with DM 
and CKD but to do so, an accurate and interpretable pre-
dictive model is needed.

Considering these needs, the aim of present study 
was to explore the development and interpretability ML 
model to predict the CVEs in patients with DM and CKD 
coming from the Silesia Diabetes Heart Project.

Methods
Study design
The design of the Silesia Diabetes-Heart Project (Clini-
calTrials.gov, NCT05626413) has been previously 

reported [12]. Briefly, this is a single-center, observa-
tional, prospective cohort study which enrolled persons 
with DM hospitalised in the Department of Internal 
Medicine and Diabetology in Zabrze, Poland between 
January 2015 and March 2023. The study protocol was 
approved by the Medical University of Silesia Ethics 
Committee (PCN/0022/KB/126/20) and was conducted 
in accordance with the Declaration of Helsinki.

The eligibility criterion was the presense of DM irre-
spective of the etiology. The main exclusion criteria were 
end-stage cancer or death during hospitalisation. Base-
line characteristics including demographic data, medi-
cal histories, vital signs on admission, laboratory test 
results, and medication used during hospitalisation were 
recorded. The definitions of each comorbidity and the 
protocols of the laboratory test were as reported previ-
ously [12].

Follow-up and endpoints
Patients’ follow-up was conducted between March 2021 
and November 2023 via phone contact with the patient 
or patient’s relatives to determine whether any new CVEs 
event occurred after patient’s discharge. The detailed date 
of each event was gathered. The endpoint of the present 
study was the composite of CVEs defined as composite of 
nonfatal myocardial infarction, new onset heart failure, 
nonfatal stroke, incident atrial fibrillation, undergoing 
percutaneous coronary intervention or coronary artery 
bypass grafting, hospitalisation or death due to CVD.

Participants in ML analysis
The participants in the present study were persons with 
DM and concomitant CKD. The diagnosis of CKD was 
defined as persistently decreased estimated glomerular 
filtration rate (eGFR) < 60 mL/min per 1.73 m2, or persis-
tently elevated urine albumin excretion (UAE) ≥ 30 mg/g, 
or both, for more than 3 months. Our ML analysis aimed 
to establish a predictive model based on clinical variables 
to stratify persons at high risk of CVEs through: (1) con-
structing ML models to separate two classifications of 
persons: those who underwent CVEs and those who were 
free of CVEs during follow-up period; (2) evaluating the 
predictive performance of the ML models; (3) visualizing 
the results of ML to make them interpretable.

Conclusion  Ten features-based ML models, especially the LGBM model, had acceptable performance in predicting 
CVEs in persons with DM and CKD. A decrease in eGFR, aging, and elevated inflammatory markers significantly 
enhanced the predictive capability of the model. Future external validation of our model is required prior to 
implementation in a clinical environment.

Keywords  Diabetes mellitus, Chronic kidney disease, Cardiovascular events, Machine learning
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Feature selection for ML analysis
In the predesigned case report form, a total of 81 vari-
ables were included. For ML analysis, variables with 
missing values exceeding 20% of the total number were 
excluded and the remaining missing values were dealt 
with multiple imputations. Then collinearity analysis was 
used to evaluate the correlations among the variables. If 
two variables had significant collinearity with Spearman 
correlation > 0.6, one of which was not further taken into 
the feature selection in order to avoid collinearity, and 
the principle of variable selection was based on the clini-
cal importance of the variables.

The whole group of persons with DM and CKD was 
randomly split into a training and validation cohort with 
a ratio of 7:3. Then univariate Logistic analysis, Boruta, 
and Least absolute shrinkage and selection operator 
(LASSO) regression were used to screen the features for 
ML analysis. A univariate Logistic analysis is a classic 
variable selection method based on P values and variables 
with P value < 0.05 were regarded as statistically signifi-
cant. The Boruta algorithm is a feature ranking and selec-
tion algorithm based on random forests algorithm [15] 
and LASSO regression is a type of regularization method 
that penalizes with L1-norm [16]. The final features used 
for ML analysis were based on the three screening meth-
ods, and meanwhile taking the clinical importance into 
consideration.

Construction of ML models and performance 
evaluation
In the present study, based on model diversity and rep-
resentation, performance across different data type, 
robustness and handling of overfitting, and practical 
applicability, we constructed five ML models includ-
ing Logistic regression (LR), Randomforest (RF), Sup-
port vector classification (SVC), Light gradient boosting 
machine (LGBM), and eXtreme gradient boosting 
machine (XGBM). For each model, hyperparameters 
were optimised and early stopping was employed dur-
ing training where possible, using 5-fold cross-validation 
on training data. Due to the imbalance between number 
of events and non-events, sample weight was used when 
constructing these models.

The main predictive performance of ML models was 
evaluated by receiver operating characteristic curve 
(ROC) with the mean area under curve (AUC) and 95% 
confidence interval (CI) of each classifier using 1,000 
bootstrapping iterations in the validation cohort. Besides, 
the accuracy, specificity, sensitivity, precision, recall, 
F1-score, and G mean for each classifier were calculated.

Model interpretability
The model interpretability was performed by Shap-
ley Additive exPlanations (SHAP) [17], a method used 

to explain the output of ML models with SHAP value, 
which was used for measuring global and local feature 
importance, dependence, and interaction among differ-
ent variables as well as visualizing the features for given 
observations.

Statistical analysis
In the original dataset, variables with more than 20% 
missing values were discarded; for other variables with 
missing values, multiple imputation with ‘mice’ pack-
age (version 3.16.0) in R. Continuous variables were 
expressed with median and interquartile range (IQR) 
and were compared with Mann-Whitney U tests due to 
the non-normal distribution characteristics. Categorical 
variables were expressed with counts and percentages, 
and were compared with Fisher’s exact test or Chi-square 
test.

The split of the whole dataset into training and testing 
cohorts and the feature selection with univariate Logistic 
analysis, Boruta, and LASSO regression were conducted 
by R (version 4.3.3, Austria). The ML algorithms, evalua-
tion of predictive performance, and visualization of the 
LGBM model with SHAP were implemented via Python 
(version 3.11.5). A two-tailed P value < 0.05 was consid-
ered statistically significant.

Results
Characteristics of the studied cohort
Among the 3,056 people with DM, 719 had no outcome 
data and 27 had missing UAE value. Among the remain-
ing 2,310 individuals, 1,194 had eGFR > 60  ml/min and 
UAE < 30  mg/g, and finally 1,116 people with CKD and 
DM were included in the present study (Fig. 1).

During a median of 3.1 (IQR 2.1–4.1) years follow-up 
period, the incidence of CVEs was 14.1% (157/1,116) 
(Supplement Table 1). Baseline characteristics are shown 
in Table 1. The median age of patients in this cohort was 
67 (IQR 57–76) years and 57% were men. Compared with 
people without CVEs, those with CVEs were older, more 
likely to be female, and had higher prevalence of comor-
bidities including hypertension, coronary artery disease 
(CAD), prior stroke, generalised atherosclerosis, heart 
failure, and hyperuricemia (all P < 0.05). Compared with 
participants without CVEs, people with CVEs tended 
to be type 2 DM (94% vs. 86%, P = 0.009), with a higher 
incidence of diabetic retinopathy (41% vs. 33%, P = 0.043), 
and lower eGFR (median 55 vs. 58  ml/min/1.73  m², 
P = 0.008). The fasting blood glucose was comparable 
between the two groups, but persons without CVEs had a 
higher haemoglobin A1c (HbA1c) (median 8.8% vs. 8.4%, 
P = 0.027). The use of glucose lowering drugs including 
insulin and oral drugs were similar in the two groups. 
Beta blockers, aspirin, clopidogrel, and loop diuretics 
were used more often in persons with CVEs (all P < 0.05).
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Feature selection for ML
Among the 81 variables in the initial dataset, seven vari-
ables (low density lipoprotein, high density lipoprotein, 
non-high density lipoprotein, triglyceride to high density 
lipoprotein ratio, metabolic score for insulin resistance 
(METS) of the first day, and METS of the last day, and 
atherogenic index) were discarded due to relatively high 
missing values. Then collinearity was tested among the 
remaining variables and a Spearman correlation > 0.6 
between two variables was considered as significant col-
linearity. After excluding 43 variables with significant col-
linearity, 31 variables were finally taken into the process 
of feature selection (Supplement Fig. 1).

The dataset was randomly split into a training and 
testing cohort with a ratio of 7:3. All the compared 

parameters were comparable between training and 
testing cohort (all P > 0.05). Baseline characteristics of 
training and testing group are presented in Supplement 
Table 2.

Three methods were used to screen the features. Uni-
variate Logistic analysis identified 13 variables (Sup-
plement Table  3). The results of Boruta and LASSO 
regression analysis were shown in Fig. 2. Eight variables 
(age, eGFR, CAD, heart failure, triglyceride glucose 
[TyG] index, and hypertension) were confirmed and six 
variables (history of stroke, haemoglobin A1c [HbA1c], 
gender, CRP [C-reactive protein], fibrosis 4 score, and 
uric acid) were tentative (Fig. 2A). In the LASSO regres-
sion, 12 variables were selected as potential predictors 
(age, gender, eGFR, CAD, heart failure, HbA1c, CRP, 

Fig. 1  Study flowchart. eGFR, estimated glomerular filtration rate; NA, not available; UAE, urine albumin excretion
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Characteristics All patients (n = 1,116) Without CVEs (n = 959) With CVEs (n = 157) P value*
Age (years) 67 (57, 76) 67 (56, 76) 70 (62, 78) 0.003
Male (n, %) 639 (57%) 562 (59%) 77 (49%) 0.025
BMI (kg/m2) 31 (26, 35) 31 (26, 35) 32 (27, 37) 0.055
Hypertension (n, %) 908 (81%) 767 (80%) 141 (90%) 0.003
CAD (n, %) 462 (41%) 376 (39%) 86 (55%) < 0.001
History of stroke (n, %) 120 (11%) 95 (9.9%) 25 (16%) 0.024
Generalized atherosclerosis (n, %) 606 (54%) 502 (52%) 104 (66%) 0.001
Atrial fibrillation (n, %) 145 (13%) 121 (13%) 24 (15%) 0.4
Heart failure (n, %) 292 (26%) 236 (25%) 56 (36%) 0.003
PAD (n, %) 60 (5.4%) 48 (5.0%) 12 (7.6%) 0.2
Hyperlipidaemia (n, %) 733 (66%) 629 (66%) 104 (66%) 0.9
Hyperuricemia (n, %) 508 (46%) 425 (44%) 83 (53%) 0.046
Current smoker (n, %) 211 (19%) 180 (19%) 31 (20%) 0.8
Type 2 DM (n, %) 973 (87%) 826 (86%) 147 (94%) 0.009
Duration of DM (years) 22 (17, 29) 22 (16, 29) 22 (20, 29) 0.054
Diabetic retinopathy (n, %) 376 (34%) 312 (33%) 64 (41%) 0.043
Diabetic foot (n, %) 46 (4.1%) 37 (3.9%) 9 (5.7%) 0.3
Diabetic peripheral neuropathy (n, %) 94 (8.4%) 77 (8.0%) 17 (11%) 0.2
SBP (mmHg) 130 (120, 140) 130 (120, 139) 130 (122, 140) 0.2
DBP (mmHg) 76 (70, 80) 76 (70, 80) 77 (70, 80) 0.6
HR (bpm) 80 (75, 90) 80 (75, 90) 80 (75, 90) 0.9
WBC (x109/L) 8.6 (6.9, 10.9) 8.7 (6.9, 10.9) 8.5 (6.8, 10.9) 0.5
Haemoglobin (g/dL) 13.30 (11.90, 14.70) 13.40 (12.00, 14.80) 12.80 (11.40, 14.00) 0.001
eGFR (ml/min) 57 (41, 82) 58 (41, 84) 55 (40, 70) 0.008
TC (mmol/L) 4.25 (3.42, 5.21) 4.26 (3.48, 5.27) 4.00 (3.26, 5.06) 0.084
LDL (mmol/L) 2.12 (1.50, 2.88) 2.13 (1.50, 2.88) 2.07 (1.49, 2.75) 0.8
TyG index 9.41 (8.94, 9.96) 9.43 (8.95, 9.96) 9.31 (8.89, 9.96) 0.7
CRP (mg/L) 5 (2, 17) 5 (2, 17) 6 (2, 22) 0.12
HbA1c (%) 8.66 (7.10, 10.40) 8.78 (7.11, 10.50) 8.40 (6.81, 9.91) 0.027
Fasting blood glucose (mg/dL) 173 (135, 230) 176 (135, 230) 164 (134, 230) 0.9
Uric acid (mg/dL) 350 (272, 432) 345 (270, 429) 373 (286, 448) 0.024
Serum sodium (mmol/L) 139.0 (136.0, 141.0) 139.0 (136.0, 141.0) 139.0 (136.0, 141.0) 0.5
Serum potassium (mmol/L) 4.59 (4.26, 4.98) 4.58 (4.25, 4.98) 4.61 (4.29, 5.08) 0.4
Urine albumin excretion > 30 mg/g 825 (74%) 718 (75%) 107 (68%) 0.076
FIB-4 1.17 (0.73, 1.74) 1.16 (0.70, 1.72) 1.35 (0.86, 1.93) 0.021
Insulin 831 (74%) 712 (74%) 119 (76%) 0.7
Metformin 490 (44%) 420 (44%) 70 (45%) 0.9
Sulfonylureas 290 (26%) 249 (26%) 41 (26%) > 0.9
SGLT2 inhibitors 137 (12%) 121 (13%) 16 (10%) 0.4
GLP1R agonists 37 (3.3%) 31 (3.2%) 6 (3.8%) 0.7
DPP4 inhibitors 173 (16%) 152 (16%) 21 (13%) 0.4
RAAS inhibitors 575 (52%) 494 (52%) 81 (52%) > 0.9
CCB 423 (38%) 364 (38%) 59 (38%) > 0.9
Beta blocker 713 (64%) 591 (62%) 122 (78%) < 0.001
Alpha blocker 166 (15%) 139 (14%) 27 (17%) 0.4
Aspirin 606 (54%) 505 (53%) 101 (64%) 0.006
Clopidogrel 67 (6.0%) 52 (5.4%) 15 (9.6%) 0.043
VKA 41 (3.7%) 35 (3.6%) 6 (3.8%) > 0.9
NOACs 107 (9.6%) 92 (9.6%) 15 (9.6%) > 0.9
Statin 646 (58%) 547 (57%) 99 (63%) 0.2
Fibrate 26 (2.3%) 20 (2.1%) 6 (3.8%) 0.2
Amiodarone 11 (1.0%) 11 (1.1%) 0 (0%) 0.4

Table 1  Baseline characteristics of the study group



Page 6 of 12Kwiendacz et al. Cardiovascular Diabetology           (2025) 24:76 

TyG index, hypertension, haemoglobin, history of stroke, 
and heart rate) and the optimal number of variables was 
10 (Fig. 2B and C). Based on the features selected from 
the three methods and considering clinical importance, 
we ultimately selected 10 features (age, gender, eGFR, 
HbA1c, CAD, TyG index, heart failure, CRP, hyperten-
sion, history of stroke) for ML analysis.

Evaluation of ML models
The ROCs of the five ML models are shown in Fig.  3. 
Among the five ML models, LGBM model had the high-
est AUC (0.740, 95% CI 0.738–0.743), while RF, SVC, 
and XGBM models had similar AUCs (RF, 0.707, 95% CI 
0.704–0.709; SVC, 0.707, 95% CI 0.704–0.710; XGBM, 
0.710, 95% CI 0.707–0.713). LR had the lowest AUC 
(0.621, 95% CI 0.618–0.623). Other metrics of the five 

ML models are shown in Table  2, among which LGBM 
model had relatively higher accuracy (0.723), specificity 
(0.739), precision (0.923), and F1 score (0.820).

Model interpretability
Due to the fact that LGBM model had the best prediction 
performance among the five ML models, it was chosen 
to interpret the model’s output. The feature importance 
based on LGBM model is shown in Supplement Fig.  2. 
The most important five features were age, followed by 
eGFR, then CRP, TyG index, and HbA1c.

The SHAP values provided more insights into how 
LGBM mode predicted the outcome. Feature importance 
summarised by the SHAP summary plot are displayed in 
Fig.  4. The three most important feature are eGFR, fol-
lowed by age and TyG index where lower eGFR, higher 

Fig. 2  Feature selection with Boruta and LASSO regression. A The blue plot shows minimum, average, and max shadow score. Variables having box plot 
in green are important, in yellow as tentative, and in red as rejected; B The correlation between L1 norm and different coefficients in LASSO regression. 
L1 norm is the regularisation term for LASSO; C The correlation between lamda with binomial deviance. There are two dashed lines in the graph. The left 
dashed line indicates the minimum mean squared error while the right one indicates one standard error away from the minimum mean squared error. 
ALT, alanine aminotransferase; CAD, coronary artery disease; CRP, C-reactive protein; DM, diabetes mellitus; DPN, diabetic peripheral neuropathy; eGFR, 
estimated glomerular filtration rate; FIB-4, fibrosis 4 score; HbA1c, haemoglobin A1c; HR, heart rate; PAD, peripheral artery disease; SBP, systolic blood pres-
sure; TyG, triglyceride glucose; WBC, white blood cell

 

Characteristics All patients (n = 1,116) Without CVEs (n = 959) With CVEs (n = 157) P value*
Digoxin 26 (2.3%) 22 (2.3%) 4 (2.5%) 0.8
Loop diuretics 482 (43%) 395 (41%) 87 (55%) < 0.001
*Compared between group with CVEs and group without CVEs

CAD, coronary artery disease; CCB, calcium channel blockers; CRP, C-reactive protein; DBP, diastolic blood pressure; DM, diabetes mellitus; DPP4, dipeptidyl 
peptidase-4; eGFR, estimated glomerular filtration rate; FIB-4, fibrosis 4 score; GLP1R, glucagon-like peptide-1 receptor; HbA1c, haemoglobin A1c; HR, heart rate; 
LDL, low-density lipoprotein; NOACs, non-vitamin K oral anticoagulants; PAD, peripheral artery disease; RAAS, renin-angiotensin-aldosterone system; SBP, systolic 
blood pressure; SGLT2, sodium-glucose cotransporters 2; TC, total cholesterol; TyG, triglyceride glucose; VKA, vitamin K antagonist; WBC, white blood cell

Table 1  (continued) 
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age and higher TyG index are associated with increased 
model’s interpretability.

The interaction and dependence of three most impor-
tant feature (eGFR, age, and TyG index) and the top 
seven features are shown in Supplement Fig.  3. A rep-
resentative sample was chosen to depict the output 
with force plots, which illustrated how the SHAP values 
explained individual model features (Supplement Fig. 4). 
Each feature had different impact on the predicted prob-
ability of the outcome, which together determined the 

final contribution of these features (Supplement Fig. 4A). 
A decision plot of 20 representative observations visual-
ised how each feature in each sample contributed to the 
overall prediction (Supplement Fig. 4B).

Discussion
The outcomes of this large prospective cohort of persons 
with DM demonstrate the following: (i); five ML models, 
especially the LGBM, based on ten patients’ related fea-
tures had acceptable performance in predicting CVEs in 

Table 2  Comparison of the performance of the ML models
ML models AUC (95% CI) Accuracy Specificity Sensitivity Precision Recall F1-score G-mean
LR 0.621 (0.618–0.623) 0.590 0.589 0.596 0.899 0.589 0.711 0.727
RF 0.707 (0.704–0.709) 0.714 0.540 0.540 0.909 0.742 0.816 0.821
SVC 0.707 (0.704–0.710) 0.686 0.614 0.698 0.918 0.698 0.792 0.800
LGBM 0.740 (0.738–0.743) 0.723 0.739 0.624 0.923 0.739 0.820 0.826
XGBM 0.710 (0.707–0.713) 0.695 0.572 0.631 0.860 0.673 0.755 0.601
LGBM, Light gradient boosting machine; LR, Logistic regression; ML, machine learning; RF, Random forest; SVC, Support vector classification; XGBM, eXtreme 
gradient boosting machine

Fig. 3  The ROCs for predicting CVEs of different ML models. AUC, area under curve; LGBM, Light gradient boosting machine; LR, Logistic regression; RF, 
Random forest; SVC, Support vector classification; XGBM, eXtreme gradient boosting machine
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people with DM and CKD; (ii) the key factors in inter-
pretation of CVEs model prediction were eGFR, age, and 
TyG index; (iii) lower eGFR, higher age and TyG index 
increased the interpretation of the model.

In the previous analysis related to The Silesia Diabetes-
Heart Project [12], RUSBoost algorithm with multiple 
Logistic regression was utilised to predict the CVEs in 
persons with DM and found that using 12 selected fea-
tures could correctly identify 74% high-risk persons and 
62.4% low-risk ones with an AUC of 0.72. Meanwhile, 
unsupervised hierarchical clustering used in this study 
revealed distinct characteristics between high and low 
risk persons, indicating ML had the potential in risk 
stratification for persons with DM.

For persons with CKD, studies also demonstrated that 
ML had good predictive performance for predicting 
CVEs [11]. However, these studies focused either only on 
DM or CKD alone, and seldom studies were specifically 
designed to evaluate the role of ML in predicting CVEs 
in persons with DM and concomitant CKD. For example, 
Ren et al. [18] recently conducted a retrospective study to 
assess the risk of CVEs with a deep learning-based sur-
vival model (DeepSurv) in diabetic kidney disease and 
found DeepSurv model had a relatively high predictive 
performance with AUC of 0.780, but the duration of this 
study was relatively short with a median follow-up of 10.4 
months. In contrast, the median follow-up period in our 
present study was greater than five years. Given that both 
DM and CKD are chronic conditions and their interac-
tion worsens the outcome, a longer follow-up period 
helps to better assess the factors related to prognosis.

The performance of ML algorithms is based largely on 
the quality and quantity of available data. In this study, 

we first performed feature selection using three com-
monly used and classic methods to select feature vari-
ables for ML and the selected variables from the three 
methods were similar. This suggests that although the 
principles of the three feature selection methods differ, 
the results are robust. The common features from these 
methods include most of these parameters (namely, age, 
CAD, CRP, eGFR, gender, HbA1c, hypertension, heart 
failure, history of stroke and TyG index).

There are several ML models and algorithms, each has 
its own advantages [19]. For example, the LR model is 
easy to implement, performs well on low-dimensional 
data, and is very efficient for linear data. However, it does 
not achieve good accuracy when variables have complex 
relationships [20]. The RF model scales well with large 
datasets, achieves high accuracy with several decision 
trees, and is robust to noise, but it can suffer from over-
fitting if the model captures noise in the training data. 
Thus, leading to poor generalization on new data and a 
lack of interpretability; in contrast, the Support Vector 
Machine (SVM) model is more robust compared to the 
LR model, performs well in classifying semi-structured or 
unstructured data, and has less risk of overfitting, but it is 
not suitable for large datasets with many features or data-
sets with missing values [20]. Since each model is based 
on a different algorithm, their performance varies across 
different datasets. The best approach is to use cross-
validation to determine which model performs best on 
the test data. In our study we constructed five ML mod-
els and evaluated their predictive performance. Among 
these, LGBM model had the best performance. LGBM 
is a gradient boosting framework based on decision tree 
algorithm with faster training speed, higher efficiency, 

Fig. 4  The importance of features and their contribution to the output with SHAP value evaluation. A The importance of the ten features was shown 
in descending order and in two matrixes, Class 0 and Class 1, representing negative and positive classification, respectively; B SHAP beeswarm plot to 
interpret the contribution of each feature with red color increasing the interpretability while blue color decreasing the interpretability. CRP, C-reactive 
protein; eGFR, estimated glomerular filtration rate; HbA1c, haemoglobin A1c; HF, heart failure; HTN, hypertension; TyG, triglyceride glucose index. Stroke 
means history of stroke
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and better accuracy than any other boosting algorithm, 
such as XGBM [21]. However, the performance of differ-
ent ML models varies significantly, and the optimal ML 
model should be based on the quality and quantity of 
the study’s data as well as the optimised algorithms with 
optimal hyperparameters.

ML algorithms operate as ‘black boxes’, as such it may 
be unclear how they produce a certain decision out-
put [22]. In recent years, the explainable ML model was 
proposed to make the black-box model to be of greater 
accuracy and high interpretable with different methods, 
among which SHAP is a commonly used tool [23]. SHAP 
is a game theoretic approach based upon Shapley values, 
which quantifies the contribution of each feature to the 
outcome of the ML model and explains how each feature 
contributes to the predicted probability and displays the 
final prediction based on the sum of the average predic-
tion and all the SHAP values; therefore, SHAP is helpful 
not only to the local interpretation of the model, but also 
for global interpretation, thus making the model more 
explainable [24–26]. It’s worth noting that the feature 
importances obtained from LGBM and SHAP demon-
strated some differences. For instance, the most impor-
tant feature in the former is age, while in the latter, the 
most important feature is eGFR. This discrepancy might 
be related to the different algorithms used by the two 
methods: LGBM model uses the Gain or Split algorithm 
[27], whereas SHAP value is based on tree-based models 
[28]. However, overall, the feature importances calculated 
by the two methods are similar, indicating that these fea-
tures contribute consistently across different algorithms. 
Additionally, whilst using SHAP to interpret the machine 
learning model, we discovered some unexpected find-
ings. For example, elevated HbA1c levels are typically 
associated with poor glycemic control and an increased 
risk of CVEs [29]. However, our study found that lower 
SHAP values of HbA1c enhanced the model’s interpret-
ability. A possible interpretation is that lower HbA1c 
levels indicate stricter glycemic control, which to some 
extent increases the risk of hypoglycemia and may also 
correspondingly elevate the risk of CVEs [30]. Therefore, 
when developing ML models in the future, incorporating 
hypoglycemic events and their severity may be a key fea-
ture in CVE prediction.

Most of prior ML studies of DM and CKD only provide 
features selection [18, 31–33], but seldom delve into the 
decision-making processes with an explainable method. 
Our present study displays the underlying process of 
prediction; how variables contribute to the decision as 
well as the relationships of interdependence and inter-
action between variables, making the ML model justifi-
able and transparent. Based on the SHAP value, the top 
three features in the present study were eGFR, age, and 
TyG and there was a dependent relationship among the 

three variables. Lower eGFR and higher age increased 
the interpretation of the model while higher eGFR and 
younger age decreased the interpretation, which are con-
sistent with the conclusion from traditional prediction 
algorithm [34, 35].

In recent years, TyG index, a composite indicator com-
posed of fasting triglyceride and fasting glucose, has been 
shown to be an alternative proxy of insulin resistance 
[36]. TyG index has also been demonstrated to be a reli-
able predictor of CVEs in both general population and 
people with DM [37, 38]. Besides, the predictive value of 
TyG index has been confirmed in people with CKD [39]. 
Our present study extends previous findings, indicating 
that TyG index was also an important marker of predict-
ing CVEs in concomitant DM and CKD.

We constructed five ML models, but the predictive 
ability of the optimal model (LGBM) was only moderate 
with AUC 0.740. DM and CKD involve complex patho-
physiological process and clinical characteristics are 
significantly heterogeneous among individuals while col-
lecting all features is challenging; therefore, the features 
used for ML model may not be generalised to all individ-
uals. Importantly, the predictive performance of our ML 
is multifactorial dependent. Besides clinical features, the 
algorithm differences among different ML models, model 
complexity, and hyperparameters used in the model alto-
gether determine the final performance.

In this ‘real world’ clinical study we used non-tradi-
tional method, ML model to predict CVEs in persons 
with DM and CKD. This novel approach identified sev-
eral features for predicting CVEs, some of which have 
been widely validated, while some new features and their 
clinical value warrants further investigation. For persons 
with DM and CKD, whether treatment strategies could 
be optimised based on the risk stratification with ML 
model and whether their prognosis could be improved 
deserve further study.

Limitations
Some limitations in the present study need to be 
addressed. First, the sample size of persons with CKD in 
this large cohort of persons with DM is relatively modest 
and the incidence of events is relatively low. These unbal-
anced data are challenging for ML. Although weights 
were introduced for correction in the ML parameter 
design, the characteristics of the cohort may limit the 
predictive performance. Second, the study granular lacks 
features related to cardiac structure and function, such as 
B-type natriuretic peptide, troponin, and left ventricular 
ejection fraction, which could add important variables for 
CVEs. However, the addition of these variables in routine 
clinical practice would be challenging, given the variabil-
ity to which they are undertaken. Third, the significant 
heterogeneity in clinical characteristics among persons 
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with DM and CKD reduces the predictive performance 
of ML. Fourth, we only constructed five commonly used 
ML models, and it is unclear whether other models may 
have better predictive performance. In addition, SHAP, 
as a method for interpreting the results of ML models, 
has its limitations. SHAP method itself does not assume 
feature independence, some approximation methods 
used to calculate SHAP values do rely on this assumption 
[40]; in most real-world applications, this assumption is 
unlikely to hold, and as such, SHAP-based explanations 
should be interpreted with caution. Additionally, inter-
preting SHAP values can be particularly challenging in 
high-dimensional datasets. Moreover, a significant limi-
tation of SHAP analysis is that it does not quantify the 
importance of predictors in the context of real-world 
problems but rather their relevance to the model’s pre-
dictions [40]. SHAP values illustrate how features influ-
ence the model’s predictions for specific observations, 
rather than how those features contribute to the actual 
outcomes. Finally, this study lacks external validation, so 
it needs to be further confirmed whether the model can 
be generalised to new cohorts and therefore, results of 
the present study should be interpreted with caution as 
a proof-of-concept. Future research should be directed at 
incorporating or refining the current methodology and 
parameters of importance with routinely collected retinal 
fundus imaging data to ascertain whether such a model 
is superior to the currently described ML-based models. 
Indeed, our team has recently demonstrated the ability 
of a novel AI-based algorithm to detect cardiovascular 
autonomic neuropathy in DM utilising retinal fundus 
images [41]. The importance being that cardiovascular 
autonomic neuropathy is highly predictive of CVEs in 
DM [42].

Conclusion
We demonstrate an interpretable CVEs risk prediction 
ML model for people with DM and CKD. Ten features-
based ML models had acceptable performance in pre-
dicting CVEs in persons with DM and CKD, with the 
best performing being the LGBM model. Among the 
features, a decrease in eGFR, aging, and elevated inflam-
matory markers significantly enhanced the predictive 
capability of the model. Future external validation of our 
model is required prior to implementation in a clinical 
environment.
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