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Abstract
Background Despite substantial progress in maternal and neonatal health, Rwanda’s mortality rates remain high, 
necessitating innovative approaches to meet health related Sustainable Development Goals (SDGs). By leveraging 
data collected from Electronic Medical Records, this study explores the application of machine learning models to 
predict adverse pregnancy outcomes, thereby improving risk assessment and enhancing care delivery.

Methods This study utilized retrospective cohort data from the electronic medical record (EMR) system of 25 
hospitals in Rwanda from 2020 to 2023. The independent variables included socioeconomic status, health status, 
reproductive health, and pregnancy-related factors. The outcome variable was a binary composite feature that 
combined adverse pregnancy outcomes in both the mother and the newborn. Extensive data cleaning was 
performed, with missing values addressed through various strategies, including the exclusion of variables and 
instances, imputation techniques using K-Nearest Neighbors and Multiple Imputation by Chained Equations. Data 
imbalance was managed using a synthetic minority oversampling technique. Six machine learning models—Logistic 
Regression, Decision Trees, Support Vector Machine, Gradient Boosting, Random Forest, and Multilayer Perceptron—
were trained using 10-fold cross-validation and evaluated on an unseen dataset with–70 − 30 training and evaluation 
splits.

Results Data from 117,069 women across 25 hospitals in Rwanda were analyzed, leading to a final dataset of 32,783 
women after removing entries with significant missing values. Among these women, 5,424 (16.5%) experienced 
adverse pregnancy outcomes. Random Forest and Gradient Boosting Classifiers demonstrated high accuracy and 
precision. After hyperparameter tuning, the Random Forest model achieved an accuracy of 90.6% and an ROC-AUC 
score of 0.85, underscoring its effectiveness in predicting adverse outcomes. However, a recall rate of 46.5% suggests 
challenges in detecting all the adverse cases. Key predictors of adverse outcomes identified in this study included 
gestational age, number of pregnancies, antenatal care visits, maternal age, vital signs, and delivery methods.
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Background
Over the past two decades, Rwanda has achieved sub-
stantial progress in reducing maternal and neonatal mor-
tality [1]. Between 2000 and 2020, the maternal mortality 
ratio declined by over 70%, dropping from 1,071 to 203 
deaths per 100,000 live births, while the neonatal mor-
tality rate decreased from 44 to 19 deaths per 1,000 live 
births [2, 3]. Despite these significant improvements, 
maternal and neonatal mortality rates in Rwanda remain 
unacceptably high when compared to developed coun-
tries, where the maternal mortality ratio is 13 deaths per 
100,000 live births and the neonatal mortality rate is 2.9 
deaths per 1,000 live births [4, 5]. Furthermore, Rwanda’s 
current maternal and neonatal mortality levels fall short 
of achieving the Sustainable Development Goals (SDGs) 
as well as national targets outlined in Vision 2050 and the 
National Health Sector Strategic Plan [6, 7].

These challenges in maternal and neonatal mortality 
persist despite significant progress in healthcare service 
coverage and utilization—including 95% of births occur-
ring in health facilities attended by skilled healthcare 
providers, 98% of women receiving at least one antena-
tal visit, and widespread health insurance coverage [3, 8]. 
However, addressing these challenges requires shifting 
focus beyond service coverage to improving the quality 
of care, which has been identified as critical to acceler-
ating reductions in maternal and neonatal mortality [9, 
10]. Recent analyses of the health sector and multiple 
studies have identified gaps in the quality of care, reveal-
ing that a significant proportion of maternal deaths occur 
in health facilities, with 72% considered preventable [11, 
12]. Improving and strengthening quality of maternal and 
neonatal health services requires enhancing evidence-
based decision-making, developing tailored health inter-
ventions, and leveraging advanced technologies—such 
as machine learning—for the early identification of high-
risk pregnancies [13–15].

Rwanda has made significant strides in digitalizing its 
health system, with the introduction of Electronic Medi-
cal Records (EMRs) across all public hospitals and health 
centers [16, 17]. This has enabled the collection of exten-
sive datasets, offering substantial potential to enhance 
health outcomes through improved data-driven decision-
making and the design of tailored interventions. Most 
importantly, this has enabled the utilization of machine 
learning, a branch of artificial intelligence, which offers 

a promising approach to leverage the collected data in 
developing predictive tools that assist healthcare provid-
ers in identifying and managing high-risk pregnancies 
[18–21]. By analyzing large datasets containing vari-
ous factors such as maternal age, medical history, life-
style, and biomarkers, machine learning has shown great 
capacity to identify patterns and predict the likelihood of 
pregnancy complications [22]. Several studies have dem-
onstrated the effectiveness of machine learning models in 
predicting pregnancy complications such as preeclamp-
sia [23–25], gestational diabetes [26], preterm birth [27], 
labor dystocia [28] and postpartum depression [29].

In light of these challenges and advancements, this 
study seeks to explore innovative solutions to further 
reduce maternal and neonatal mortality in Rwanda. In 
recent years, various technology-driven solutions have 
been introduced to improve maternal and newborn 
health services, with a focus on increasing service cover-
age for pregnant women and developing decision-making 
algorithms to assist healthcare providers in identifying 
at-risk women [13, 15]. One study that applied machine 
learning to predict adverse pregnancy outcomes primar-
ily used non-clinical data obtained from demographic 
health surveys [30]. This study, in contrast, aims to utilize 
the power of machine learning in combination with EMR 
data to develop predictive tools that will enhance the 
early identification and management of high-risk preg-
nancies, ultimately improving the quality of care. This 
approach not only aligns with Rwanda’s ongoing digital 
health transformation but also provides a data-driven 
framework to address critical gaps in healthcare quality.

Methods
Data source and study design
This study utilized retrospective data extracted from the 
electronic medical record system of 25 public district 
hospitals in Rwanda. Hospitals were selected based on 
their use of “OpenMRS,” an open-source EMR system 
customized by the Ministry of Health [31]. The time 
frame chosen spans from 2020, when the system was first 
integrated into clinical operations, up to 2023, the year 
preceding data extraction. This study included women 
who delivered public district hospitals, which represent 
a secondary level of care in Rwanda’s healthcare sys-
tem. The Rwandan health service tier is organized into 
three levels: primary healthcare (health posts and health 

Conclusions This study recommends enhancing EMR data quality, integrating machine learning into routine 
practice, and conducting further research to refine predictive models and address evolving pregnancy outcomes. In 
addition, this study recommends the design of AI-based interventions for high-risk pregnancies.
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centers), secondary healthcare (district hospitals), and 
tertiary healthcare (referral and teaching hospitals [7]. 
District hospitals, which handle a significant portion of 
deliveries, particularly those transferred from health cen-
ters, account for 35% of births in Rwanda, with the major-
ity occurring at health centers (58%) and the remaining at 
tertiary facilities [32].

Variable description
The independent variables encompass a wide spectrum 
of socioeconomic, health status, reproductive health, and 
pregnancy-related factors. The socioeconomic variables 
included geographical location, age, marital status, occu-
pation, and access to health insurance. Health status fac-
tors included Body Mass Index (BMI), history of chronic 
diseases, surgical history, and infectious disease status, 
including Hepatitis B, Hepatitis C, and HIV. Reproduc-
tive health variables included the number of pregnancies, 
live births, abortions, preterm deliveries, and gestational 
age, which provided critical information on the partici-
pants’ reproductive history and current pregnancy status. 
Variables related to current pregnancy and delivery were 
also included. These included vital signs and laboratory 
results at admission, fetal heart rate at admission, triage 
classification, presence of danger signs, and method of 
delivery.

The outcome variable in this study was defined as a 
binary indicator of adverse pregnancy outcomes, denoted 
by 1 for cases with adverse outcomes and 0 for those 
without adverse outcomes. This composite variable inte-
grated both neonatal and maternal health outcomes. 
Neonatal adverse outcomes were classified based on any 
of the following criteria: delivery of a newborn with an 
APGAR score below 7 at 5  min, delivery of a stillbirth, 
or delivery of a neonate with a birth weight less than 
1.8  kg or greater than 4.5  kg. Meeting any of these cri-
teria resulted in the neonatal outcome being classified 
as adverse. Similarly, adverse maternal outcomes are 
determined by several indicators such as interventions 
performed after delivery (such as laparotomy or re-look 
surgeries), postpartum observations for events such as 
postpartum hemorrhage (PPH), the requirement for 
blood transfusions, and critical maternal outcomes, 
including maternal mortality or transfer to a higher-level 
facility for advanced care.

Data cleaning and pre-processing
Data cleaning was conducted using Python Version 3 
[33]. Initial data cleaning consisted of restructuring data 
from a wide to a long format and the creation of the 
patient’s unique identifiers. Outlier detection and han-
dling were systematically performed for all numerical 
variables to ensure data accuracy and integrity. Duplicate 
entries were identified using patient identifiers, and any 

duplicates found were addressed by removing one of the 
entries. Variables exhibiting inconsistent reporting across 
and/or within hospitals were also excluded.

Missing data was addressed using a systematic 
approach involving both imputation and exclusion tech-
niques. Variables with a high proportion of missing values 
were closely examined to determine whether the miss-
ingness was random or systematic. Independent variables 
with more than 20% missing data were excluded from 
the analysis, as were women with missing values in the 
outcome variable. Key variables for predicting adverse 
pregnancy outcomes were selected based on McCarthy 
and Maine’s theoretical framework, which categorizes 
causes into distant determinants (such as age, marital 
status, and occupation), intermediate determinants (such 
as health status, access to healthcare, and healthcare-
seeking behavior), and pregnancy-related factors (such as 
mode of delivery, gestational age, vital signs and laborato-
ries) [34]. A conceptual framework based on this model 
was developed, taking into consideration the available 
data in the EMR dataset. For the remaining missing data, 
we applied Multiple Imputation by Chained Equations 
(MICE) for numerical variables and K-Nearest Neighbors 
(KNN) for categorical variables, based on their effective-
ness in handling missing data in healthcare datasets [29, 
35, 36]. Additional processing included reducing catego-
ries for nominal categorical variables, such as classifying 
blood groups into Rhesus negative and positive, and cal-
culating known medical parameters, such as Body Mass 
Index (BMI), which combines weight and height.

Data transformation for machine learning
Categorical variables, which contained non-numeric 
data, were converted into a numerical format through 
feature encoding. The numerical variables were standard-
ized using min–max scaling to bring all features into a 
uniform range, which is crucial for algorithms sensitive 
to the scale of the input data.

Addressing class imbalance
To tackle the issue of imbalance in the dataset, where 
adverse pregnancy outcomes were significantly under-
represented, we applied the synthetic minority oversam-
pling technique (SMOTE), which was selected because it 
was performed in similar previous studies [36]. SMOTE 
generates synthetic samples for the minority class by 
interpolating between existing minority instances and 
their nearest neighbors, effectively balancing the data-
set and improving the model’s ability to learn from both 
classes. However, SMOTE can lead to overfitting, intro-
duce noise, and generate synthetic samples that may 
not accurately represent the underlying data distribu-
tion, potentially affecting model generalization [37]. This 
oversampling was performed before the model training 
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phase, ensuring that the machine learning algorithms 
could generalize better and make accurate predictions for 
adverse outcomes.

Machine learning
Model training
The data analysis process commenced by splitting 
the processed dataset into training and testing sets 
at a 70 − 30 ratio. Based on the existing literature and 
their proven efficacy in healthcare data applications, 
six machine-learning algorithms were selected for ini-
tial training. These algorithms include logistic regres-
sion, decision trees, random forests, gradient boosting 
machines (GBM), support vector machines (SVM), and 
neural networks. Each model underwent training using 
10-fold cross-validation. The top three algorithms, based 
on the evaluation metrics from k-fold cross-validation, 
were selected for hyperparameter tuning. A grid search 
was employed to optimize the hyperparameters and sys-
tematically explore predefined values to determine the 
best-performing combination.

Model evaluation
The trained models were evaluated using the testing 
dataset by employing a suite of key performance metrics 
to assess their predictive capabilities comprehensively. 
The primary metrics utilized were accuracy, precision, 
recall, F1-score, and area under the receiver operating 
characteristic curve (AUC-ROC).

Ethics and privacy consideration
Prior to conducting this research, ethics clearance was 
granted by the Institutional Review Board of the Uni-
versity of Rwanda with reference number CMHS/
IRB/338/2024. Prior to extracting data from the database 
for storage and analysis, rigorous data anonymization 
measures were implemented. All personal identifiable 
information (PII) such as patient names, national identifi-
cation numbers, and addresses were removed.

Results
Descriptive statistics
This study used data from 117,069 women who delivered 
and whose records were captured in the database of 25 
hospitals across Rwanda. After excluding entries with 
a substantial number of missing values, the final data-
set comprised of 32,783 women which constitute 28% 
of all women in the database. Of these, 16.5% (5,424 out 
of 32,783) experienced adverse pregnancy outcomes. 
Table 1 provides an overview of the descriptive statistics 
of 32,783 women included in this study.

Social and demographic characteristics
Participants were distributed across Rwanda’s five prov-
inces, with the majority from the Western Province 
(34%), followed by the Eastern Province (28%), Northern 
Province (20%), and Southern Province (18%). A small 
proportion (0.2%) resided in Kigali City. Adverse preg-
nancy outcomes were more prevalent in the Southern 
Province (30%) and Eastern Province (30%) compared 
to other provinces. Only 7.4% of participants resided 
in urban districts, with a slightly lower proportion of 
adverse outcomes (4.9%) among urban residents. The 
median age was 29 years (interquartile range: 24–34 
years) across both groups.

Regarding marital status, most participants (90%) were 
married, while 8.4% were separated, divorced, or wid-
owed, and 1.2% were single. These proportions were sim-
ilar across groups with and without adverse outcomes. 
In terms of occupation, the majority (84%) were farmers, 
followed by employed professionals (7.3%) and those not 
working (6.9%). Occupational patterns were consistent 
across groups. Nearly all participants (97%) reported 
having health insurance coverage, with a slightly higher 
proportion (98%) among those who experienced adverse 
pregnancy outcomes compared to those without adverse 
outcomes (97%).

Health status and medical history
The median body mass index (BMI) was 24.4 kg/m² (IQR: 
22.9–26.6) and was comparable between groups with and 
without adverse pregnancy outcomes. A small propor-
tion (3.9%) of participants were Rhesus negative, with a 
slightly higher percentage (4.1%) observed among those 
with adverse outcomes. Prevalence of infections such as 
hepatitis B (0.7%) and hepatitis C (0.7%) was low, show-
ing minimal differences between groups. HIV prevalence 
was 1.8%, but it was notably higher (2.6%) among partici-
pants with adverse outcomes compared to those without 
(1.6%).

Regarding obstetric and surgical history, 26% of partici-
pants had a previous uterine scar, with a higher propor-
tion (29%) among those with adverse outcomes. Similarly, 
a history of previous surgeries was reported by 6.4% of 
participants, rising to 11% among those with adverse out-
comes. Chronic diseases were reported by 2.8% of par-
ticipants, with a slightly higher prevalence (3.3%) among 
those with adverse pregnancy outcomes.

The median number of tetanus vaccine doses received 
was 3 (IQR: 2–3) across both groups. The median num-
ber of antenatal care (ANC) visits was 3 (IQR: 3–4), 
though participants without adverse outcomes had a 
slightly higher median of 4 visits compared to 3 visits 
among those with adverse outcomes. Regarding obstetric 
history, the median number of pregnancies was 2 (IQR: 
1–4) and the median number of live births was 1 (IQR: 



Page 5 of 13Sylvain et al. BMC Medical Informatics and Decision Making           (2025) 25:76 

Characteristic Overall,
N = 32,7831

No adverse pregnancy outcome,
N = 27,3591

Adverse pregnancy outcome,
N = 5,4241

Province
Eastern Province 9,103 (28%) 7,500 (27%) 1,603 (30%)
Kigali City 66 (0.2%) 60 (0.2%) 6 (0.1%)
Northern Province 6,653 (20%) 5,943 (22%) 710 (13%)
Southern Province 5,950 (18%) 4,301 (16%) 1,649 (30%)
Western Province 11,011 (34%) 9,555 (35%) 1,456 (27%)
Reside in Urban District 2,428 (7.4%) 2,160 (7.9%) 268 (4.9%)
Age 29 (24, 34) 29 (24, 34) 29 (24, 34)
Marital status
Married 29,628 (90%) 24,738 (90%) 4,890 (90%)
Separated/divorced/widow 2,761 (8.4%) 2,299 (8.4%) 462 (8.5%)
Single 394 (1.2%) 322 (1.2%) 72 (1.3%)
Occupation
Employed profession 2,391 (7.3%) 1,992 (7.3%) 399 (7.4%)
Farmer 27,489 (84%) 22,943 (84%) 4,546 (84%)
Not working 2,270 (6.9%) 1,883 (6.9%) 387 (7.1%)
Other occupation 633 (1.9%) 541 (2.0%) 92 (1.7%)
Body mass index 24.4 (22.9, 26.6) 24.5 (22.9, 26.6) 24.2 (22.7, 26.4)
Access to insurance 31,925 (97%) 26,617 (97%) 5,308 (98%)
Vitals signs at admission
Heart rate 84 (77, 92) 83 (77, 91) 85 (78, 94)
Systolic blood pressure 118 (111, 125) 118 (111, 125) 119 (111, 126)
Diastolic blood pressure 72 (66, 78) 72 (66, 78) 73 (67, 79)
Temperature 36.50 (36.40, 36.70) 36.50 (36.40, 36.70) 36.50 (36.30, 36.70)
Respiratory rate 19.00 (18.00, 20.00) 19.00 (18.00, 20.00) 18.00 (18.00, 20.00)
Blood oxygen saturation 98.00 (98.00, 99.00) 98.00 (98.00, 99.00) 98.00 (98.00, 99.00)
Number of tetanus vaccine 3.00 (2.00, 3.00) 3.00 (2.00, 3.00) 3.00 (2.00, 3.00)
Number of antenatal visits 3.00 (3.00, 4.00) 4.00 (3.00, 4.00) 3.00 (3.00, 4.00)
Number of pregnancies 2.00 (1.00, 4.00) 2.00 (1.00, 4.00) 2.00 (1.00, 4.00)
Number of born alive children 1.00 (0.00, 2.00) 1.00 (0.00, 2.00) 1.00 (0.00, 2.00)
Number of abortions 0.00 (0.00, 0.00) 0.00 (0.00, 0.00) 0.00 (0.00, 0.00)
Number of premature deliveries 0.00 (0.00, 0.00) 0.00 (0.00, 0.00) 0.00 (0.00, 0.00)
Number of stillbirth deliveries 0.00 (0.00, 0.00) 0.00 (0.00, 0.00) 0.00 (0.00, 0.00)
Laboratory results at admission
Hemoglobin 13.00 (12.10, 13.90) 13.00 (12.10, 13.90) 12.90 (11.90, 13.90)
Blood platelets count 208 (169, 250) 208 (170, 251) 206 (167, 249)
White blood cell count 8.5 (6.8, 10.8) 8.5 (6.8, 10.8) 8.7 (6.9, 11.1)
Rhesus negative 1,281 (3.9%) 1,059 (3.9%) 222 (4.1%)
Hepatitis B status 232 (0.7%) 190 (0.7%) 42 (0.8%)
Hepatitis C status 244 (0.7%) 208 (0.8%) 36 (0.7%)
HIV status 588 (1.8%) 446 (1.6%) 142 (2.6%)
Gestational weeks 39.00 (38.00, 40.00) 39.00 (38.00, 40.00) 39.00 (37.00, 40.00)
Number of fetuses
Singleton 31,945 (97%) 26,696 (98%) 5,249 (97%)
Twin 758 (2.3%) 595 (2.2%) 163 (3.0%)
Triplets 80 (0.2%) 68 (0.2%) 12 (0.2%)
Triage at admission
Green 7,525 (23%) 6,291 (23%) 1,234 (23%)
Orange 9,640 (29%) 7,923 (29%) 1,717 (32%)
Yellow 5,579 (17%) 4,761 (17%) 818 (15%)
Red 10,039 (31%) 8,384 (31%) 1,655 (31%)
Identified as emergency at admission 3,073 (9.4%) 2,122 (7.8%) 951 (18%)

Table 1 Descriptive statistics
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0–2) in both groups. Abortion history was rare, with a 
median of 0 (IQR: 0–0) across all participants. Similarly, 
premature deliveries and stillbirths were uncommon, 
each having a median of 0 (IQR: 0–0) in both groups.

Status at admission and delivery
The median gestational age at admission was 39 weeks 
(IQR: 38–40) across all participants. Those with adverse 
pregnancy outcomes had a slightly wider range (37–40 
weeks) compared to those without (38–40 weeks). Most 
participants were carrying singleton pregnancies (97%), 
with a slightly higher proportion of twin pregnancies 
(3.0%) among those with adverse outcomes compared to 
2.2% in the non-adverse group.

Among participants, 13% were admitted in labor, with 
a significantly higher proportion in the adverse out-
comes group (18%) compared to the non-adverse group 
(12%). The median fetal heart rate (FHR) at admission 
was consistent across groups, at 140 beats per minute 
(IQR: 134–146). Triage classification revealed that 31% 
of participants were categorized as red, indicating severe 
cases requiring immediate attention, and this propor-
tion was consistent across groups. Additionally, 29% were 
classified as orange (moderate risk), 17% as yellow (low 
risk), and 23% as green (stable condition). Participants 
with adverse outcomes had a higher proportion classi-
fied as orange (32%) compared to those without adverse 
outcomes (29%). Furthermore, 18% of participants with 
adverse outcomes were identified as emergencies at 
admission, compared to 7.8% in the non-adverse group. 
Danger signs were observed in 12% of participants over-
all, with a slightly higher prevalence in the adverse out-
comes group (13%) compared to 12% in the non-adverse 
group.

Laboratory and vital signs at admission
Participants exhibited generally stable vital signs upon 
admission. The median heart rate was 84 beats per min-
ute (IQR: 77–92), with slightly higher values observed 
among those with adverse outcomes (85  bpm, IQR: 
78–94) compared to those without adverse outcomes 
(83  bpm, IQR: 77–91). Median systolic and diastolic 
blood pressures were 118 mmHg (IQR: 111–125) and 72 
mmHg (IQR: 66–78), respectively, with marginally higher 
values in the adverse outcomes group (119/73 mmHg) 
compared to the non-adverse group (118/72 mmHg). 
Body temperature was consistent across both groups, 
with a median of 36.5  °C (IQR: 36.4–36.7). Respiratory 
rates were slightly lower in the adverse outcomes group 
(18 breaths per minute, IQR: 18–20) compared to the 
non-adverse group (19 breaths per minute, IQR: 18–20). 
Blood oxygen saturation levels remained stable across 
groups, with a median of 98% (IQR: 98–99).

Laboratory findings showed a median hemoglobin level 
of 13.0 g/dL (IQR: 12.1–13.9) overall, with slightly lower 
values in the adverse outcomes group (12.9  g/dL, IQR: 
11.9–13.9) compared to the non-adverse group (13.0  g/
dL, IQR: 12.1–13.9). Blood platelet counts had a median 
of 208 × 10³/µL (IQR: 169–250), with no substantial dif-
ferences between groups. The median white blood cell 
count was 8.5 × 10³/µL (IQR: 6.8–10.8), slightly higher in 
participants with adverse outcomes (8.7, IQR: 6.9–11.1) 
than those without (8.5, IQR: 6.8–10.8).

Mode of delivery and healthcare provider
The majority of deliveries (68%) were attended by medi-
cal doctors, with a slightly lower proportion (67%) among 
participants with adverse pregnancy outcomes com-
pared to those without (69%). Midwives assisted in 30% 
of deliveries overall, with similar proportions in both 

Characteristic Overall,
N = 32,7831

No adverse pregnancy outcome,
N = 27,3591

Adverse pregnancy outcome,
N = 5,4241

Presence of danger sign 3,941 (12%) 3,234 (12%) 707 (13%)
Previous uterine scar 8,586 (26%) 6,989 (26%) 1,597 (29%)
Previous surgical history 2,095 (6.4%) 1,522 (5.6%) 573 (11%)
History of chronic diseases 931 (2.8%) 752 (2.7%) 179 (3.3%)
FHR at admission 140 (134, 146) 140 (134, 146) 140 (134, 146)
Admitted in Labor 4,334 (13%) 3,372 (12%) 962 (18%)
Healthcare provider at birth
Medical doctor 22,438 (68%) 18,813 (69%) 3,625 (67%)
Midwife 9,905 (30%) 8,209 (30%) 1,696 (31%)
Others 440 (1.3%) 337 (1.2%) 103 (1.9%)
Method of delivery
Assisted vaginal delivery 267 (0.8%) 194 (0.7%) 73 (1.3%)
Cesarean section 14,888 (45%) 11,705 (43%) 3,183 (59%)
Spontaneous vaginal delivery 17,628 (54%) 15,460 (57%) 2,168 (40%)
1n (%); Median (IQR)

Table 1 (continued) 
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groups (31% in the adverse outcomes group and 30% in 
the non-adverse group). A small proportion (1.3%) of 
deliveries were attended by other healthcare providers, 
which was slightly higher (1.9%) in the adverse outcomes 
group compared to 1.2% in the non-adverse group. Spon-
taneous vaginal delivery was the most common method, 
accounting for 54% of all births. However, participants 
with adverse pregnancy outcomes were more likely to 
undergo cesarean Sect.  (59%) compared to 43% in the 
non-adverse group. Assisted vaginal deliveries were 
uncommon, representing less than 1% of all births, but 
were slightly higher in the adverse outcomes group (1.3%) 
than in the non-adverse group (0.7%).

Initial machine learning training
The results of the machine learning training revealed 
varying performances across different models, as illus-
trated in Table 2. The Random Forest model achieved the 
highest accuracy of 90.38% and highest AUC-ROC score 
(0.8384). The precision of this model was notably high 
(86.79%), although its recall was relatively low (47.74%). 
In comparison, the Gradient Boosting model also per-
formed well, with an accuracy of 88.49% and AUC-ROC 
score of 0.8221. This model exhibited a balance between 
precision and recall, with a precision of 72.12% and a 
recall of 46.89%.

Other models, such as logistic regression and support 
vector machines (SVM), displayed moderate perfor-
mance. Logistic Regression had an accuracy of 74.18%, 
with an AUC-ROC score of 0.7755. It had a relatively 
lower precision (34.61%) and recall (67.17%). Similarly, 
the SVM achieved an accuracy of 81.55% and an AUC-
ROC of 0.7999, with a precision of 44.69% and recall of 
59.53%. The Decision Tree model also demonstrated a 
strong performance, with an accuracy of 82.9% and an 
AUC-ROC score of 0.7202. Its precision was 47.55% and 
recall was 55.94%, indicating a reasonable balance, but 
still lower than that of the Random Forest and Gradient 
Boosting models. The multilayer perceptron (MLP) clas-
sifier had an accuracy of 81.27% and an AUC-ROC score 
of 0.7832, with a precision of 43.94% and recall of 57.45%. 
Although it offered a good balance, it did not surpass the 
Random Forest and Gradient Boosting models in terms 
of overall performance.

Hyperparameter tuning
Three models; Random Forest, Gradient Boosting Classi-
fier, and Multilayer Perceptron—were selected for hyper-
parameter tuning. Based on their overall performance 
across key evaluation metrics, particularly AUC-ROC 
and accuracy, as shown in Table  2, Random Forest and 
Gradient Boosting Classifiers were the top two algo-
rithms, followed by SVM and MLP. Although SVM 
showed reasonable performance, recent literature has 
demonstrated the high performance of neural network-
based models, which is why the MLP classifier was priori-
tized for hyperparameter tuning over SVM. This decision 
aimed to leverage the strengths of neural networks for 
predictive accuracy in healthcare applications. Figure  1 
presents the Receiver Operating Characteristic (ROC) 
curves and the area under the curve (AUC) for the three 
best-performing models after hyperparameter tuning.

Following hyperparameter tuning, the Random Forest 
model was refined with the following optimal parame-
ters: bootstrap = False, max_depth = None, min_samples_
leaf = 1, min_samples_split = 2, and n_estimators = 300. 
This final tuned model achieved a test accuracy of 90.6% 
and an ROC-AUC score of 0.85. The precision and recall 
were 90.8% and 46.5%, respectively. Figure  2 shows the 
confusion matrix of Random Forest model after hyperpa-
rameter tuning.

Feature importance
Using the optimized random forest model, features 
were ranked according to their importance in predicting 
adverse pregnancy outcomes. Figure 3 presents the rank-
ing of the various variables based on their importance in 
predicting adverse pregnancy outcomes. The most influ-
ential feature was gestational age, with an importance 
score of 0.107119. The number of pregnancies followed 
with an importance score of 0.084591, and the number 
of antenatal visits also showed a high importance score 
of 0.069602.

Vital sign parameters, especially respiratory rate and 
oxygen saturation at admission, had importance scores of 
0.064599 and 0.045226, respectively, followed by tetanus 
vaccination, with an importance score of 0.063007. The 
number of children born alive had an important score 
of 0.040902, while the geographical location (South-
ern Province) was also a notable factor with a score of 
0.039592. Fetal heart rate at admission had an impor-
tance score of 0.037457, and other vital signs param-
eters: temperature and heart rate at admission, followed 
by importance scores of 0.037077 and 0.029227, respec-
tively. This was followed by laboratory parameters such 
as white blood cell and platelet counts at admission, with 
feature importances of 0.026270 and 0.024837, respec-
tively. The mother’s age and body mass index (BMI) 
were also relevant, with scores of 0.025958 and 0.025903, 

Table 2 Performance of machine learning models
Model Accuracy AUC-ROC Precision Recall F1 Score
Logistic Regression 0.7418 0.7755 0.3461 0.6717 0.4568
Decision Tree 0.829 0.7202 0.4755 0.5594 0.5140
Random Forest 0.9038 0.8384 0.8679 0.4774 0.6160
SVM 0.8155 0.7999 0.4469 0.5953 0.5105
Gradient Boosting 0.8849 0.8221 0.7213 0.4689 0.5683
MLP Classifier 0.8127 0.7832 0.4394 0.5745 0.4979
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respectively. The diastolic blood pressure at admission 
had an importance score of 0.024744, and the hemoglo-
bin level at admission was 0.024381. Systolic blood pres-
sure at admission closely followed the importance score 
of 0.024191. The delivery methods, specifically spontane-
ous vaginal delivery and cesarean section had scores of 
0.021371 and 0.019242, respectively. Northern Province 
had an important score of 0.015233, and the number of 
abortions was 0.015165. Healthcare providers at birth 
(midwives) and emergency cases had importance scores 
of 0.013549 and 0.012501, respectively.

Other features such as the Western Province 
(0.011105), number of stillbirths (0.008580), previous 
uterine scar (0.007114), and previous surgical history 
(0.006580) were also noted. Triage classification (orange, 
red, yellow), presence of danger signs, and occupation 
(farmer) were included with varying importance scores, 
along with marital status, and rhesus negative status. 
Features such as the number of fetuses, preterm deliver-
ies, history of chronic diseases, access to insurance, HIV 
status, healthcare provider at birth (others), and various 
provinces and religious affiliations had lower importance 
scores but were still considered in the model.

Discussion
The primary objective of this study was to leverage 
machine learning techniques to predict adverse preg-
nancy outcomes using an extensive dataset derived from 

the electronic medical record (EMR) system in Rwanda. 
Despite the implementation of electronic medical record 
(EMR) systems in Rwanda since 2006 [17], research 
utilizing these data has been limited due to their com-
plex structure, restricted access, and quality challenges 
[38–40]. This study is notable for being one of the first 
in Rwanda to utilize nationwide EMR data from 25 hos-
pitals and the first to apply machine-learning techniques 
to these datasets. This represents a significant advance-
ment in leveraging EMR data for predictive modeling in 
healthcare.

Data quality, particularly completeness, was a signifi-
cant consideration in this research, aligning with pre-
vious findings that identified data quality as a major 
obstacle in utilizing EMR data for research purposes 
[38]. Of the 117,069 women who delivered, only 32,783 
were included in the analysis because of extensive miss-
ing data. This represents just 28% completeness, a nota-
bly lower figure than the 85% completeness observed in 
a prior study in Rwanda that assessed EMR data for HIV-
related care [41]. This discrepancy may be attributed to 
the fact that EMR systems were initially implemented for 
HIV care, benefiting from nearly two decades of devel-
opment and refinement, whereas the broader application 
of EMR data in other areas, such as hospitalization and 
maternity, is still in its early stages [42, 43].

The results revealed that the optimized Random For-
est model achieved the highest performance with an 

Fig. 1 Receiver operating characteristic - area under the Curve (ROC-AUC) after hyperparameter tuning
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accuracy of 90.6% and an ROC-AUC score of 0.85. A 
model precision of 90.8% underscores its effectiveness in 
identifying adverse outcomes, although its recall of 46.5% 
highlights the challenge of detecting all adverse cases. In 
addition to random Forest, Gradient Boosting Classifier 
also achieved a higher accuracy and ROC-AUC of 88.49% 
and 0.822, respectively. These results are consistent with 
previous studies that consistently found Random Forest 
and Gradient Boosting Models to be the best performing 
algorithms in the prediction of adverse pregnancy out-
comes [36, 44, 45].

Although our machine learning model achieved a high 
accuracy of 90.6%, AUC of 0.85, and precision of 90.8%, 
it performed poorly on the recall metric, yielding a result 
of 46.5%. This highlights the challenges in handling such 
an unbalanced dataset, where only 16.5% of the women 
experienced adverse pregnancy outcomes. Although we 
employed the synthetic minority oversampling tech-
nique (SMOTE) to mitigate this imbalance, the distinct 
characteristics of the minority abnormal samples remain 
difficult to capture. As a result, many abnormal samples 
were misclassified as normal, leading to a low recall. This 
observation is also consistent with previous literature, 
especially a study by Yuwei Hang, who used EMR data to 
predict adverse pregnancy outcome [36].

In addition, the high performance of the random forest 
and gradient boosting model is also evident in the predic-
tion of individual maternal and neonatal conditions, such 
as pre-eclampsia [46, 47], method of delivery [48, 49], low 
birth weight, prematurity [50], and other conditions.

This study highlights the importance of gestational age 
in predicting adverse pregnancy outcomes. This is self-
explanatory, as delivery beyond term gestational age, 
such as prematurity, remains among the major causes 
of neonatal morbidity and mortality in Rwanda [51]. 
Moreover, post-term delivery is associated with adverse 
neonatal outcomes. Additionally, the number of preg-
nancies has emerged as an important factor for predict-
ing pregnancy outcomes. This is consistent with previous 
ML studies that identified the number of pregnancies 
and parity as important predictors of pregnancy out-
comes [36, 44]. This is also consistent with previous epi-
demiological studies that have established a relationship 
between the number of pregnancies, deliveries, and preg-
nancy outcomes [52]. The number of antenatal visits and 
services provided during ANC such as Tetanus Vaccina-
tion, has also emerged as an important proxy indicator of 
health service utilization. This is a well-established rela-
tionship that links antenatal care underutilization with 
the development of adverse pregnancy outcomes [53]. 

Fig. 2 Confusion matrix of random forest model
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Maternal age was also identified as a contributing factor 
to the maternal and neonatal outcomes. This finding is in 
line with previous studies that have established a strong 
relationship between maternal age and outcomes.

In addition, this study highlights the importance of 
vital sign parameters at admission in predicting mater-
nal and neonatal pregnancy outcomes. In this study, vital 
sign parameters such as heart rate, oxygen saturation, 
temperature, blood pressure, and respiratory rate were 
important for predicting pregnancy outcomes. Similarly, 
laboratory results, such as hemoglobin, platelet counts, 
and white blood cell counts at admission, were also 
important in the prediction. This is a crucial impact of 
vital signs, and the laboratory results are consistent and 
have been documented in several studies [54, 55]. Not 
surprisingly, the status of the fetus, which was approxi-
mately measured using the fetal heart rate, was of great 
importance in predicting pregnancy outcomes, espe-
cially adverse neonatal outcomes. The predictive value of 
geographical location, specifically the province, may be 
indicative of underlying socioeconomic factors, including 
disparities in literacy levels, wealth, access to healthcare, 
and care-seeking behaviors, all of which are frequently 
associated with regional disparities in health outcomes. 

This observation is similar to those observed in previ-
ous study that analyzed in Spatio-temporal disparities in 
maternal health service utilization in Rwanda [56].

The method of delivery, especially cesarean section, 
is highly important in the prediction of pregnancy out-
comes. This observation is well-documented in previ-
ous studies that showed an increased risk of maternal 
and neonatal mortality and morbidity following cesar-
ean delivery [57]. Adverse outcomes among women who 
delivered via cesarean section were also observed in 
Rwanda.

Limitation of the study
This study leverages a significant strength in utilizing a 
large dataset derived from EMRs across 25 public dis-
trict hospitals in Rwanda. This comprehensive dataset 
provides a valuable resource for investigating factors 
associated with adverse pregnancy outcomes. However, 
limitations and threats to external validity of this study 
should be acknowledged.

Firstly, the study population may not be fully repre-
sentative of all pregnant women in Rwanda. This study 
included women who delivered at public district hospi-
tals, which represent approximately 35% of all births in 

Fig. 3 Ranking of importance of features in prediction of adverse outcome
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Rwanda [32]. Women who delivered at public health cen-
ters (primary level of care) and those who delivered at 
tertiary public facilities or private facilities were excluded 
due to the use of different EMR systems. This exclusion 
of a substantial portion of the population may introduce 
selection bias and limit the generalizability of the findings 
to all pregnant women in Rwanda. Secondly, data quality 
issues, such as missing data and potential inconsistencies 
within and between hospitals, could have influenced the 
model’s performance and limited its accuracy. Thirdly, 
the external validity of the model may be limited. The 
model’s performance may not be generalizable to other 
healthcare settings with different patient populations, 
resources, and care practices. Furthermore, the temporal 
validity of the model may be limited as healthcare prac-
tices, the prevalence of certain risk factors, and the char-
acteristics of the population may evolve over time.

Conclusion
This study represents a pioneering effort to leverage 
machine learning techniques to predict adverse preg-
nancy outcomes using nationwide electronic medical 
record (EMR) data from Rwanda. Despite the challenges 
associated with data quality and completeness, the study 
demonstrated the potential of machine learning models, 
particularly Random Forest and Gradient Boosting Clas-
sifiers, to achieve high accuracy and precision in pre-
dictive modeling. The optimized Random Forest model 
achieved an accuracy of 90.6%, a ROC-AUC score of 
0.85, and a precision of 90.8%, demonstrating its effec-
tiveness in identifying adverse outcomes. However, its 
recall of 46.5% highlights a notable limitation in detect-
ing all adverse cases, particularly within a highly imbal-
anced dataset. While this may reduce its practicality 
in scenarios where high sensitivity is crucial—such as 
healthcare settings that require early detection and inter-
vention—the model’s high precision makes it more suit-
able for applications where minimizing false positives 
and avoiding unnecessary interventions are prioritized. 
Nonetheless, the low recall underscores the need for fur-
ther model refinement or complementary approaches to 
improve sensitivity and ensure broader applicability in 
clinical practice.

Key factors, such as gestational age, number of preg-
nancies, antenatal visits, maternal age, vital sign parame-
ters, and method of delivery, were identified as significant 
predictors of adverse pregnancy outcomes. These find-
ings align with existing literature and underscore the 
importance of comprehensive data collection and moni-
toring during pregnancy and delivery.

Implications for practice and policy recommendations
The findings of this study demonstrate the potential 
for integrating machine learning models into Rwanda’s 

maternal and neonatal health monitoring systems to 
enhance early risk identification and intervention plan-
ning. Predictive tools, such as those developed in this 
study, could assist healthcare providers in triaging high-
risk pregnancies, enabling timely interventions and more 
efficient resource allocation. However, the observed 
limitations in recall emphasize the need to complement 
high-specificity models with approaches that improve 
sensitivity, ensuring that critical cases are not overlooked 
in clinical applications where early detection is vital.

Policymakers should prioritize investments in strength-
ening EMR systems by improving data quality, complete-
ness, and interoperability to ensure reliable inputs for 
predictive modeling. Efforts should also focus on building 
healthcare provider capacity to interpret and apply model 
predictions effectively. Expanding EMR systems to cap-
ture more granular data, particularly for rare but severe 
outcomes, will further enhance model performance and 
scalability. Promoting the adoption of machine learn-
ing-based decision-support tools in maternal and child 
health programs can help reduce adverse outcomes and 
advance data-driven healthcare practices across Rwanda.
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