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Abstract
Background Depressive disorder, particularly major depressive disorder (MDD), significantly impact individuals 
and society. Traditional analysis methods often suffer from subjectivity and may not capture complex, non-linear 
relationships between risk factors. Machine learning (ML) offers a data-driven approach to predict and diagnose 
depression more accurately by analyzing large and complex datasets.

Methods This study utilized data from the National Health and Nutrition Examination Survey (NHANES) 2013–2014 
to predict depression using six supervised ML models: Logistic Regression, Random Forest, Naive Bayes, Support 
Vector Machine (SVM), Extreme Gradient Boost (XGBoost), and Light Gradient Boosting Machine (LightGBM). 
Depression was assessed using the Patient Health Questionnaire (PHQ-9), with a score of 10 or higher indicating 
moderate to severe depression. The dataset was split into training and testing sets (80% and 20%, respectively), and 
model performance was evaluated using accuracy, sensitivity, specificity, precision, AUC, and F1 score. SHAP (SHapley 
Additive exPlanations) values were used to identify the critical risk factors and interpret the contributions of each 
feature to the prediction.

Results XGBoost was identified as the best-performing model, achieving the highest accuracy, sensitivity, specificity, 
precision, AUC, and F1 score. SHAP analysis highlighted the most significant predictors of depression: the ratio family 
income to poverty (PIR), sex, hypertension, serum cotinine and hydroxycotine, BMI, education level, glucose levels, 
age, marital status, and renal function (eGFR).

Conclusion We developed ML models to predict depression and utilized SHAP for interpretation. This approach 
identifies key factors associated with depression, encompassing socioeconomic, demographic, and health-related 
aspects.

Keywords Depression, Depressive disorder, Supervised machine learning, Logistic regression, Random forest, Naïve 
bayes, Support Vector Machine (SVM), eXtreme Gradient Boost (XGBoost), Light Gradient Boosted Machine (Light-
GBM), Shapley Addictive exPlanations (SHAP)
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Introduction
Depressive disorder, specifically major depressive dis-
order (MDD), place a significant burden on individuals 
and society. These psychiatric disorders are distinguish-
able by pervasive feelings of sadness, emptiness, or hope-
lessness that significantly interfere with a person’s daily 
activities. These disorders are highly prevalent worldwide 
and have a significant impact on individuals’ ability to do 
daily tasks, their overall well-being, their cognitive func-
tion, and employment status [1]. Depression can cause 
significant limitations in personal, social, and occupa-
tional domains, making it an important public health 
concern that requires effective methods for prediction 
and intervention [1, 2]. Depression is the primary cause 
of impairment, as determined by Years Lived with Dis-
ability (YLDs), and the fourth most significant contribu-
tor in the worldwide burden of disease, according to the 
World Health Organization (WHO) [3]. The Global Bur-
den of Disease (GBD) study shows that depressive disor-
ders account for a substantial portion of total Disability 
Adjusted Life Years (DALYs) and YLDs, with a trend of 
increasing burden over time [4]. An increase in the global 
economic burden of mental health diseases is anticipated, 
with a particular emphasis on the burden of depressive 
disorders. This highlights the urgent need for effective 
strategies to address the rising burden of depressive dis-
orders and improve access to mental health care services.

Traditional statistical methods have long been 
employed in the prediction and analysis of depres-
sion. These methods typically involve hypothesis-driven 
approaches that use predefined models to understand the 
relationships between various risk factors and depression 
outcomes. Despite being helpful, they may not capture 
the complex, non-linear relationships between different 
risk factors and depression, limiting their effectiveness in 
fully understanding and predicting the disorder.

Recent studies have shown that machine learning (ML) 
has become a revolutionary tool for predicting and diag-
nosing diseases [5–7]. It offers several advantages over 
traditional statistical methods [6]. Unlike conventional 
approaches that test hypotheses derived from theories, 
ML focuses on discovering hidden patterns and interac-
tions within large datasets [6]. This capability enables ML 
to analyze complex, non-linear relationships among vari-
ables, leading to more accurate and nuanced predictions 
of depression risk [8].

One of the major challenges in adequately address-
ing MDD is identifying affected individuals and ensur-
ing appropriate and timely treatment. MDD symptoms 
are internally experienced, and often go undetected. The 
application of ML in epidemiological studies and pub-
lic health has revolutionized the approach to depression 
prediction and early intervention [9, 10]. ML algorithms 
can process vast amounts of data from electronic health 

records (EHRs), biometric markers, and patient char-
acteristics to identify individuals at risk of developing 
depression [9, 11]. This ability to analyze complex, mul-
tidimensional data sets with greater precision than tra-
ditional methods make ML particularly valuable in the 
context of population-level health studies.

When considering the broader context of an individual 
or population, depression is influenced by a multitude of 
factors. The critical question arises: which of these identi-
fied risk factors are the most significant, and how do they 
contribute to the formation of the predicted outcome?

Through this study, we aim to assess the role of machine 
learning (ML) in epidemiological research. Additionally, 
we strive to explore all potential risk factors for depres-
sive disorders (DD) based on large-scale National Health 
and Nutrition Examination Survey (NHANES) data from 
the year 2013–2014 using supervised ML. Furthermore, 
we aim to evaluate the contribution of each risk factor to 
the development of DD.

Methods
Study participants
The study employed data from NHANES 2013–2014, 
which is a dependable and extensive random sample 
designed to evaluate the health and nutritional condi-
tion of the US population (www.cdc.gov/nchs/nhanes). 
Participants were questioned in their residences, and had 
physical and laboratory examinations at a mobile exami-
nation center (MEC). The National Centre for Health 
Statistics Research Ethics Review Board granted ethics 
approval (Protocol # 2013-14) for all the study proce-
dures, and all subjects provided signed informed consent. 
The studies conducted adhered to NHANES guidelines 
and regulations. The study specifically eliminated those 
who were under the age of 18 and those who provided 
incomplete or insufficient responses.

Data collection
Data for the study were collected from various sources 
within NHANES 2013–2014, including: Demographic 
Data, Examination Data, Laboratory Data, and Question-
naire Data. The following variables were employed:

  • Age was calculated from the date of the interview to 
the date of birth.

  • Gender was coded as male or female by NHANES 
personnel.

  • Race was assessed by two questions: “Do you identify 
as Hispanic, Latino, or Hispanic?” and “What race do 
you consider yourself?” Based on the responses, race 
was categorized into six groups: Mexican American, 
Other Hispanic, Non-Hispanic White, Non-Hispanic 
Black, Non-Hispanic Asian, and Other Race.

http://www.cdc.gov/nchs/nhanes
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  • Education level was grouped by the question: “What 
is the highest grade or level of school you have 
completed or the highest degree you have received?” 
Responses were divided into five groups: less than 
grade 9th, 9–11th grade, high school graduate, some 
college or associate degree, and college graduate or 
above.

  • Marital status was categorized as married, widowed, 
divorced, separated, never married, and living with a 
partner.

  • PIR refers to the ratio of family income to the family’s 
appropriate poverty threshold. Annual family income 
was categorized into four levels: low (income < 
$20,000), low-medium ($20,000 ≤ income < $75,000), 
medium-high ($75,000 ≤ income < $99,000), and high 
income (income > $100,000).

  • Body mass index (BMI) was calculated as weight in 
kilograms divided by height in meters squared (kg/
m²).

  • Blood pressure was measured using a mercury 
sphygmomanometer, with two consecutive readings 
of systolic blood pressure (SBP) and diastolic blood 
pressure (DBP) taken at 5-minute intervals. The 
mean of the two readings was calculated for analysis.

  • The estimated glomerular filtration rate (eGFR) was 
calculated using the Modification of Diet in Renal 
Disease formula: eGFR = 186 * creatinine(-1.154) * 
age(-0.203) * (0.742 if female).

  • Both smoking and drinking habits were separated 
into three categories: current, past, and never.

  • Physical activity was categorized as mild, moderate, 
or vigorous.

  • Hypertension was defined as a resting SBP ≥ 140 
mmHg, a DBP ≥ 90 mmHg, or the use of 
hypertensive medication.

  • Diabetes was defined as a two-hour glucose 
tolerance test result ≥ 200 mg/dL, plasma fasting 
glucose ≥ 126 mg/dL, glycohemoglobin ≥ 6.5%, or the 
use of diabetic medication.

  • Dyslipidemia was defined as total 
cholesterol ≥ 200 mg/dL, triglycerides ≥ 150 mg/dL, 
low-density lipoprotein cholesterol ≥ 140 mg/dL, 
high-density lipoprotein cholesterol < 40 mg/dL, or 
the use of lipid-lowering medication.

Depressive disorder assessment
Depression was assessed using the Patient Health Ques-
tionnaire (PHQ-9), a nine-item depression scale that is 
widely used to screen, diagnose, monitor, and measure 
the severity of depression. The PHQ-9 screening instru-
ment consists of nine questions about depression symp-
toms experienced during the past 2 weeks followed by a 
single question that assesses associated impairment. Each 
question is scored on a scale from 0 to 3, with 0 indicating 

the absence of the symptom, 1 indicating its presence for 
several days, 2 indicating its presence for more than half 
of the days and 3 indicating its presence nearly every day. 
The result of the PHQ-9 questionnaire consists of scores 
ranging from 0 to 27. The PHQ-9 is widely used in vari-
ous areas, such as psychiatric hospitals, primary care, 
and the general population, and has demonstrated good 
reliability and validity in assessing depression severity 
[12, 13]. A score equal to or exceeding 10 is frequently 
employed as a benchmark for indicating moderate to 
severe depression. Studies have discovered that a PHQ-9 
score of 10 or higher is both extremely sensitive and spe-
cific in identifying severe depression [14]. In this study, 
we employed a PHQ-9 score of 10 as the threshold for 
diagnosing individuals with depressive disorder.

Data pre-processing
We conducted a comprehensive analysis of the NHANES 
dataset to predict depression status using various statisti-
cal and machine learning techniques. Initially, we filtered 
and cleaned the data, creating a cumulative depression 
score and categorizing individuals based on their depres-
sion levels. We also derived variables for smoking, drink-
ing, physical activity, family income, blood pressure, 
hypertension, dyslipidemia, diabetes, and renal function.

The data was described using the mean and standard 
deviation for symmetric numerical variables, and the 
median and interquartile range for asymmetric numeri-
cal variables. Categorical variables were described using 
frequency and percentage. To analyse differences in par-
ticipants characteristics between those with and with-
out depression, we utilized a range of statistical tests, 
including Student’s t-tests, Mann-Whitney U tests, and 
Chi-squared tests, depending on the suitability for each 
variable.

Features selection
The selection of features (variables) was conducted in a 
systematic manner to retain only the most relevant pre-
dictors for the model development. Initially, variables 
with over 50% missing data were excluded to minimize 
potential bias caused by imputation. We used Random 
Forest-based imputation for handling missing data [15]. 
Following this, a correlation matrix was employed to 
identify and remove variables exhibiting high multi-
collinearity, defined as having a correlation coefficient 
exceeding 0.8. Subsequently, Least Absolute Shrink-
age and Selection Operator (LASSO) regression was 
used to shrink the coefficients of less influential predic-
tors towards zero, effectively eliminating them from the 
model. The final set of features used for model develop-
ment is presented in Supplementary Table S2.
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Model development
The significant imbalance could lead to the model 
being biased toward the majority class (without depres-
sion), which would reduce its effectiveness in predict-
ing depression cases. To mitigate this issue, we reduced 
the number of samples from the majority class (with-
out depression) to match the number of samples in the 
minority class (depression). By using Random Under-
sampling, we ensured that both classes were equally 
represented during model training. This approach was 
chosen for its simplicity and effectiveness in improving 
model performance when dealing with imbalanced data. 
Next, we applied one-hot encoding to convert categori-
cal variables into a binary format and normalization to 
scale the numerical features to prepare the data for the 
machine learning models. In this study, the Z-score nor-
malization method was used for data normalization. Spe-
cifically, this technique centers each numerical feature by 
subtracting the mean and then scales it by dividing by the 
standard deviation [5, 6]. The dataset was split into train-
ing and testing sets with an 80% and 20% ratio, respec-
tively. We trained multiple models, including LR, RF, NB, 
SVM, XGBoost, and LightGBM. The selection of LR, RF, 
NB, SVM, XGBoost, and LightGBM is based on several 
key considerations, including diversity, proven effective-
ness, handling of different data types, and computational 
efficiency. We choose a diverse set of algorithms to cap-
ture both linear and non-linear relationships in the data. 
Each model brings unique strengths: LR is a staple for 
risk prediction due to its simplicity and interpretability 
[16], Naive Bayes efficiently handles categorical features 
[17], SVM is suitable for high-dimensional data [18, 19], 
RF and gradient boosting models capture non-linear 
relationships and complex feature interactions [20, 21]. 
XGBoost, a gradient boosting method, is known for its 
high efficiency and accuracy, making it a powerful tool 
for both classification and regression tasks in the con-
text of medical research [22]. Additionally, LightGBM’s 
computational efficiency makes it ideal for large-scale 
datasets [23]. This diverse set of models was chosen to 
leverage their complementary strengths, providing a 
comprehensive evaluation across different algorithm 
types. During training, we used 5-fold cross-validation to 
ensure robustness. After training, we tested the models 
on the test set and calculated performance metrics such 
as accuracy, sensitivity, specificity, precision, area under 
the receiver operating characteristic curve (AUC) and 
F1-score.

The hyperparameter optimization process involved the 
systematic tuning of key parameters for each machine 
learning model. The study utilized grid search-based 
hyperparameter tuning in combination with 5-fold cross-
validation to evaluate different combinations of param-
eters and ensure stability and minimizing the impact of 

random variations. The objective was to identify the opti-
mal configuration that maximized model performance, 
specifically focusing on metrics such as accuracy and 
AUC. The best model for predicting depression was iden-
tified by comparing performance metrics on the test set.

Model explanation
SHAP scores are used to explain the output of our 
depression prediction model. SHAP values provide a 
common measure for interpreting how each feature in a 
model contributes to prediction.

We analysed feature importance using SHAP values. 
This thorough approach allowed us to pinpoint key fac-
tors influencing depression and evaluate how these 
factors contribute for predicted outcome, ultimately 
enhancing our understanding of the dataset and the 
underlying relationships within the data. The analysis was 
conducted using the statistical software R (version 4.4.0).

Results
Participants’ characteristics
The study evaluated the characteristics of 5,372 par-
ticipants, divided into those without depression (4,861, 
90.5%) and those with depression (511, 9.5%). The results 
show significant differences between the two groups on 
a range of demographic, socio-economic and health-
related factors.

Participants with depression were older with high pro-
portion of females and low level of education. However, 
non-Hispanic Asians were the more prevalent among 
those without depression.

There were fewer married individuals and more 
divorced individuals in the depression group. Similarly, 
current smokers were more prevalent among those with 
depression. Physical activity levels were lower, and very-
low family income was more common in the depression 
group.

Health measures showed that the depression group had 
higher systolic blood pressure and BMI. Biochemical dif-
ferences included lower eGFR, higher apolipoprotein B, 
lower HDL-cholesterol, and higher triglyceride, fasting 
glucose, and two-hour glucose levels.

Moreover, serum and urine cotinine and hydroxycoti-
nine levels were significantly higher among participants 
with depression. Furthermore, participants with depres-
sion tended to have higher prevalence of hypertension, 
diabetes and dyslipidemia.

These findings indicate significant differences in demo-
graphics, socioeconomic status, lifestyle factors, bio-
chemical parameters, and health conditions between 
participants with and without depression, highlighting 
the multifaceted nature of depression and its association 
with various risk factors, illustrated in Table 1.
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Overall Without 
depression

Depression p-
value

(N = 5372) (N = 4861) (N = 511)
Age, years 47 [32, 63] 46 [31, 63] 52 [36, 63] < 0.001
Sex, n (%) < 0.001
 Male 2585 

(48.1%)
2416 (49.7%) 169 (33.1%)

 Female 2787 
(51.9%)

2445 (50.3%) 342 (66.9%)

Race, n (%) < 0.001
 Mexican 
American

753 (14.0%) 676 (13.9%) 77 (15.1%)

 Other 
Hispanic

481 (9.0%) 423 (8.70%) 58 (11.4%)

 Non-His-
panic White

2315 
(43.1%)

2091 (43.0%) 224 (43.8%)

 Non-His-
panic Black

1087 
(20.2%)

979 (20.1%) 108 (21.1%)

 Non-His-
panic Asian

562 (10.5%) 544 (11.2%) 18 (3.52%)

 Other Race 
- Multi-Racial

174 (3.2%) 148 (3.04%) 26 (5.09%)

Education 
level, n (%)

< 0.001

 Less than 
9th grade

357 (6.6%) 293 (6.0%) 64 (12.5%)

 9-11th 
grade

683 (12.7%) 578 (11.9%) 105 (20.5%)

 High school 
graduate

1130 
(21.0%)

1012 (20.8%) 118 (23.1%)

 Some 
college or AA 
degree

1591 
(29.6%)

1443 (29.7%) 148 (29.0%)

 College 
graduate or 
above

1292 
(24.1%)

1237 (25.4%) 55 (10.8%)

Marital sta-
tus, n (%)

< 0.001

 Married 2637 
(49.1%)

2449 (50.4%) 188 (36.8%)

 Widowed 369 (6.9%) 312 (6.4%) 57 (11.2%)
 Divorced 582 (10.8%) 484 (10.0%) 98 (19.2%)
 Separated 151 (2.8%) 124 (2.6%) 27 (5.3%)
 Never 
married

955 (17.8%) 872 (17.9%) 83 (16.2%)

 Living with 
partner

358 (6.7%) 322 (6.6%) 36 (7.0%)

Smoking_
status, n (%)

< 0.001

 Current 1056 
(19.7%)

891 (18.3%) 165 (32.3%)

 Former 1199 
(22.3%)

1077 (22.2%) 122 (23.9%)

 Never 3117 
(58.0%)

2893 (59.5%) 224 (43.8%)

Drinking_sta-
tus, n (%)

0.411

Table 1 Characteristics of study participants with and without 
depression Overall Without 

depression
Depression p-

value
(N = 5372) (N = 4861) (N = 511)

 Current 3771 
(70.2%)

3410 (70.2%) 361 (70.6%)

 Former 687 (12.8%) 615 (12.7%) 72 (14.1%)
 Never 914 (17.0%) 836 (17.2%) 78 (15.3%)
Physical ac-
tivity, n (%)

< 0.001

 Mild 1320 
(24.6%)

1107 (22.8%) 213 (41.7%)

 Moderate 3713 
(69.1%)

3441 (70.8%) 272 (53.2%)

 Vigorous 339 (6.3%) 313 (6.4%) 26 (5.1%)
Family in-
come, n (%)

< 0.001

 Very-Low 1210 
(22.5%)

1014 (20.9%) 196 (38.4%)

 Low-Me-
dium

2586 
(48.1%)

2341 (48.2%) 245 (47.9%)

 Medium-
High

442 (8.2%) 427 (8.8%) 15 (2.9%)

 High 919 (17.1%) 890 (18.3%) 29 (5.7%)
Ratio of fam-
ily income to 
poverty

2.10 [1.04, 
4.05]

2.19 [1.07, 4.19] 1.27 [0.78, 2.40] < 0.001

SBP, mm Hg 122 (17.3) 122 (17.1) 125 (19.0) 0.001
DBP, mm Hg 68.9 (12.6) 68.9 (12.6) 69.3 (12.4) 0.538
BMI, kg/m2 29.0 (7.23) 28.7 (6.91) 31.6 (9.38) < 0.001
BUN, mg/dL 13.3 (6.08) 13.2 (5.68) 13.5 (8.99) 0.543
Creatinine 
(mg/dL)

0.914 
(0.525)

0.86 [0.72;1.01] 0.82 [0.71;1.00] 0.038

eGFR (mL/
min/1.73m2)

91.8 (26.3) 92.2 (26.0) 88.5 (29.0) 0.008

AST (U/L) 22 [19, 27] 22 [19, 27] 22 [19, 28] 0.583
ALT (U/L) 20 [16, 28] 20 [16, 28] 20 [15, 28] 0.501
Apolipopro-
tein (B) (mg/
dL)

89.2 (25.0) 88.8 (24.7) 93.9 (26.8) 0.006

HDL-Choles-
terol (mg/dL)

52.7 (15.9) 52.9 (16.0) 51.0 (15.3) 0.010

LDL-choles-
terol (mg/dL)

110 (34.8) 110 (34.5) 112 (37.2) 0.397

Triglyceride 
(mg/dL)

94 [64, 
1412]

92 [63, 136] 115 [78, 178] < 0.001

Total Choles-
terol( mg/dL)

188 (41.8) 187 (41.8) 191 (41.5) 0.107

Fasting 
Glucose (mg/
dL)

99 [92, 108] 99 [92, 108] 102 [94, 116] < 0.001

Two Hour 
Glucose (mg/
dL)

117 (49.4) 117 (49.2) 126 (51.2) 0.026

Cotinine, 
Serum (ng/
mL)

59.3 (133) 55.0 (129) 100 (161) < 0.001

Table 1 (continued) 
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The performance metrics of the six machine learning 
models applied in prediction of depression give the over-
view of their effectiveness, as shown in Table 2. XGBoost 
generally had the highest metrics across all categories, 
indicating strong overall performance. It showed the best 
accuracy (0.69), good sensitivity (0.68), and high specific-
ity (0.71), meaning it balanced well between true positive 
rate and true negative rate. Additionally, it had the high-
est AUC (0.69), indicating good discriminatory power, 
and its F1-score was also the highest (0.69), suggesting it 
maintained a good balance between precision and recall. 
Naive Bayes also performed well, with similar accuracy 
(0.68), sensitivity (0.70), and AUC (0.68). However, it 
slightly lagged behind XGBoost in specificity (0.67) and 
F1-score (0.69). SVM and Logistic Regression were close 
contenders but generally fell short in some areas com-
pared to XGBoost and Naive Bayes. Random Forest and 
LightGBM did not perform as well as the other models in 
most metrics. XGBoost appeared to be the best-perform-
ing model based on the provided metrics. It offered the 
highest accuracy, strong sensitivity, and specificity, along 
with the highest AUC and F1-score. Therefore, this indi-
cated that XGBoost was likely the most reliable model for 
this classification task, offering a good balance between 
all evaluated metrics. See Supplementary Table S1 for 
more information about model performance metrics and 
Supplementary Figure S1 for ROC curves of all machine 
learning models.

Figures  1 and 2 both highlight the importance and 
impact of different features on the model’s predictions 
using SHAP values. These visualizations, including a 
SHAP feature importance plot and a SHAP summary 
heat plot, offer critical insights into the model’s behavior 

and the factors influencing its prediction. See Supple-
mentary Table S2 for more information about variables’ 
names.

The SHAP feature importance plot ranks the features 
based on their average absolute SHAP values, highlight-
ing those with the most significant impact on the model’s 
prediction. The top features identified are PIR, which is 
the most important, indicating its highest impact on the 
model’s predictions. This is followed by sex.2 (female) 
and hypertension, highlighting their significant roles. 
sHCOT (Serum Hydroxycotinine), sCOT (Serum Coti-
nine) and BMI also show substantial importance, indi-
cating their strong influence on the model. Additionally, 
educ.5 (Education Level: College graduate or above) sig-
nificantly impacts the model’s prediction. Features such 
as glucose levels, age, marital status (divorced status) 
have moderate importance, meaning they still contribute 
meaningfully but to a lesser extent than the top features. 
Other features have the smaller impact on the model’s 
predictions.

The SHAP summary plot provides insights into how 
various features influence the model’s predictions. It uses 
colors to indicate feature values, with yellow representing 
low values and blue representing high values. The SHAP 
values on the horizontal axis indicate the impact of each 
feature on the model’s output. Negative SHAP values sug-
gest a protective effect against depression, while positive 
SHAP values indicate a higher likelihood of depression.

One of the most important features is the PIR. Lower 
PIR values (yellow dots) generally push the model’s pre-
dictions higher, indicating that lower family income 
increases the likelihood of depression. Conversely, higher 
PIR values (blue dots) decrease this likelihood, acting as 
a protective factor, with the wide spread of SHAP val-
ues showing PIR’s strong and consistent impact on the 
model. Gender is another significant categorical vari-
able. Females have a higher chance of depression, as the 
positive SHAP values suggest an increased likelihood of 
depression compared to the male group.

Similarly, hypertension push the model’s predictions 
higher, indicating a higher likelihood of depression, while 
not having hypertension is more protective.

Marital status (masts.3), particularly being divorced, 
shows that divorced individuals have a higher likelihood 
of depression, as indicated by the positive SHAP values, 
while not being in this group shows a lower likelihood.

Education level (educ.5), categorized as college gradu-
ate or above, acts as a protective factor. Higher educa-
tion levels have negative SHAP values, indicating a lower 
likelihood of depression, while lower education levels 
increase the risk.

However, BMI shows varied impacts. For serum coti-
nine levels (sHCOT), serum cotinine (sCOT), and glu-
cose levels (Glu), higher values increase the likelihood 

Overall Without 
depression

Depression p-
value

(N = 5372) (N = 4861) (N = 511)
Hydroxycoti-
nine, Serum 
(ng/mL)

23.9 (61.7) 21.8 (59.6) 43.9 (76.7) < 0.001

Total Coti-
nine, urine 
(ng/mL)

730 (1960) 660 (1790) 1510 (3170) 0.002

Hydroxyco-
tinine, urine 
(ng/mL)

1440 
(4320)

1300 (4110) 2980 (6040) 0.001

Diabetes, n 
(%)

830 (15.5%) 706 (14.5%) 124 (24.3%) < 0.001

Dyslipid-
emia, n (%)

3251 
(60.5%)

2897 (59.6%) 354 (69.3%) < 0.001

Hyperten-
sion, n (%)

1914 
(35.6%)

1651 (34.0%) 263 (51.5%) < 0.001

Abbreviations: SBP, systolic blood pressure; DBP, diastolic blood pressure; 
BMI, body mass index; BUN, Blood urea nitrogen; eGFR, estimated glomerular 
filtration rate; AST, Aspartate aminotransferase; ALT, alanine aminotransferase; 
HDL, high-density lipoprotein; LDL, low-density lipoprotein

Table 1 (continued) 
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of depression, as shown by positive SHAP values, while 
lower values are protective.

Age is another crucial numerical variable that had a 
varied impact. Lower eGFR (Estimated Glomerular Fil-
tration Rate) values were harmful, increasing the like-
lihood of depression, while higher eGFR values were 
protective. Figure  2 showed heat plot of all variables to 
depression, however, it doesn’t clearly focus on each vari-
able. Figures 3, and 4 provide more information of impor-
tant variables for both categorical and numerical data.

These insights help in understanding the model’s 
behavior and identifying the most important factors 
influencing the prediction.

Discussion
In this study, we applied machine learning (ML) 
approaches to predict depression using big data from 
the NHANES cycle 2013–2014. We used the PHQ-9 
score with a cut-off point of 10 to dichotomize depres-
sive disorder. The input factors were derived from 
demographic data, examination data, laboratory data, 

Table 2 Performance metrics of different machine learning approaches
Model Accuracy Sensitivity Specificity Precision AUC F1_Score
LR 0.66

(0.59–0.73)
0.64
(0.55–0.73)

0.68
(0.59–0.77)

0.66
(0.57–0.75)

0.66
(0.59–0.72)

0.65
(0.57–0.72)

RF 0.65
(0.59–0.72)

0.60
(0.50–0.69)

0.71
(0.61–0.79)

0.67
(0.57–0.77)

0.65
(0.59–0.72)

0.63
(0.55–0.71)

NB 0.68
(0.62–0.75)

0.70
(0.61–0.78)

0.67
(0.57–0.76)

0.68
(0.59–0.77)

0.68
(0.62–0.75)

0.69
(0.62–0.76)

SVM 0.68
(0.61–0.75)

0.65
(0.55–0.74)

0.72
(0.63–0.80)

0.69
(0.60–0.78)

0.68
(0.62–0.75)

0.67
(0.59–0.74)

XGBoost 0.69
(0.63–0.75)

0.68
(0.59–0.77)

0.71
(0.62–0.79)

0.70
(0.60–0.79)

0.69
(0.63–0.75)

0.69
(0.61–0.76)

LightGBM 0.62
(0.55–0.69)

0.64
(0.54–0.73)

0.61
(0.51–0.70)

0.62
(0.52–0.71)

0.62
(0.55–0.69)

0.63
(0.55–0.70)

Abbreviation: AUC, Area Under the Curve; LR, Logistic Regression; RF, Random Forest; NB, Naïve Bayes; SVM, Support Vector Machine; XG Boost, eXtreme Gradient 
Boost; Light-GBM, Light Gradient Boosted Machine

Fig. 1 The contribution levels of all variables to depression based on SHAP values The global significance of each feature in the model is illustrated in the 
SHAP (blue) bar plot. It provides an overview of the features’ impact on the model’s output by displaying the mean absolute SHAP value for each feature. 
A feature (variable) is represented by each bar in the plot, and the length of the bar indicates the extent of the feature’s contribution to Depression
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and questionnaire data of the study participants. We 
employed six supervised models: Logistic Regression, 
Random Forest, Naïve Bayes, XGBoost, and LightGBM 
to predict depression. AUC and F1-score were used as 
critical indicators for evaluating model performance, 
with XGBoost emerging as the best-performing model. It 
offered the highest accuracy, sensitivity, specificity, along 
with the highest AUC and F1- score, indicating its reli-
ability for this classification task.

To explain the model, we applied SHAP values to iden-
tify the most important variables contributing to the risk 
of depression. The top variables included socioeconomic 
factors like PIR, education level, marital status, demo-
graphic factors such as age, sex, and health-related fac-
tors such as hypertension, BMI, blood glucose, eGFR and 
consumption of nicotine products (serum cotinine & 
serum hydroxycotinine).

Our findings highlight the superiority of ML models 
in leveraging all input data to build predictive models. 
Traditional analysis typically confirms one or a few pre-
dictors with the predicted outcome, but our approach 
demonstrates the advantage of using data-driven ML 
techniques to gain a comprehensive view of risk factors 
and their contributions to depression.

The most significant risk factor identified was PIR. 
Lower PIRs, indicating higher poverty, were associated 
with significantly higher rates of depressive symptoms. 
This is consistent with previous studies examining the 
nonlinear associations between PIR and various health 
outcomes, which found that lower PIRs were linked to 
higher vulnerability to adverse health outcomes, includ-
ing mental health issues like depression [24, 25]. These 
findings emphasize the importance of considering 
income levels in public health strategies [24, 25].

We found that women were more likely to have depres-
sion compare to men. This aligns with numerous stud-
ies showing that women are more likely to suffer from 
depression than men [26, 27]. Hormonal changes related 
to the menstrual cycle, pregnancy, and menopause, along 
with chronic stressors and social discrimination, contrib-
ute to this higher prevalence [28].

Both hypertension and depression are linked to 
increased sympathetic nervous system activity and 
decreased parasympathetic activity, leading to elevated 
blood pressure and increased risk of cardiac arrhythmias 
[29]. Depression is associated with unhealthy behaviors 
such as smoking, physical inactivity, increased alcohol 
consumption, poor nutrition, and poor sleep, which are 

Fig. 2 The heat plot on SHAP values The relationships between the feature (variable) and Depression are revealed by the heat plot of SHAP values. The 
relationship between the value of a specific feature and its impact on prediction can be fundamentally understood through this. Each data point is as-
sociated with a specific participant and their corresponding Shapley value for a specific feature. The Shapley value, which is represented on the x-axis, and 
the feature’s prominence, which is represented on the y-axis, determine the position of a data point on this plot
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known risk factors for hypertension. The heightened 
sympathetic tone in depressed individuals may contrib-
ute to poor blood pressure control and exacerbate hyper-
tension [30, 31]. Elevated cortisol levels due to depression 
can also promote vascular changes leading to sustained 
high blood pressure [32].

BMI and depression exhibit intricate relationships, as 
indicated by our findings in Fig.  4B. Individuals with a 
BMI of less than 20 exhibit a high SHAP value. Never-
theless, participants with a BMI of 20–30 have negative 
SHAP values, which indicates that they are less likely to 
experience depression. Conversely, individuals with a 
BMI greater than 30 exhibit a significantly elevated SHAP 
value, which is associated with a favorable correlation 
with depression. Malnutrition and health issues associ-
ated with low body weight can impact mood and mental 
health [33]. Obesity is often associated with lifestyle fac-
tors such as poor diet, physical inactivity, and sleep dis-
turbances, all of which are risk factors for depression [33, 
34]. Conversely, depression can lead to changes in appe-
tite and physical activity, contributing to weight gain and 
obesity. Therefore, personalized intervention and treat-
ment strategies tailored to specific BMI levels are neces-
sary for optimal outcomes [35–37].

Individuals with lower education levels tend to have 
higher rates of depression compared to those with higher 
educational attainment. Education plays a protective role 
against depression through various socioeconomic path-
ways. Higher education levels are associated with better 
economic and social resources, which help individuals 
manage and mitigate depressive episodes. Education also 
influences socioeconomic position, leading to better 
employment opportunities, higher income, and greater 
social status, all contributing to lower depression rates 
[38, 39].

The relationship between glucose levels and depression 
involves multiple biological, psychological, and lifestyle 
factors. Insulin resistance and high blood sugar levels 
can stimulate the release of stress hormones like cortisol, 
linked to depression. Both high blood sugar levels and 
depression are associated with chronic inflammation, 
with inflammatory markers such as C-reactive protein 
(CRP) and interleukin-6 (IL-6) often elevated in individu-
als with both conditions [40, 41].

The complex relationship between depression and age 
was discovered, as illustrated in Fig. 4E. Depression was 
low among participants under the age of 50, as evidenced 
by their negative SHAP value. The SHAP value was posi-
tive for participants aged 50–75, with the highest value 

Fig. 3 The impact of categorical variables on depression
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observed in the group of participants aged 60 (55–65 
years) who were experiencing elevated levels of depres-
sion. The SHAP value becomes negative when the age 
exceeds 75 years.

Marital status is significantly associated with the preva-
lence of major depression. Married individuals generally 
report lower rates of depression compared to those who 
are single, divorced, or widowed. Married individuals 
often report higher levels of subjective well-being, which 
is associated with lower depression rates [42–44].

Poor kidney function, indicated by lower eGFR, is asso-
ciated with higher rates of depression. Individuals with 
chronic kidney disease (CKD) are more likely to expe-
rience depressive symptoms compared to those with 
normal kidney function. The prevalence of depression 
increases as kidney function declines, with the highest 
rates observed in patients with end-stage renal disease 
(ESRD) undergoing dialysis [45, 46].

Cotinine and hydroxycotinine, biomarkers for nico-
tine exposure, are linked to depression through neuro-
inflammation, nicotine dependence, and oxidative stress. 
Understanding these relationships can help in developing 
targeted interventions for individuals with depression 
who are also exposed to nicotine [47–50].

Strength and limitation
In summary, the study utilized data from NHANES 
2013–2014, which is a robust and comprehensive dataset 
including a wide range of demographic, health, and labo-
ratory information. This broad dataset enabled a detailed 
and multifaceted analysis of depression predictors. Addi-
tionally, the use of SHAP values for model interpretation 
was a significant strength, providing clear and under-
standable explanations of how each feature contributes 
to the model’s predictions. This helped identify the most 
important variables influencing depression risk. Further-
more, the study successfully identified key risk factors for 
depression, such as PIR, education level, marital status, 
age, sex, hypertension, BMI, blood glucose, eGFR and 
nicotine products. This comprehensive identification can 
provide the basis for targeted public health interventions.

However, this study has several limitations that should 
be acknowledged. First, as it is based on cross-sectional 
data, the findings cannot establish causal relationships 
between the identified risk factors and depression, which 
limits the ability to draw conclusions about the tempo-
ral dynamics of these associations. Longitudinal studies 
are necessary to confirm these relationships and under-
stand their progression over time. Second, some vari-
ables, particularly those related to socioeconomic status, 

Fig. 4 The impact of numerical variables on depression
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physical activity, smoking, and drinking habits, were 
self-reported, introducing the potential for recall bias 
and inaccuracies. Third, the use of imputation to handle 
missing data, while effective, may not fully capture the 
true values, potentially leading to residual bias. Addi-
tionally, the exclusion of variables with over 50% miss-
ing data might have resulted in the loss of important 
information. Finally, addressing class imbalance through 
random undersampling, while effective in balancing the 
dataset, may limit the generalizability of the findings to 
broader populations where the prevalence of depression 
is lower. Furthermore, undersampling may introduce bias 
by underrepresenting specific subgroups or feature com-
binations within the control group, which could affect the 
robustness and interpretability of the model.

Conclusion
Our study demonstrates the advantages of leveraging ML 
models to predict depression by using comprehensive 
datasets. By identifying key risk factors, these models 
provide valuable insights into the multifaceted nature of 
depression and emphasize the significance of considering 
socioeconomic, demographic, and health-related factors 
in understanding and addressing this complex condition.
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