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FOREWORD

The DepLing 2013 conference is the second meeting in the newly established series 
of international conferences on dependency linguistics started in 2011 by the first 
DepLing in Barcelona.  The response to the initiative to organize special meetings 
devoted to the dependency linguistic theory (which nowadays seems to be in the 
forefront of interests among both theoretical and computational linguists) was quite 
supportive. We do hope that the present conference will manage to keep pace with 
the high standards set at the Barcelona meeting.  

To make all  the accepted contributions available to the linguistic community and 
beyond, we have decided to publish a full volume of Proceedings of both oral papers 
and poster presentations. The coverage is rather broad: from the formal point of 
view, the papers present different theoretical dependency models or compare the 
dependency  approach with  the  phrase structure  based one.  Issues  pertaining to 
different  language  layers  range  from  morphology  and  morphosyntax  to  syntax 
proper and even discourse, and language material is supplied for 10 languages both 
modern and old or ancient. Several papers describe the application of dependency 
analysis to the build-up of monolingual and multilingual treebanks. 

We are proud that  the invitation to give a plenary speech was accepted by two 
prominent  scholars,  Richard  Hudson  as  one  of  the  main  figures  in  dependency 
linguistics  and  father  of  the  Word  Grammar,  and  Aravind  Joshi,  a  prominent 
representative of formal description of language and the original proponent of the 
tree-adjoining grammar formalism. 

Our  sincere  thanks  go  to  the  members  of  the  Scientific  Committee,  who  have 
undertaken the task to read three papers each and have sent in – at least in majority 
– detailed comments and suggestions.

We are also most grateful to our young colleagues from the Institute of Formal and 
Applied  Linguistics  (ÚFAL),  Charles  University  in  Prague,  who  took  care  of  the 
conference management system (through EasyChair) and prepared the Proceedings 
volume, first of all Filip Jurčíček, Jiří Mírovský, and Eduard Bejček. Our thanks also go 
to Mrs. Anna Kotěšovcová, who was our link to the MatfyzPress Publishers.

Last but not least, we gratefully acknowledge the financial and moral support given 
by the  ÚFAL Management, by the LINDAT/CLARIN infrastructural project funded by 
the  Ministry  of  Education,  Youth  and  Sports  of  the  Czech  Republic,  by  the  7th 
framework EC-funded META-NET network and the Khresmoi integrated project, and 
by  the  two  Czech  Grant  Agency  projects,  namely P406/12/0658  (Coreference, 
discourse  relations  and  information  structure  in  a  contrastive  perspective) and 
P406/2010/0875  (Computational  Linguistics:  Explicit  description  of  language  and 
annotated data focused on Czech).

Welcome to DepLing 2013 in Prague and have a good and rewarding time there! 

Kim Gerdes Eva Hajičová Leo Wanner
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A Look at Tesnière’s Éléments through the Lens of Modern Syntactic Theory
Timothy Osborne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

The Distribution of Floating Quantifiers: A Dependency Grammar Analysis
Timothy Osborne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

vi



Dependency and Constituency in Translation Shift Analysis
Manuela Sanguinetti, Cristina Bosco and Leonardo Lesmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Managing a Multilingual Treebank Project
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1 Language and cognition

We probably all  share an interest in syntax,  so 
we would dearly love a clear and certain answer 
to the question: what is syntactic structure like? 
Is it based on dependencies between words, or on 
phrases? What kinds of relation are there? And 
so on. But before we can answer relatively spe­
cific questions like these, we must first answer a 
much more general question: What kind of thing 
do we think language is? Or maybe:  Where do 
we think language is  – nowhere,  in society,  in 
our minds? Our answer will  decide what  basic 
assumptions we make,  and how our  discipline, 
linguistics, relates to other disciplines.

Is language a set of abstract patterns like those 
of mathematics, without any particular location? 
This is a popular answer, and makes a good deal 
of  sense. After  all,  what  is language if  not ab­
stract patterning? The patterns made by words in 
a sentence, or by segments in a syllable, are cer­
tainly abstract and regular, and can be studied as 
a branch of mathematics – as indeed they have 
been studied and still are studied in linguistics. 
For some researchers who take this approach, the 
aim is elegance and consistency; so in a competi­
tion between alternative analyses, the prize goes 
to the simplest one. For others, though, the goal 
is a working computational system, so the crite­
rion is some kind of efficiency. One problem for 
this approach is that the material in which these 
patterns are embedded is inescapably human ac­
tivity; in contrast with mathematical patterns, lin­
guistic patterns only exist because humans create 
them. And another problem with the mathemati­
cal approach is that it provides few explanations 
for why language is as it is. If language patterns 
always turned out to be the most elegant possible 
patterns,  the  mathematical  approach  would  in­
deed explain why; but they don’t, and as we all 
know, language can be frustratingly messy.

Another possible answer is that language is a 
set of conventions that exist in society. For some 

linguists the social character of language is fun­
damental  (Halliday and Matthiessen 2006), and 
they like to focus on the role of language in ‘con­
struing’  experience.  Language  exists  ‘out 
there’in the community, as well as being shared 
by all its members; so the methods of sociology 
and  cultural  anthropology  should  apply.  Simi­
larly, some sociolinguists see the social pattern­
ing of variation as belonging to the community, 
though not to any of its members (Labov 1972). 
The trouble with this approach is that communi­
ties are much harder to define, and much less ho­
mogeneous,  than  we  might  expect;  and  once 
again,  the  basic  data  are  irreducibly individual 
products – individuals speaking and listening to 
each other.

The third answer – and this  is  my preferred 
option – is that language is an example of indi­
vidual  knowledge.  As  in  the  first  answer,  the 
knowledge  involves  mathematically  expressible 
patterning; and as in the second, it has a strong 
social dimension – after all, we learn the knowl­
edge from others in our community, and we re­
veal our knowledge through our own social be­
haviour as speakers and listeners. But ultimately 
language  is  a  matter  of  individual  psychology. 
We learn it as individuals, we use it as individu­
als, and others know us, as individuals, through 
it. Who could deny this? And yet the other views 
of language have been very influential, and still 
are. 

As an important example of its influence, take 
the criterion of  elegance or simplicity.  This is 
very widely accepted in linguistics, and those of 
us who support dependency structure might  ar­
gue that one of the attractions of our approach, in 
contrast  with phrase structure,  is  its  simplicity. 
Just  count  the  nodes!  We  have  precisely  one 
node per word, whereas a phrase­structure analy­
sis  contains  all  these  word  nodes,  plus  extra 
nodes for the phrases. But is this criterion really 
relevant?  If  we  were  physicists,  it  certainly 
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would be; but we aren’t. We’re studying a part of 
the  human  mind,  and  any  human  mind  is  the 
product of a long and complicated experience; so 
why should we believe that any mind is simple? 
As cognitive  linguists  argue,  we learn our lan­
guage from ‘usage’ (Barlow and Kemmer 2000) 
– from the millions of examples of language that 
we hear, each embedded in a very specific social 
context. And we interpret each example in terms 
of the examples that went before, using a grow­
ing system of concepts. Nothing there is simple: 
for any given language, thousands or millions of 
speakers all follow different routes to a slightly 
different  adult  grammar,  with  numerous  false 
starts and detours on the way. It’s easy to under­
stand why linguists welcome the idea of a sim­
ple, perfect and uniform language as a way to es­
cape from this buzz of confusion and complexity. 
But, like the drunk looking for the keys that he 
has dropped, we have a choice: we can look un­
der the street lamp, where the light is good; or 
we can look over in the dark corner, where we 
know  that  we  actually  dropped  the  keys  – a 
choice between esthetics and truth.

In short, I believe we have to accept that lan­
guage is part of cognition. And with that accep­
tance comes the principle that our theories of lan­
guage structure should be compatible with cogni­
tive  science  –  in  fact,  our  theories  are  part  of 
cognitive science, and arguably a particularly im­
portant part of cognitive science, given the rela­
tive clarity and detail  of the data found in lan­
guage. The reality that we are trying to capture in 
our theories is what is often called ‘psychologi­
cal reality’. 

But, you may object, how can we know what 
is psychologically real? It’s true that I can’t even 
look inside my own mind, let alone inside some­
one else’s mind; but then, psychology has moved 
a long way from the bad old days of introspec­
tion,  and  has  findings  which  are  supported  by 
very robust  experimental  methods.  The  rest  of 
this paper is an attempt to develop some of the 
consequences of taking these findings seriously 
when building models  of  language.  I  shall  pay 
special  attention  to  their  consequences  for  my 
own  theory,  Word  Grammar  (WG,  Hudson 
1984, Hudson 1990, Hudson 2007, Hudson 2010, 
Gisborne 2010, Eppler 2010).

But before I go on to consider some of these 
findings,  I  must  admit  that  there  is  a  way  to 
avoid  my  arguments.  This  is  to  claim that  al­
though language is part of cognition, it is actu­
ally  different  from everything  else  –  a  unique 
‘module’  of  the  mind  (Chomsky  1986,  Fodor 

1983). Our generative colleagues are free to in­
vent principles, parameters and structures at will, 
unconstrained by anything but their basic formal 
assumptions and the purely ‘linguistic’ facts. As 
you can guess, I don’t think this is a good way to 
study language because I believe that language 
is, in fact, just like the rest of cognition in spite 
of all the attempts to show the contrary.

2 Some things we know about cognition

We  start  with  four  very  elementary  findings 
which can be found in introductory textbooks on 
cognitive  psychology such as  Reisberg  (2007), 
concerning networks, mental relations, complex­
ity and classification.

Knowledge is a network of concepts in which 
each  concept  is  associated  with  a  number  of 
other concepts. These ‘associations’ explain why 
experiences  evoke  neighbouring  memories  – 
memories that share links (in the network) to the 
same concepts; why we make mistakes (includ­
ing speech errors) when we choose a neighbour­
ing concept in place of the intended target; and 
why  an  object  in  a  psychological  laboratory 
‘primes’ objects that are its neighbours (as when 
hearing the word  doctor makes the word  nurse 
easier  to  retrieve  than  it  would  otherwise  be). 
The notion of networks explains all these famil­
iar  facts  about  cognition.  But  if  knowledge  in 
general is a network, and if language is part of 
knowledge, then language itself  must  be a net­
work.  And that includes not  only the whole of 
language  – the grammar and phonology as well 
as the lexicon – but also the utterances that we 
interpret in terms of this network of knowledge. 

But even though the notion of ‘association’ is 
important,  we can be sure that the links in our 
mental network are not merely associations, but 
relations of many different kinds. Just think of 
all  the words you know for kinship relations – 
words such as father, aunt and ancestor, each of 
which names a relationship. Then think of all the 
other  person­to­person  relationships  you  can 
name, including ‘father­in­law’, ‘neighbour’ and 
‘boss’?  And then think of the prepositions and 
nouns  you  know  for  non­human  relationships, 
such as beneath,  opposite and consequence. The 
point is that we seem to be able to freely create 
and learn relational concepts, just as we do non­
relational  concepts  such  as  ‘bird’  and 
‘Londoner’. This conclusion takes us a long way 
from theories in which our minds recognise only 
a small, innate set of inbuilt relations called ‘syn­
tactic functions’ or ‘semantic roles’. 
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However,  alongside  these  learnable  relations 
there is at least one fundamental relation which 
may well  be  innate:  what  AI  researchers  often 
call  ‘is­a’,  as  in  ‘penguin  is­a  bird’,  relating a 
subcategory to its ‘supercategory’. This is the re­
lation  that  allows  all  generalisations,  so  it  is 
bound to play an important part in any theory of 
cognition.  Mental  networks  seem  to  be  built 
round  taxonomies  of  concepts  related  in  this 
way,  but  with  multiple  other  inter­relations  as 
well. Since this is such an important relation, it 
has its own special notation in WG: a small trian­
gle whose (large) base rests on the (large) super­
category and whose apex points at the subcate­
gory. This notation is illustrated in the taxonomy 
of my family members in Figure 1.

The third relevant claim of elementary psychol­
ogy  is  that  these  knowledge  networks  can  be 
very  complex.  This is clearly true of language, 
but other areas of knowledge also turn out to be 
astonishingly complex. Take once again the ex­
ample of kinship, as illustrated in Figure 2 by the 
male members of my immediate family.

The structure in Figure 2 is part of the same net­
work as that in Figure 1, and like this, it must be 
part  of  my cognition because every bit  of  it  is 

something I know. I know all the people named 
in the square boxes, and I know how they are (or 
were) related to each other. Even this tiny frag­
ment of my total knowledge illustrates some im­
portant formal properties of the human cognitive 
network:

• Relations aren’t merely ‘associations’, but are 
classified (as ‘father’, ‘son’ and so on).

• Relations are asymmetrical,  in the sense that 
each  one  consists  of  an  ‘argument’  and  a 
‘value’ (so the ‘son’ relation near the top of 
the diagram has William as its argument and 
John  as  its  value,  showing  that  John  is 
William’s  son).  In the  notation that  I  use  in 
this diagram (and indeed in later ones), the ar­
row points towards the value.

• Mutual  relations  are  possible:  if  John  is 
William’s son, then William is John’s father; 
and two individuals may even each have the 
same relation to the other, as where Colin and 
I are each other’s brother. 

• Relations may be recursive. The relevant ex­
ample here is ‘ancestor’, which has a recursive 
definition (A is the ancestor of B either if A is 
a parent of B, or if A is a parent of an ancestor 
of B).

These formal properties can be described mathe­
matically,  but the one thing they don’t do is to 
limit the space of possibilities: almost  anything 
seems to be possible. This is a very different ap­
proach to  formal  structures  compared  with  the 
familiar aim of explaining grammars by limiting 
their formal properties.

The  fourth important  fact  about  cognition is 
that classification (‘categorization’)  is  based on 
prototypes –  typical  cases  where  a  bundle  of 
properties (such as beaks, two legs, flying, feath­
ers and laying eggs which define the typical bird) 
coincide – with other cases (such as non­flying 
birds) arranged round these typical ones as more 
or  less  exceptional  or  unclear  examples.  This 
way of organising knowledge requires a special 
kind  of  logic,  called  ‘default  inheritance’,  in 
which generalisations apply ‘by default’, but can 
be overridden.

It seems reasonable to assume, therefore, that 
our minds are capable of handling complex net­
works in which there are at least two kinds of re­
lations between nodes: the basic ‘is­a’ relation of 
categorization  and  default  inheritance,  and  an 
open­ended list of relational concepts which are 
created as needed and learned in the same way as 
other concepts. This is the mental machinery that 
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we can, and indeed must, assume when building 
our  theories  of  how  language  is  organised  – 
again,  a  very  different  starting  point  from the 
rather  simple  and  sparse  assumptions  behind 
most of the familiar theories in either the PS or 
DS families.

3 Dependencies and phrases

These assumption are directly relevant to the de­
bate between PS and DS. The question is how we 
represent the words in a sentence to ourselves: do 
we  represent  them  as  parts  to  larger  wholes 
(phrases),  or do our mental representations link 
them directly  to  one  another?  For  example,  is 
cows in (1) related only to the phrase cows moo, 
or is it related directly to moo?

(1)  Cows moo.

The  PS answer  evolved out  of  Wundt’s  rather 
impoverished theory of cognition which concen­
trated on the relation between a whole ‘idea’ and 
its immediate parts – the origins of Bloomfield’s 
Immediate­constituent analysis, which in turn led 
to Chomsky’s  Phrase structure (Percival 1976). 
PS analysis rests crucially on the assumption that 
the whole­part relation between a phrase and its 
parts  is  the  only possible  relation  (although of 
course even PS users talk informally about de­
pendencies  such  as  ‘long­distance  dependen­ 
cies’).

But the evidence from section 2 shows that the 
human  mind,  which  creates  sentence  structure, 
can handle much, much more complicated struc­
tures than whole­part relations. Just think of my 
family. If we assume, as surely we must, that the 
full  power  of  the  human  mind  is  available  for 
language, and if  we can handle direct relations 
between people then surely we can also handle 
direct  DS  relations  between  words.  Moreover, 
this conclusion confirms what grammarians have 
been  saying  for  two  thousand  years  about  va­
lency links between words. In the fourth century 
BC, Panini  showed the need for semantic rela­
tions between verbs and their arguments, and in 
the second century AD Apollonius  pointed out 
how verbs and prepositions required their objects 
to  have  different  case  inflections  (Robins 
1967:37).  Since  then,  and  through  the  Arabic 
grammarians and our Middle Ages up to recent 
times, these semantic and syntactic links between 
words have been a regular part  of  a grammar­
ian’s  work.  It  seems  very clear,  therefore,  that 
our  minds  are  not  only capable  of  recognising 
word­word dependencies, but actually do recog­
nise them. And in our example, we can be sure 

that  cows and  moo are held together by a direct 
bond which  explains  why  moo has  no  {s}  (in 
contrast with the cow moos). 

But  where  does  that  leave  the  notion  of 
phrase? Evidence in favour of word­word rela­
tions is not in itself evidence against whole­part 
relations. By recognising a dependency between 
cows  and  moo, are we also recognising a larger 
unit,  cows moo? Here the answer is  much less 
clear, at least to me even after nearly forty years 
of  thinking  about  it.  But  I  am  sure  of  three 
things. 

• The larger unit, if it exists, is no more than the 
sum of its parts, because all of its properties – 
its meaning, its syntactic classification and so 
on – are the properties of its head word. (I ex­
plain in section  8 how the head word carries 
the meaning of the whole phrase.)

• The larger unit  does have boundaries, which 
certainly are relevant at least for punctuation 
which  marks  phrase  boundaries:  Cows  moo. 
No doubt the same is true of intonation. And 
in phonology and morphology, it is widely ac­
cepted that some phenomena are limited to the 
‘edges’  of  constituents  (Hyman  2008).  But 
maybe  that’s all  there is to a phrase: just its 
boundaries. 

• Unary branching – where a phrase has just one 
constituent – is where PS is most vulnerable. 
If we say that cows is a noun phrase consisting 
of  a single word,  then we are  stretching the 
notion of ‘part’ beyond its limit. The fact is, or 
seems to me to be, that we don’t normally al­
low objects to have just one part. For instance, 
if a box normally has a lid, but we lose the lid, 
we don’t think of the box as having one part. 
What would that part be, other than the box it­
self?  But  if  we  forbid  unary  branching,  we 
lose  one  of  the  main  supposed  benefits  of 
phrases,  which  is  to  allow  generalisations 
across complex phrases and single words (so 
that cows, brown cows and even they count as 
‘noun phrases’).

In short,  we can be much more sure about the 
mental  existence  of  word­word  dependencies 
than about that of phrases; but we’re certainly ca­
pable of recognising whole­part relations, so we 
can’t rule them out altogether. The result is that 
we certainly need an analysis like the righthand 
one in Figure 3, but we may also need to include 
the lefthand structure. (I discuss the unorthodox 
DS notation below.)
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4 Bundles or levels?

Dependencies do many different jobs, from car­
rying ‘deep’ information such as semantic roles 
to  carrying  more  ‘surface’  information such as 
word  order  and  inflectional  categories.  More­
over,  dependency relations  can be classified in 
terms  of  familiar  syntactic  functions  such  as 
‘subject’,  whose  definitions  typically  span  a 
range of different kinds of information from deep 
to surface (Keenan 1976).  One major theoretical 
question for DS analysis is what to do with this 
diversity of information ‘carried’ by dependen­
cies. As so often in theoretical questions, we find 
‘splitters’ and ‘lumpers’ – those who split depen­
dencies into different types according to the in­
formation  they carry,  and  those  who lump the 
different relations together. Once again, our cog­
nitive assumptions throw important light on the 
question.

Remember  that  relational  concepts  (such  as 
dependencies)  are  concepts,  so  like  other  con­
cepts,  their  main  function  is  to  bring  together 
properties that tend to combine. For instance, the 
relation ‘father’ brings together biological prop­
erties  (procreation)  with  social  properties 
(parental rights and responsibilities), just as the 
closely  related  concept  ‘male’  does.  Splitters 
might argue that the biological and social are im­
portantly different, so they should be separated to 
give  ‘b­father’,  carrying  the  biological  proper­
ties,  and  ‘s­father’  with  the  social  ones.  But 
lumpers would argue – rightly, in my opinion – 
that this misses the point. After all, the two prop­
erty­sets tend to coincide, so even if you distin­
guish two kinds of father,  you  also need some 
mechanism to show the special  connection be­
tween them. So why not simply call them both 
‘father’, and allow the ‘father’ prototype to have 
both sets of properties? The existence of excep­
tional  cases  (men  who  father  children  without 
looking after  them,  or vice  versa) is  easily ac­
commodated thanks to the logic of default inheri­
tance.

Exactly  the  same  argument  supports  the 
lumpers in syntax against those who favour sepa­
rating  ‘deep’  dependents  from  more  ‘surface’ 

ones, as in the separation of semantic, syntactic 
and  morphological  dependencies  in  Mean­
ing­Text Theory (Mel'cuk 2003). So for instance 
between cows and moo, we can recognise a sin­
gle dependency which is  classified as ‘subject’ 
and  carries  a  wide  assortment  of  information 
about  the  two words and their  relationship.  Of 
course this is not to deny that a word is different 
both from its meaning and from its realization in 
morphology;  even  lumpers  should  not  be 
tempted to blur these distinctions. But these other 
levels of structure are among the typical proper­
ties that can be predicted from the syntactic de­
pendency:  one  dependency,  many  properties. 
The kind of analysis I have in mind can be seen 
in  Figure 4, where once again I use a non­stan­
dard notation for DS which I justify below.  The 
main point about this diagram is that the relation 
labelled ‘subject’ allows the prediction (‘inheri­
tance’) of at least three very different properties:

• the semantic relation labelled ‘actor’

• the word order

• the number­agreement.

5 Mutual dependency 

Another question for DS theory is how rich DS 
is; and the answer that I shall suggest will also 
explain  why  I  use  non­standard  notation.  The 
standard answer  is  that  DS is  about  as  rich as 
very elementary PS – in short, very poor. This is 
the assumption behind the early arguments that 
DS and PS are equivalent (Gaifman 1965), but of 
course there is no reason to accept the assump­
tion; indeed, what we know about cognition sug­
gests just the opposite. If our minds are capable 
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of  representing  complex  social  structures,  then 
why  should  the  same  not  be  true  of  syntactic 
structures? 

Take the case of mutual relations such as the 
relations between me and my father (whereby he 
is my father and I am his son). All the standard 
assumptions about syntax rule out the possibility 
of  mutual  dependency,  but  as  Mel’cuk  com­
ments, mutual government clearly does exist in 
some languages (Mel'cuk 2003). For example, a 
Russian numeral  such as  dva,  ‘two’,  requires a 
singular  genitive  noun,  but  its  gender  is  deter­
mined by the noun; so in dva stola, ‘two tables’, 
stola is genitive singular because of dva, but dva 
is masculine because of stola. More familiar data 
confirms this conclusion. Consider (2).

(2)  Who came?

Who clearly depends, as subject, on came, in just 
the same way that  cows depends on  moo in  (1). 
But  the  reverse  is  also  true:  came depends  on 
who by virtue of the latter being an interrogative 
pronoun.  This is what  allows  who came  to de­
pend on a verb such as wonder:

(3)  I wonder who came. (compare: *I wonder 
cows moo)

Moreover, English interrogative pronouns allow 
ellipsis of the rest of the clause, as in 

(4)  Apparently someone came; I wonder who.

Facts such as these show strongly that interroga­
tive  pronouns (such as  who)  take a  finite  verb 
(such as  came) as an optional complement. But 
we also know that who depends on came, so we 
have a very clear case of mutual dependency. 

Mutual  dependency cannot  be shown in any 
standard notation, whether for PS or for DS, be­
cause these notations all use the vertical dimen­
sion for dominance. The problem is that mutual 
dependency means mutual dominance, and verti­
cality  does  not  allow  two  objects  each  to  be 
higher than the other. This is why I prefer in WG 
to use arrows, where the direction of dominance 
is shown by the arrow­head (which more gener­
ally distinguishes values from arguments). In this 
notation,  then,  the structure of  (2)  is  shown in 
Figure 5.

6 More  about  cognition:  logic  and  to­
kens

We  now return  to  consider  another  feature  of 
general  cognition:  node­creation.  This  is  the 
idea that we create mental nodes to represent the 
tokens of ongoing experience (which psycholo­

gists call ‘exemplars’). For example, when I see 
an object in the sky,  I first create a token node 
for that object and then try to enrich it by linking 
it  to  some  stored  node  (what  linguists  call  a 
‘type’), such as the ‘bird’ node from which it can 
inherit further properties. The token needs a node 
to itself, most obviously at the point in process­
ing where it hasn’t yet been assigned to a type. 
Moreover  the  token  has  properties  of  its  own, 
such as its unique position in space and time. Be­
cause no single node can carry two different sets 
of properties, we must create a token node which 
will  eventually be  classified  by an  is­a  link  to 
some type which effectively integrates the token 
temporarily into the total network. 

This  system for  handling tokens  by creating 
temporary nodes may seem rather obvious and 
trivial, but it has important ramifications for my 
argument below so it is worth pursuing a little. 

• The main consequence is that one token may 
act as supercategory for another; for instance, 
suppose I see a small yellow bird, for which I 
create node A1, and then I  see  another  one, 
and create node A2. The very act of recognis­
ing A2 as ‘another one’ means that I register 
its similarities to A1, with A1 as the supercate­
gory for A2, and I can recognise this link even 
if I don’t know how to classify A1. The same 
is true whenever we create one token as a copy 
of another (as in games such as ‘Follow my 
leader’, where everyone does the same as the 
leader).  Thus  two  distinct  objects  or  events 
may be linked by is­a even though they are 
both only temporary tokens. 

• But multiple tokens are possible even for sin­
gle objects or events. For example, suppose I 
create node B for a rather nondescript brown 
bird which I can’t classify, and then, minutes 
later, I see another bird of similar size hopping 
around near the first bird, for which I create 
node C.  From its  colour  I  know that  C is  a 
blackbird, so I assume that B is its mate, and is 

Figure 5: Mutual dependencies
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also a blackbird; but I can also remember my 
original failure to classify B, so I need a sepa­
rate node for the newly classified B, which we 
may call B*. We might say that blackbird C 
has ‘modified’ B into B* – an example of one 
concept’s properties being affected by those of 
a related concept. 

• Another possibility is where we predict one to­
ken as part of the enrichment for another to­
ken. For example, suppose I see a duck swim­
ming in a pond, and wonder where its nest is. 
This mental operation presupposes two nodes, 
D1 for the duck and N1 for its nest. Now sup­
pose  I  think  the  typical  relation  between  a 
duck and its nest is for the duck to be sitting 
on the nest; thanks to default inheritance, I ex­
pect D1 to be sitting on N1. But of course this 
is wrong, because D1 is actually swimming in 
the pond. I then spot a nest N2 with another 
duck D2 sitting on it, and, putting two and two 
together, I work out that D1 is D2’s mate, and 
N2 is their shared nest. In other words, the ex­
pected N1 (the nest I expect D1 to be sitting 
on) is actually D2, which is in the expected re­
lation to D2 but not to D1. Once again, default 
inheritance provides precisely the right analy­
sis if we recognise N2 as a ‘subcategory’  of 
N1 – the actual nest that N1 was meant to an­
ticipate.

All these examples are brought together in  Fig­
ure 6,  where  the  greyed  boxes  indicate  perma­
nent types and the others are temporary tokens. 
The main point of this figure is to show that an 
is­a relation is possible between one token and 
another, as in A1­A2, B­B* and N1­N2.

7 Structure sharing, raising and lower­
ing

Returning to syntax, let’s assume that the mental 
resources we can apply to birds are also available 

for words. Let’s also assume, with Tree Adjoin­
ing Grammar,  that a dependency grammar con­
sists  of  ‘elementary dependency trees anchored 
on lexical items’ (Joshi and Rambow 2003). For 
example,  by default  inheritance the word token 
moo has a subject,  in just the same way that a 
duck has a nest, and in processing this bit of ex­
perience we have to identify the expected subject 
or nest with some other token. And of course in 
both cases the expected token has a ‘valency’ of 
its own: the nest needs an owner, and the noun 
needs a ‘parent’ word to depend on. In fact, just 
the same process lies behind the classification of 
the tokens: so each token starts with an unknown 
supercategory which has to be identified with a 
known  type.  The  little  grammar  in  Figure 7 
shows these identifications by the ‘=’ linking the 
expected but unknown ‘?’ to its target. 

This much is  probably common ground among 
DS  grammarians.  But  an  important  question 
arises for DS theory: how many parents can one 
word have? Once again, the standard answer is 
very simple: one – just the same answer as in PS 
theory,  where  the  ‘single  mother  condition’  is 
widely accepted (Anderson 1979, Zwicky 1985). 
But syntactic research over the last few decades 
has  produced  very  clear  evidence  that  a  word 
may in fact depend on more than one other word. 
For example, ‘raising’ structures such as (5) con­
tain a word which is the subject of two verbs at 
the same time.

(5)  It keeps raining.

In this example, it must be the subject of keeps – 
for example, this is the word that  keeps agrees 
with.  But  equally  clearly,  it is  the  subject  of 

Figure 6: Tokens as supercategories

Figure 7: A  grammar for Cows moo
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raining,  as  required  by  the  restriction  that  the 
subject of the verb RAIN must be  it.  Some PS 
theories  (such as  HPSG) allow ‘structure  shar­
ing’,  which  is  equivalent  to  recognising  two 
‘mothers’ (Pollard and Sag 1994:4); and this has 
always been possible in WG. Once again, the ar­
row notation helps, as in  Figure 8 (which I am 
about to revise):

DS  provides  a  very  good  framework  for  dis­
cussing  structure  sharing  because  it  reveals  a 
very general ‘triangle’ of dependencies which re­
curs in every example of structure sharing: three 
words connected by dependencies so that one of 
the sharing parents depends on the other. In this 
example,  it depends both on  keeps and on  rain­
ing,  but  raining  also depends on  is.  We might 
call these words the ‘shared’ (it), the ‘higher par­
ent’ (keeps) and the ‘lower parent’ (raining). 

But the existence of two parents in structure 
sharing raises a problem. What happens if their 
parental ‘rights’  conflict? For example,  since  it 
depends on raining, these two words ought to be 
next to each other, or at least not separated by a 
word such as keeps which does not depend on ei­
ther of them; but putting it next to raining would 
produce *Keeps it raining, which is ungrammati­
cal. The general principle that governs almost ev­
ery case  of  structure  sharing is  that  the  higher 
parent wins; we might call this the ‘raising’ prin­
ciple. But how can we build this principle into 
the grammar so that raising is automatic?

The answer I shall offer now is new to WG, 
and builds on the earlier discussion of tokens in 
cognition,  where  I  argued  that  one  token  may 
take another token as  its  supercategory.  It  also 
develops the idea that each token inherits a ‘typi­
cal’ underlying structure such as the ‘tectogram­
matical’ representations of Functional Generative 
Description  (Sgall  and  others  1986).  Suppose 
that both the verbs in  It keeps raining inherit a 
normal subject, which by default should be next 
to them: it keeps and it raining. But suppose also 
that the two it’s are distinct tokens linked by is­a, 
so that  it,  the subject of  keeps, is­a  it*,  the sub­

ject of raining. Formally, this would be just like 
the relation between nest N2 and nest N1 in Fig­
ure 6, and the logic of default inheritance would 
explain why it1 wins in the conflict over position 
in just the same way that it explains why N2 is 
under a duck but N1 isn’t. 

This answer requires a change in the analysis 
of  Figure 8, which follows the tradition of WG 
(and also  of  other  theories  such  as  HPSG).  In 
fact,  if  anything  it  is  more similar  to a Chom­
skyan  analysis  with  ‘traces’,  where  the  trace 
shows  the  expected  position.  But  unlike  the 
Chomskyan analysis,  this  does not  involve any 
notion of ‘movement’; all it involves is the ordi­
nary logic of default inheritance. The structure I 
am now suggesting is shown in Figure 9.

Why do languages and their speakers prefer rais­
ing to its opposite, lowering? I believe there is an 
easy functional explanation if we think of gram­
matical dependencies as tools for providing each 
word with an ‘anchor’ in the sentence which is in 
some sense already more integrated than the de­
pendent.  Clearly,  from  this  point  of  view  the 
higher parent must  be more integrated than the 
lower parent,  so it provides a better anchor for 
the shared. I think we can rely on this functional 
explanation to explain why our linguistic ances­
tors developed the raising principle and why we 
so easily learned it; so there is no need to assume 
that it is innate. 

Which is just as well, because there are clear 
exceptions to the raising principle. In some lan­
guages,  there  are  constructions  where  it  is  the 
lower parent that wins – in other words, cases of 
‘lowering’. For example, German allows ‘partial 
VP fronting’ as in  (6) (Uszkoreit  1987,  Haider 
1990).

(6)  Eine Concorde gelandet ist hier noch nie. 
‘A Concorde hasn’t yet landed here.’

There is overwhelming evidence that  eine Con­
corde is the subject of both gelandet and ist, but 
it is equally clear that it takes its position from 
the  non­finite,  and  dependent,  gelandet rather 
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than from the finite ist. In this case, then, the ex­
pected  raising  relation  is  reversed,  so  that  the 
subject of the lower parent is­a that of the higher 
parent, and the lower parent (gelandet) wins. 

Moreover,  German  isn’t  the  only  language 
with lowering. Sylvain Kahane has drawn my at­
tention to apparently lowered examples in French 
such as  (7), which are easy to find on the inter­
net.

(7)  Avez­vous lu la lettre qu'a écrite Gilles à 
Pauline? ‘Have you read the letter which 
Gilles wrote to Pauline?’

The important thing here is that Gilles is the sub­
ject of both the auxiliary  a (‘has’) and its com­
plement, the verb écrite (written), but it takes its 
position  among  the  dependents  of  the  latter, 
which is the lower parent.

It  would seem,  then, that  sharing usually in­
volves raising, but can involve lowering; and if 
raising has functional benefits, then presumably 
lowering also has benefits, even if the attractions 
of raising generally win out. And of course the 
two patterns can coexist in the same language, so 
we  may  assume  that  learners  of  German  and 
French can  induce the  generalisation  shown in 
Figure 10, with the general raising pattern shown 
as the A­B­C­A* configuration, and the excep­
tional lowering one as D­E­F­D*.  

Once again, the main point is that we can ana­
lyse, and perhaps even explain, the most abstract 
of  syntactic patterns if we assume that  the full 
apparatus  of  human  cognition  is  available  for 
learning language.

One of the challenges for the very ‘flat’ struc­
tures of DS is to explain examples like (8) (Dahl 
1980).

(8)  typical French house

The  problem here  is  that  a  DS  analysis  treats 
both typical and French as dependents of house, 
so  there  is  no  syntactic  unit  which  contains 
French house but  not  typical;  but  the  meaning 
does involve a unit ‘French house’, because this 
is  needed to determine  typicality:  the  house in 
question is not just French and typical (i.e. a typ­
ical house), but it is a French house which is like 
most  other French houses. This phenomenon is 
what I have called ‘semantic phrasing’ (Hudson 
1990:146­151), but I can now offer a better anal­
ysis which builds, once again, on the possibility 
of multiple tokens for one word. 

This problem is actually a particular case of a 
more general problem: how to allow dependents 
to modify the meaning of the ‘parent’ word (the 
word on which they depend) – for example, how 
to  show  that  French  house doesn’t  just  mean 
‘house’, but means ‘French house’. In PS analy­
sis, the answer is easy because the node for the 
phrase  French house is  different  from that  for 
house, so it can carry a different meaning. I an­
ticipated the solution to this problem in section 6 
when I was discussing the case of the unclassifi­
able bird turning out to be a blackbird. In that 
discussion I  said that  the  male  bird ‘modified’ 
the  classification of the other  bird,  deliberately 
using the linguistic term for the effect of a de­
pendent on the meaning of its parent. 

Suppose we assign the word token  house not 
one node but two, just as I suggested we might 
do with the female blackbird. One node carries 
the  properties  inherited  directly  from  the  type 
HOUSE, including the meaning ‘house’, and the 
other,  which of course is­a the first,  shows the 
modifying effect of the dependent French, giving 
the  meaning  ‘French house’.  My suggestion  is 
that modification works cumulatively by creating 
a new word token for each dependent. If this is 
right,  then  we have  an  explanation  for  typical  
French  house,  because  ‘French  house’  is  the 
meaning which  typical modifies. One challenge 
for this analysis is to find suitable names for the 
word tokens,  but  there  is  a simple  solution:  to 
name each token by a combination of the head 
word  and  the  dependent  concerned:  house  – 
house+French – house+typical. 

This multiplication of word tokens would also 
explain  many  other  things,  such  as  why  the 
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anaphoric  ONE  can  copy either  meaning  of  a 
phrase such as French house as in (9) and (10). 

(9)  He bought a French house last year and 
she bought a German one [= house] this year.

(10)  He bought a French house last year and 
she bought one [= French house] this year.

Once again the challenge for DS is how a single 
word token (house) can simultaneously mean ei­
ther ‘house’ or ‘French house’. But if house and 
house+French are actually different tokens, the 
problem disappears. Moreover, this example also 
reminds us that anaphora essentially involves the 
copying of one word token’s properties onto an­
other – in other words, an is­a relation between 
two word tokens, further evidence that one token 
may act as a supercategory for another. The rela­
tions in (9) and (10) are displayed in Figure 11.

This general principle has the interesting conse­
quence  of  greatly  reducing  the  difference  be­
tween DS and PS. Both analyses assign an extra 
node to any word for each dependent  that  that 
word has, and assign to that node the modified 
meaning as affected by the dependent. The simi­
larities are illustrated in Figure 12.

Nevertheless,  important  differences remain:  DS 
allows structures that  are impossible in PS,  in­
cluding mutual dependencies, and conversely, PS 
allows structures that are impossible in DS, in­
cluding not only unary branching but also exo­
centric constructions (even if these are excluded 
by the X­bar principle – Jackendoff 1977).  And 
most importantly, the relevant relations are logi­
cally  very  different:  the  whole­part  relation  in 

PS,  and  the  supercategory­subcategory  relation 
in DS.
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In a dependency grammar (DG) dependency rep­
resentations  (trees)  directly  express  the  depen­
dency relations between words. The hierarchical 
structure  emerges  out  of  the  representation. 
There are no labels other than the words them­
selves. In a phrase structure type of representa­
tion words are associated with some category la­
bels  and  then  the  dependencies  between  the 
words emerge indirectly in terms of the phrase 
structure,  the  non­terminal  labels,  and  possibly 
some indices associated with the labels.  Behind 
the  scene  there  is  a  phrase  structure  grammar 
(PSG) that builds the hierarchical structure. In a 
categorical type of grammar (CG), words are as­
sociated with labels that encode the combinatory 
potential  of  each  word.  Then  the  hierarchical 
structure (tree structure) emerges out of a set of 
operations such as application, function composi­
tion, type raising, among others. In a tree­adjoin­
ing  grammar  (TAG),  each  word  is  associated 
with an elementary tree that encodes both the hi­
erarchical  and the dependency structure associ­
ated with the lexical anchor and the tree(s) asso­
ciated with a word. The elementary trees are then 
composed with the operations of substitution and 
adjoining. In a way, the dependency potential of 
a  word  is  localized  within  the  elementary  tree 
(trees)

associated with a word. Already TAG and TAG 
like grammars are able to represent dependencies 
that go beyond those that can be represented by 
context­free grammars, but in a controlled way. 
With this perspective and with the availability of 
larger  dependency  annotated  corpora  (e.g.  the 
Prague Dependency Treebank) one is able to as­
sess how far one can cover the dependencies that 
actually appear in the corpora. This approach has 
the potential of carrying out an ‘empirical’ inves­
tigation of the power of representations and the 
associated grammars. Here by ‘empirical’ we do 
not mean ‘statistical or distributional’ but rather 
in the sense of covering as much as possible the 
actual data in annotated corpora!

If time permits, I will talk about how dependen­
cies  are  represented  in  nature.  For  example, 
grammars have been used to describe the folded 
structure  of  RNA  biomolecules.  The  folded 
structure  here  describes  the  dependencies  be­
tween the amino acids as they appear in an RNA 
biomolecule. One can then ask the question: Can 
we  represent  a  sentence  structure  as  a  folded 
structure, where the fold captures both the depen­
dencies and the structure, without any additional 
labels? 

* Part of this work is in cooperation with Joan Chen Main, University of Pennsylvania, Philadelphia PA and Johns Hopkins 
University Baltimore, MD.
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Abstract

It has been observed that the inclusion
of morphosyntactic information in depen-
dency treebanks is crucial to obtain high
results in dependency parsing for some
languages. In this paper we explore in
depth to what extent it is useful to in-
clude morphological features, and the im-
pact of diverse morphosyntactic annota-
tions on statistical dependency parsing of
Spanish. For this, we give a detailed anal-
ysis of the results of over 80 experiments
performed with MaltParser through the ap-
plication of MaltOptimizer. Our goal is to
isolate configurations of morphosyntactic
features which would allow for optimizing
the parsing of Spanish texts, and to evalu-
ate the impact that each feature has, inde-
pendently and in combination with others.

1 Introduction

As shown in natural language processing (NLP)
research, a careful selection of the linguistic in-
formation is relevant in order to produce an im-
pact on the results. In this paper, we want to look
into different sets of morphosyntactic features in
order to test their effect on the quality of pars-
ing for Spanish. To this end, we apply MaltParser
(Nivre et al., 2007b), and MaltOptimizer (Balles-
teros and Nivre, 2012b; Ballesteros and Nivre,
2012a), which is a system capable of exploring
and exploiting the different feature sets that can be
extracted from the data and used over the models
generated for MaltParser.

Starting from a corpus annotated with fine-
grained language-specific information, we can use
all, or a part of the morphosyntactic features
to build different models and see the impact of
each feature set on the Labeled Attachment Score
(henceforth LAS) of the parser.

We decided to use MaltOptimizer in order to
answer the following questions: (i) is the inclu-
sion of all morphological features found in an an-
notation useful for Spanish parsing?; (ii) what are
the optimal configurations of morphological fea-
tures?; (iii) can we explain why different features
are more or less important for the parser?

For this purpose, we used the UPF version of
a subsection of the AnCora corpus (Mille et al.,
2013) (see also Section 3.2), which includes fea-
tures such as number, gender, person, mood, tense,
finiteness, and coarse- and fine-grained part-of-
speech (PoS). The impact of each feature or com-
bination of features on subsets of dependency re-
lations is also analyzed; for this, a fine-grained an-
notation of the syntactic layer is preferred since it
allows for a more detailed analysis. The version
of the AnCora-UPF corpus that we use contains
41 language-specific syntactic tags and thus is per-
fectly suitable for our task.

In the rest of the paper, we situate our goals
within the state-of-the-art (Section 2), we describe
the experimental setup, i.e. MaltParser, MaltOpti-
mizer, the corpus used and the experiments that we
carried out (Section 3), we report and discuss the
results of the experiments (Section 4), and finally
present the conclusions and some suggestions for
further work (Section 5).

2 Motivation and Related Work

Other researchers have already applied MaltOpti-
mizer to their datasets, with different objectives
in mind. Thus, the work of Seraji et al. (2012)
shows that, for Persian, the parser results improve
when following the model suggested by the opti-
mizer. Tsarfaty et al. (2012a) work with Hebrew
–a morphologically rich language- and incorporate
the optimization offered by MaltOptimizer for pre-
senting novel metrics that allow for jointly evaluat-
ing syntactic parsing and morphological segmen-
tation. Mambrini and Passarotti (2012) use the op-
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timizer not only to capture the feature model that
fits best Ancient Greek, but also to evaluate how
the genre used in the training set affects the pars-
ing results. A step further is taken by Atutxa et
al. (2012) for Basque: they want not only a good
performance of the parser, but also a better dis-
ambiguation of those nominal phrases that can be
either subjects or objects. In order to do that, they
use the optimizer to detect the features (including
morphosyntactic ones) in the annotation that are
useful for this task.

Even though the state-of-the-art results of pars-
ing are very good when working with English,
the results notoriously worsen when working with
morphologically rich languages (MRLs). In this
way, Tsarfaty et al. (2012b) present three differ-
ent parsing challenges, broadly described as: (i)
the architectural challenge, which focuses on how
and when to introduce morphological segmenta-
tion; (ii) the modeling challenge, focused on how
and where the morphological information should
be encoded; and (iii) the lexical challenge, which
faces the question of how to deal with morpholog-
ical variants of a word that are not included in the
corpus. Our work is directly related to the mod-
eling challenge, given that we analyze in depth
whether it is useful to incorporate morphological
information as independent features.

Eryigit et al. (2008) have already contributed
to this topic by testing different morphosyntac-
tic combinations and their effect on MaltParser
when applied to Turkish: they point out that some
features do not make the dependency parser im-
prove (in their case, number and person), and
that Labeled and Unlabeled Attachment Scores
(LAS/UAS) are unequally impacted by the fea-
ture variation (inflectional features affect more the
labeled than the unlabeled accuracy). We also
find interesting the work of Bengoetxea and Go-
jenola (2009) and Atutxa et al. (2012), which
have respectively tried to include semantic classes
and feature propagation between different parsing
models, with the intention of improving the pars-
ing results for Basque. However, none of these
works made use of MaltOptimizer in their experi-
ments, for the simple reason that it was not avail-
able at the time.

Spanish may not be as morphologically rich
as other languages such as Hebrew, Turkish or
Basque, but it involves enough morphological in-
teractions to allow our research to contribute to

such important discussion (Tsarfaty et al., 2010).
For instance, determiners and adjectives agree in
number and gender with the governing noun, finite
verbs in number and person with their subjects;
more complex types of agreement are (i) sibling
interactions, such as copulative with subject, ad-
jectival or past-participial with subject or object,
(ii) dependents of siblings in the compound pas-
sive analytical construction, (iii) agreement of pro-
nouns with their antecedent, (ii) and (iii) involv-
ing gender, number and sometimes person shar-
ing; furthermore, some features are required on
some verbs by their syntactic governor, such as a
certain type of finiteness (gerund, participle, in-
finitive, finite) or mood. All those properties are
encoded in the tagset used for the annotation of
the AnCora-UPF corpus (see (Burga et al., 2011;
Mille et al., 2013) for details about how the tagset
was designed), so we expect that the presence or
absence of one or more of these features in the
training corpus will have a clear impact on the
quality of the parsing.

In this way, the work of (Cowan and Collins,
2005) makes a step exploring how specific mor-
phologic features (encoded as different PoS) af-
fect the parsing results in Spanish. Even though
the authors use a constituent-based treebank and
not a dependency-based one, they find that number
and mood (verbal feature that overlaps our mood
and finiteness) are the features that most affect the
parser’s behaviour.

3 Experimental Setup

Here are the five steps we followed:
1. The corpus was divided into a training set (3263
sentences, 93803 tokens, 28.7 tokens/sentence)
and a test set (250 sentences, 7089 tokens, 28.4
tokens/sentence);
2. 82 different versions of the training and test
sets were created, based on different combinations
of morphosyntactic features;
3. MaltParser was trained on a baseline model
that does not include morphological features but
uses the default feature models and parameters set
in MaltOptimizer Phase 2, which provides general
parameters and the best parsing algorithm for the
data set.
4. We applied MaltOptimizer Phase 3, on each
of the 82 training sets, and each configured model
output was applied to the test set in order to obtain
an evaluation;
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5. We retained from the evaluation file LAS, UAS
and LA (Labeled Accuracy) over all relations, as
well as the recall of [dependency relation + at-
tachment] for each of the 41 edge types.1

In the rest of this section, we give more details
about MaltParser and MaltOptimizer, before ex-
plaining the annotation that is used as the basis of
this experiment.

3.1 MaltParser, MalOptimizer and the
CoNLL Data Format

MaltParser (Nivre et al., 2007b) is a transition-
based dependency parser generator that requires
as an input a training set annotated in CoNLL-X
data format,2 and provides models capable of pro-
ducing the dependency parsing of new sentences.
MaltParser implements four different transition-
based parsers families and provides high and sta-
ble performance (see, e.g., (Mille et al., 2012)). In
the CoNLL Shared Tasks in 2006 and 2007 (Buch-
holz and Marsi, 2006; Nivre et al., 2007a), it was
one of the best parsers, achieving either the first or
the second place for most of the languages.

A transition-based parser is based on a state
machine over mainly two data structures: (i) a
buffer that stores the words to be processed and
(ii) a stack that stores the ones that are being pro-
cessed (see Figure 1 for details). The different
transitions are shown in Figure 2; as can be ob-
served, the state machine transitions manage the
input words in order to assign dependencies be-
tween them. The transition-based parsers imple-
mented in MaltParser use a model learned over a
training corpus by using a classifier with the inten-
tion of selecting the best action (transition) in each
state of the state-machine. The classifiers make
their decisions according to the linguistic annota-
tion included in the data, shown in Figure 3. This
basically means that the better the linguistic anno-
tation is, the better the results are expected to be.

The CoNLL data format is now a standard for
dependency parsers; the following attributes are
the ones included in the CoNLL-X format that are
used as features by the parser:

1. FORM: Word form.

2. LEMMA: Stemmed version of the word.

1Because each training set contains different features, the
test sets are obviously parsed differently and, in some cases,
not all of the 41 dependency relations were predicted by the
parser.

2http://ilk.uvt.nl/conll/#dataformat

INITIAL-STATE

[ ROOT ] { } [ Eso es lo que hicieron . ]

... (some hidden transitions)

LEFT-ARC

[ ROOT ] { Eso } [ es lo que hicieron . ]

subj

RIGHT-ARC

[ ROOT Eso es ] { } [ lo que hicieron . ]
subj

ROOT

RIGHT-ARC

[ ROOT Eso es lo ] { } [ que hicieron . ]
copulsubj

ROOT

SHIFT

[ ROOT Eso es lo que ] { } [ hicieron . ]
subj

ROOT

copul

... (some hidden transitions)

RIGHT-ARC

[ ROOT Eso es lo que hicieron . ] { } [ ]
subj

ROOT

copul
dobj

relat

punc

Figure 1: Some of the parsing transitions of the sentence
included in the AnCora-UPF corpus: Eso es lo que hicieron
- That’s what they did. The buffer is the structure that is rep-
resented to the right of the picture between ‘[’ and ‘]’, and
the stack is the one to the left. Between each parsing state we
show the transitions selected by the parser considering the
features over the stack and the buffer.

3. CPOSTAG: Coarse-grained part-of-speech
tag.

4. POSTAG: Fine-grained part-of-speech tag.
5. FEATS: List of morphosyntactic features

(such as number, gender, person, case, finite-
ness, tense, mood, etc.)

6. DEPREL: Dependency relation to head.3

A feature model is an option file in a Malt-
Parser specific language based on XML that pro-
vides the linguistic annotation that the parser must
take into account in order to produce the tran-
sitions. In each parsing state, the parser only
knows the linguistic annotation included in the

3These six attributes are located in columns 2, 3, 4, 5, 6,
8 respectively in Figure 3.
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Nivre’s transition system:
Initial = 〈[], [w1 . . . wn], ∅, ∅〉 → Final = {〈Π, [], H,∆〉 ∈ C}

Transitions:
Shift 〈Π, wi|β,H,∆〉 ⇒ 〈Π|wi, β,H,∆〉
Reduce 〈Π|wi, β,H,∆〉 ⇒ 〈Π, β,H,∆〉
Left-Arc (dr) 〈Π|wi, wj |β,H,∆〉 ⇒ 〈Π, wj |β,H[wi → wj ],∆[wi(dr)]}〉

if h(wi) 6= 0.

Right-Arc (dr) 〈Π|wi, wj |β,H,∆〉 ⇒ 〈Π|wi|wj , β,H[wj → wi],∆[wj(dr)]}〉
if h(wj) = 0

Figure 2: Transition System for Nivre’s algorithms with reduce transition (Nivre et al., 2007b).

Figure 3: Sample AnCora-UPF annotated sentence in the 10-column CoNLL format: Los Mbitis también
mueren (lit. ’the Mbitis also die’).

feature model. MaltParser includes a default fea-
ture model for each parsing algorithm. The default
feature models, as we can see in Figure 4, only in-
clude features based on part-of-speech (POSTAG),
the word form (FORM) and the partially built de-
pendency structure (the output column, DEPREL)
over the first positions of the stack and the buffer.
Therefore, in order to let the parser know about the
rest of the annotation (LEMMA, CPOSTAG and
FEATS), if it exists, we need to perform a search
of the different possible features.

Figure 4: Default feature model for the Nivre arc-
eager parsing algorithm.

To this end, we used MaltOptimizer (Balles-
teros and Nivre, 2012b; Ballesteros and Nivre,
2012a) which is a system that not only imple-
ments a search of an optimal feature model, but
also provides an optimal configuration based on
the data set, exploring the parsing algorithms and
the parameters within by performing a deep anal-
ysis of the data set. Thus, MaltOptimizer takes

as input a training set and it returns an options file
and an optimal feature model. MaltOptimizer uses
LAS as default evaluation measure and a thresh-
old (>0.05) in order to select either the parame-
ters, parsing algorithms or features. Due to the
size of the training corpus, we run MaltOptimizer
with 5 fold cross-validation in order to ensure the
reliability of the produced outcome, and follow-
ing the recommended settings of the system. Note
also that MaltOptimizer sets a held-out develop-
ment set during the optimization process (actually,
5 different development sets, one for each fold
cross-validation), thus the evaluation results pro-
vided over the test set are actually using unseen
data during the optimization process.

We are aware of the interactions between the
features that are included in the feature model –the
ones included in the default feature model- and the
ones selected or rejected by MaltOptimizer. How-
ever, our intention is to study the effect of the fea-
tures included in the FEATS column, and the in-
teraction with the other features is actually the real
case scenario. By performing an automatic search
of the linguistic annotation with MaltOptimizer,
we are sure that all the morphosyntactic annota-
tion included in the FEATS column is studied and
tested by MaltOptimizer.

After running MaltOptimizer for Phase 1 and
Phase 2, the best parser for (all) our data sets is
Nivre arc-eager (Nivre, 2003), which behaves as
shown in Figure 1; we were therefore ready to run
the feature selection implemented in the Phase 3
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of MaltOptimizer. Furthermore, the experiments
performed by MaltOptimizer ensure that our fea-
tures are tested in the last steps of the optimization
process (Ballesteros and Nivre, 2012a).

3.2 The AnCora-UPF dependency corpus

This corpus, presented by Mille et al. (2013), con-
sists of a small section (3513 sentences, 100892
tokens) of the Spanish dependency corpus AnCora
(Taulé et al., 2008). Mille et al. (2009) explain the
partially automatic mapping between the two cor-
pora, and Burga et al. (2011) detail what kind of
information is encoded in the syntactic tags.4 The
annotation is theoretically based on the Meaning-
Text Theory (MTT, (Mel’čuk, 1988)), according
to which the set of surface syntactic (SSynt) rela-
tions is unique to each language, and should cover
as many syntactic idiosyncracies of the given lan-
guage. Lexical and morphologic features are not
directly encoded into the syntactic relations, but
rather into attribute/value pairs associated to each
node. The authors manually revised the syntactic
annotation, but no manual revision was performed
on the morphosyntactic features.

The AnCora-UPF corpus is released in the
CoNLL’08 format5; hence, it contains all the in-
formation that a CoNLL file as described in Sec-
tion 3.1 can contain. We took a close look at the
annotation, and in particular at the FEAT column,
in which there are 7 features: finiteness, gender,
mood, number, person, spos, tense. Unlike in the
source AnCora corpus, the authors did not anno-
tate cases. One explanation could be that there are
no very clear case markers in Spanish apart from
on personal pronouns. However, there is a new
feature, spos, which is another feature for part-
of-speech. The possible values for this attribute
are very similar to those of the POSTAG column6,
but the few differences between the two tagsets
have noticeable consequences on the results of the
evaluation, as discussed in Section 4.3. Table 1
shows these discrepancies: four POSTAGs have
been split into two (IN, SYM, VB, WP), while two
spos tags (in bold) correspond to twice as many
POSTAGs.

Table 2 shows the possible values that the re-

4For downloading the corpus, see
http://www.taln.upf.edu/content/resources/495.

5We transformed it into the 10-column CoNLL-X format
for our experiments.

6This column contains a subset of the Tree Tagger PoS
tagset, widely used in corpus annotation nowadays.

POSTAG spos
CC conjunction
CD cardinal number
DT determiner

IN conjunction
preposition

JJ adjective
NN common noun
NP proper noun
PP personal pronoun
RB adverb

SYM punctuation
percentage

UH interjection

VB auxiliary
copula

VH auxiliary
VV verb

WP interrogative pronoun
relative pronoun

Formula formula
- foreign word

Table 1: Correspondences between PoS and spos
tagsets.

maining six features can take, and Table 3 how
these morphosyntactic features are distributed
through the corpus with respect to generic part-of-
speech. We can see that gender and number are
the most frequent attributes, and that they are an-
notated on elements of different parts-of-speech.
The 2.02% of verbs that include gender are actu-
ally past participles. gender=C is not common; it
stands for elements that do not express masculine
or feminine gender, e.g. the dative pronoun “le”.
The other four attributes, (finiteness, mood, person
and tense) are exclusively verbal features (except
for the annotation errors).

FEAT Possible Values #Occurrences

fin finite, gerund, infinitive, 11776past participle
gen neutral, femenine, masculine 41735

moo imperative, indicative, 8116subjunctive
num plural, singular 53608
per 1st, 2nd, 3rd 8132
ten future, past, present 8070

Table 2: Possible values and total number of oc-
currences of the 6 features.

3.3 Versions of the corpus
We prepared 82 different versions of the corpus
in our experiments. The total number of possible
combinations of the 7 features is 128 (0 features:1
combination; 1:7; 2:21; 3:35; 4:35; 5:21; 6:7; 7:1).
However, after looking at figures with 1, 5, 6 and 7
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FEAT V N Adj Det Pro Other
fin 99.91 0.01 0.06 0 0 0.02
gen 2.02 46.72 14.31 32.33 4.37 0.25
moo 99.95 0.01 0 0 0 0.04
num 16.74 36.57 15.15 27.1 4.25 0.19
per 99.98 0.01 0 0 0 0.01
ten 99.98 0 0 0 0 0.02

Table 3: Distribution of features over elements of
different generic part-of-speech (%).

features, we noticed that the combinations that ex-
cluded the spos feature were systematically mak-
ing the parser unable to reach a certain score. As a
result, for the rest of the experiments, we focused
on combinations that do include spos.

The 82 combinations are: 7 features (1 combi-
nation); 6 features (7); 5 features (21); 4 features,
only those including spos (20); 3 features, only
those including spos (15); 2 features, only those
including spos (6); 1 feature (7); 0 features (base-
line, 1); 4 extra combinations in order to test the
PoS/spos impact.

4 Results and Discussion

First, we discuss the results of the first 78 experi-
ments. In the last subsection, we will discuss the
part-of-speech issues related to the other 4 experi-
ments.

4.1 Feature combinations and general
labeled accuracy

The LAS recall provided by the baseline model
(no features) is 82.25%.7 From a general perspec-
tive, 25 out of the 78 feature combinations make
the baseline LAS rise by at least 0.9 points; 14
of them make the LAS rise by more than 1 point.
The biggest improvement, 1.33 points, is obtained
with four features, namely [finiteness gender num-
ber spos]. Some similar improvements, between
1.28 and 1.3 points, have been obtained with the
following combinations: [finiteness number per-
son spos], [gender number spos tense], [finite-
ness gender number spos tense]. Three out of
the four biggest enhancements have been obtained
with only 4 features.This goes along the lines of
Eryigit et al. (2008), who report for Turkish the
best results with only a subset of the morphologi-
cal features present in the annotation.

What makes some features inefficient? In or-
der to answer that question, we looked at the re-

7The full set of results can be checked at
http://www.taln.upf.edu/system/files/
resources_files/table.pdf

spo num fin gen per ten moo
14 14 14 10 10 8 6 5
25 25 22 17 15 13 11 12

Table 4: Occurrences of features in the 14 and 25
best scoring feature combinations.

FEAT #Comb. #better #worse #Best/Worst
spo 6 6 0 6/0
num 31 30 1 22/3
fin 31 25 4 16/6
gen 31 21 10 9/11
per 31 16 15 7/9
moo 31 13 17 1/14
ten 31 12 19 1/22

Table 5: Contribution of each feature when enlarg-
ing the number of elements in a combination.

sults from another perspective. For a given set of
features, we wondered (1) if adding one particu-
lar feature makes the LAS better or worse; and (2)
which of the remaining features triggers the best
LAS improvement. For instance, for the combi-
nation [finiteness gender spos]: (1) what happens
to the LAS when we add one of the four remain-
ing features? is it getting better or worse? and (2)
which of these four features improves the most the
LAS obtained while using only [finiteness gender
spos]?

Thus, based on the comparison between combi-
nations that contain X elements and combinations
that contain X+1 elements, we counted how many
times each added feature made the LAS better, and
how many times it made it worse. We also counted
how many times each feature was involved in the
best-scoring feature combination. The results ob-
tained according to those lines are presented in Ta-
ble 5. In the following, the detailed analysis for
each feature is provided:
• spos was measured just when comparing the

groups of five and six features (6 cases in to-
tal). It always improves the results (half of
the times with a percentage higher than 0.3
points). It never worsens and never belongs
to the worst feature combination. See Sec-
tion 4.3 for more details about this feature.
• number makes the LAS improve 30 out of

31 times (17 times the improvement is higher
than 0.3 points), and is involved 22 times in
the best scoring combination. It only wors-
ens the results once (from 5 to 6 features,
when combined with [finiteness gender mood
person tense].8 This feature is very useful

8All the feature combinations improve the baseline; how-
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in our experiments, and this could be ex-
plained by the following: (i) as shown in Ta-
ble 2, this feature appears more frequently
than any other feature (except spos), and it is
distributed over elements of a great variety of
PoS (see Table 3); (ii) many dependency rela-
tions in the AnCora-UPF corpus use number
directly or indirectly, on the head and/or the
dependent: most verbal argumental relations
(subjects, copulatives, direct objects, comple-
tives, clitic objects), verbal non-argumental
relations (passive analytical, copredicatives);
nominal relations (determinative, modifica-
tive); etc.
• finiteness makes the LAS improve 25 times

out of 31 (8 times the change is superior to
0.3 points). This feature is included in the
optimal combination 16 times. On the other
hand, it only worsens the results 4 times (and
only once by more than 0.3 points, when
combined with [gender mood number person
tense], and it belongs to the worst combina-
tion 6 times. This feature often participates
in improving the LAS, which could be due
to the fact that it is the most important ver-
bal feature, since it determines the presence
or absence of other verbal features (e.g. it is
only when finiteness has as value finite that
other features such as number, tense or per-
son can also be associated to the verb in ques-
tion). In addition, this feature has a direct cor-
relation with very frequent dependency rela-
tions as annotated in the corpus: only finite
verbs can have a subject or be the head of a
relative clause; only non-finite verbs can be
governed by a preposition; in all analytical
constructions (perfect, progressive, passive,
future) the finiteness of the verb that depends
on the auxiliary is always the same; etc.

• gender improves the results 21 times out of
31 (7 times the change is higher than 0.3
points), and belongs to the best combina-
tion 9 times. However, it makes the LAS
worsen 10 times (although just once –in com-
bination with [finiteness mood number per-
son tense] the variation is higher than 0.3
points), and belongs to the worst combination
11 times. Even though there are numerous
relations that directly use this feature, most
of the time it co-occurs with number, which

ever, some of them do it in a more significant way.

possibly overshadows it. As a result, only in
certain cases gender can bring new informa-
tion that actually helps the parser.
• person improves the results 16 times out of

31 (4 times the change is higher than 0.3
points), and belongs to the best combina-
tion 7 times. On the other hand, it worsens
the results 17 times (two times the change
is higher than 0.3 points) and belongs to the
worst combinations 14 times.
• mood improves the results 13 times out of 31

(only 2 times the variation is higher than 0.3
points), and belongs to the best combination
just 1 time (with [finiteness gender number
person spos]). It worsens the results 17 times
(two times by more than 0.3 points) and be-
longs to the worst combination 14 times.
• tense is, according to this perspective, the

“less useful” feature, in the sense that it im-
proves the results just 12 times (and 2 times
with a variation higher than 0.3 points). At
the same time, tense makes the LAS drop 19
times out of 31, and it belongs to the worst
combination 22 times. The only time that
it belongs to the best combination (even if
the results worsen) is with [finiteness gender
number spos] (the “strongest” features).

We believe that mood, tense, and person are more
redundant than informative for the parser, because
(1) their presence on a node also indicates that a
verb is finite, overlapping with the finiteness fea-
ture, and (2) no dependency relation uses the tense
in the tagset, very few use the mood of a verb (only
a subclass of the conj relation), and the person is
only used in order to differentiate a subject from
an object, since only the subject has to have the
same person value as the verb. However, being
Spanish an SVO (subject-verb-object) language,
it is possible that the linear order –which is also
taken into account by the parser- is sufficient to de-
cide who is the subject and who is not; in addition,
most nouns are 3rd person, thus, it is not surprising
that this feature does not help much. This redun-
dancy is reflected in McNemar’s test for p<0.05,
which indicates that there is a statistically signifi-
cant difference between the best model with 4 fea-
tures and another model that has the same number
of features, but includes, for instance, mood in-
stead of gender.9

The first conclusion is that the observations of
9McNemar’s test shows no statistically significant differ-
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this section coincide almost exactly with the ones
made in Table 4: the features that individually tend
to improve the LAS when added to other features
are more likely to be in the best scoring combi-
nations, while the features that often contribute
to make the LAS drop are not. Interestingly, the
four most frequent features in the 14 and 25 best
combinations are also the four features that com-
bine the best together, resulting in an increase of
the baseline LAS of 1.33 points. This is not re-
ally a surprise, but it was a little less expected that
this best scoring feature combination –[finiteness
gender number spos]- comprises all (and only)
the features that have a largely positive ratio of
times they improve the LAS to times they make
the LAS drop: respectively 25/4, 21/10, 30/1 and
6/0, as opposed the remaining three features that
have 16/15, 13/17 and 12/19.

Second, the four best features according to our
experiments are also the four most frequent in
the corpus (see Table 2). The fact that a fea-
ture is productive in an annotation makes it obvi-
ously more likely to help a parser. However, it is
not that straightforward: for instance, finiteness is
four times less frequent than gender, but it triggers
LAS improvements more often.

Third, it is not possible to get the best feature
combination by simply looking at how each fea-
ture improves the LAS when being on its own: for
instance, number and gender do not increase the
LAS a lot by themselves (respectively ranks 77
and 78 out of 78 combinations), but they do very
well when they are combined to other attributes.

4.2 UAS, LA and specific dependency
relations

We look first at general LAS figures, because we
are primarily interested in the general quality of
the labeled parsing. However, depending on the
type of application one is interested in, one may
not be interested in labels, or may want to parse
better some dependency relations in particular.

For this, we first compared the UAS and LA
scores to the LAS, and as expected, they are be-
having very similarly to the LAS results in that the
same feature combinations work the best for all
metrics. However, two differences can be pointed
out: (1) the best LAS and LA are obtained with

ence between the best 14 feature combinations, but we con-
sider that the differences can be interpreted anyway; in the
rest of the section we look at the results taking into account
both perspectives.

four features, while the best UAS is obtained with
5 features; (2) the LAS improves by up to 1.33
points (from 82.25% to 83.58%), while the LA
and UAS rise up to 1.04 and 1.06 points respec-
tively (from 86.38% to 87.42% and from 87.99%
to 89.05%), corresponding to a reduction of errors
of respectively 7.49%, 7.64% and 8.83%.

Then, we tried to find direct correlations be-
tween the presence or absence of a feature in the
annotation and the improvement (or not) of the
LAS figures for some relations in particular. The
task was maybe too ambitious: it appears to be
very hard to find such correlations by simply look-
ing at the figures. For example, relations like sub-
jects and different kind of objects are systemat-
ically parsed better with the introduction of any
(combination of) feature(s), but some similar im-
provements are obtained with very different sets,
which makes it hard to interpret. As pointed out
recently by Schwartz et al. (2012) in a work about
how to annotate some key dependencies in order
to optimize parser results, annotating one depen-
dency in a particular way will not only influence
the parsing of this dependency, but also that of
the surrounding dependencies. We believe that we
failed in our task because one of the reasons is that
there are a lot of indirect correlations that the hu-
man eye cannot see.

However, we wondered which feature combina-
tions were the most efficient for specific applica-
tions, in particular, for the identification of verbal
arguments and of the root of the sentences, and
for the analysis of nominal groups and coordinated
structures; interestingly, even if performing very
well, the best general combination is never the best
for any of those cases. For instance, for the identi-
fication of verbal arguments and sentence root, the
best set is [finiteness number person spos]; for the
internal NP structure, one should prefer [gender
mood number person spos tense]; finally, for coor-
dinated structures, one of [finiteness gender num-
ber spos tense], [finiteness gender number person
spos] or [gender number spos tense].

4.3 Some comments on Part-of-Speech

In this section, we detail shortly the last four ex-
periments, that aim at finding out more about the
importance of part-of-speech. In two feature com-
binations that did not include spos, we filled the
POSTAG column –which normally contains the
Tree Tagger PoS tags- with the spos tags from the
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AnCora-UPF corpus. Both times, the LAS was
0.5 points better. We also inverted PoS and spos
in two other experiments, putting the latter in the
POSTAG column of the CoNLL file, and the for-
mer in the FEATS column.10 Again, the parser’s
LAS dropped half a point in both cases. It is ob-
viously due to the tagsets differences between PoS
and spos pointed out in Section 3.2, and we believe
that in particular to the fact that the spos tagset
splits the IN tag into conjunction and preposition,
since this tag is way more frequent than the other
mismatching tags.

Therefore, when the more fine-grained tagset
spos is in the FEATS column, it specifies the
POSTAG column and can be used in order to im-
prove the parsing; however, it does not work the
other way around: the Tree Tagger PoS tags in
the FEATS column do not bring any new informa-
tion to that one already introduced in the POSTAG
column, and thus are ignored by MaltOptimizer.
Also, MaltOptimizer follows a stepwise proce-
dure, under this scenario it starts with a higher
baseline and it is therefore difficult to get improve-
ments during the optimization steps by testing new
features, and thus the features are not selected.
There is therefore less room for improvement.

Klein and Manning (2003) present similar im-
provements when splitting the IN tag during their
experiments on constituency parsing with a PCFG;
we can see now that it is probably the case for de-
pendency parsing too.

5 Conclusions and Future Work

The best configuration for MaltParser and
AnCora-UPF corpus is [finiteness gender number
spos]. For parsing purposes, then, it seems enough
to enrich the morphosyntactic annotation just with
these features, at least in the case of Spanish.
These features not only work well together, but
also very often improve the results when are
individually added to any combination of features.

On the one hand, there is an almost perfect
correlation between feature frequency and perfor-
mance: those features that appear most frequently
are the ones that provide best performance (see
Section 4.1). On the other hand, we have ob-
served that the interaction between features also
influences significantly the results. So, in order

10Note that the default feature models include several fea-
ture specifications for the POSTAG column and the deepest
experiments performed by MaltOptimizer are indeed in this
feature window.

to get the highest performance, frequency and lin-
guistic knowledge should be both taken into ac-
count. However, it is important to see how features
combine in practice, because when we look at how
each feature makes the LAS improve individually
(1FEAT), there is no way to say which combina-
tion is going to work the best. Another interesting
conclusion is that it seems like separating the part-
of-speech of prepositions and conjunctions has an
important impact on the dependency parsing re-
sults, at least in the conditions of our experiments.

We believe that this paper opens many perspec-
tives for further experiments. The next step will be
to study whether different levels of dependency re-
lation granularity are affected by the combination
of several features and the analysis of the results
presented in this paper, following the same idea as
presented by Mille et al. (2012). It will also be
interesting to study in depth the effect of differ-
ent feature combinations for specific dependency
relations, taking into account that the results for
a specific dependency relation are deeply affected
by the others that are interacting at the same time.
For this, an automatic analysis of the results could
allow for reaching conclusions that seem out of
reach for the human eye.

A question that remains open is how to com-
pare the effect of different morphological features
on dependency parsing of different languages.
Moreover, another interesting experiment would
be to make use of an automatic morphological-
analyzer/tagger that could show the accuracy pro-
vided by the parser when it does not use gold mor-
phosyntactic tags coming from the treebank.

We could create new CoNLL columns in the
data format, one for each feature, and generate
new feature models; we are actually doing a sim-
ilar thing with the split MaltParser feature specifi-
cation of the FEATS column, but we think that the
features could be explored by the parser in a differ-
ent way.11 Finally, we could also try other parsers
that use different parsing strategies, such as graph-
based parsing (e.g.(McDonald et al., 2005)), other
transition-based parsers (e.g. (Zhang and Clark,
2008; Zhang and Nivre, 2011; Bohnet and Nivre,
2012)), joint systems (e.g (Bohnet and Kuhn,
2012)) or even study the effect of the features in
different algorithms included in MaltParser.

11We did not do it for these experiments because this would
make the use of the current version of MaltOptimizer impos-
sible; however, we are planning to modify the MaltOptimizer
source code in order to make it possible.
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M. Candito, J. Foster, Y. Versley, I. Rehbein, and
L. Tounsi. 2010. Statistical Parsing of Morpholog-
ically Rich Languages (SPMRL): What, How and
Whither. In Proceedings of the NAACL HLT 2010
First Workshop on SPMRL, pages 1–12.

R. Tsarfaty, J. Nivre, and E. Andersson. 2012a. Cross-
Framework Evaluation for Statistical Parsing. In
Proceedings of EACL, pages 44–54.

R. Tsarfaty, D. Seddah, S. Kübler, and J. Nivre. 2012b.
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Abstract
Turkish is an agglutinative language with
rich morphology-syntax interactions. As
an extension of this property, the Turk-
ish Treebank is designed to represent sub-
lexical dependencies, which brings extra
challenges to parsing raw text. In this
work, we use a joint POS tagging and pars-
ing approach to parse Turkish raw text,
and we show it outperforms a pipeline ap-
proach. Then we experiment with incor-
porating morphological feature prediction
into the joint system. Our results show
statistically significant improvements with
the joint systems and achieve the state-of-
the-art accuracy for Turkish dependency
parsing.

1 Introduction

Turkish is a morphologically rich language (MRL)
that has been known to pose interesting research
questions to linguists and computational linguists,
including architectural issues at the morphology-
syntax interface. Today, good quality tools for
morphological analysis are available for analysing
Turkish raw text input at the word level, and
in work on the Turkish Dependency Treebank
(Oflazer et al., 2003), a representation scheme has
been developed that captures the peculiarities at
the morphology-syntax interface in a dependency
format that is formally compatible with the stan-
dard CoNLL dependency format.

So, it might seem as if all Turkish-specific chal-
lenges have been resolved, and only language-
independent data-driven methods are required
from now on (after all, the Turkish Dependency
Treebank was included in the CoNLL 2006 and
2007 Shared Tasks (Buchholz and Marsi, 2006;
Nivre et al., 2007), and several researchers work-
ing on language-independent methods have re-
ported scores on the available data).

However, Turkish still causes a considerable ar-
chitectural challenge for the standard pipeline ar-
chitecture used in data-driven dependency pars-
ing: the dependency treebank scheme for Turk-
ish is based on segments that are not identical to
the words from the raw text input, but are often
sublexical units that form parts of morphological
derivations.

While it is straightforward to train data-driven
parsers on the gold standard segmentation from
the treebank (which is what happened in the
shared tasks), any realistic application starting out
with raw text has to involve morphological dis-
ambiguation in the preprocessing which means it
is not guaranteed that treebank-compatible seg-
ment boundaries will be produced. For instance,
when training a dependency parser on predicted
POS and morphology features, the treebank is of
course used to provide the gold standard depen-
dency arcs, but with an automatic (and hence im-
perfect) morphological disambiguator, there will
be cases where the gold standard assumes two seg-
ments for a word, but morphological prediction
assumes only one. So any standard learning al-
gorithm will break down because the node sets for
the dependency graphs are incompatible.

For many languages, realistic parsing scenarios
assume gold tokens and use predicted POS (and
morphological features). For Turkish, keeping the
gold segmentation and assigning predicted POS
and morphology would converge to using an or-
acle because gold segmentation would sometimes
disambiguate morphology. Instead, realistic sce-
narios include segmentation, and a statistical mor-
phological disambiguator picks the most probable
analysis among all possibilities a morphological
analyser produces. It is the morphological anal-
ysis that determines the lemma, POS, morpholog-
ical features, and segmentation of a word is based
on the number of its word-internal derivations.

For instance, in (1), the middle word bende has
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four morphological analyses with different lemma
and POS combinations, meaning ‘at me’, ‘on the
mole’, ‘to the dam’, and ‘servant’ respectively.1

Hence, unlike many other languages, the segmen-
tation, POS tagging, and morphological analysis
are tightly connected for Turkish.

Eryiğit et al. (2008) is the first work that ad-
dresses the segmentation problem in parsing pre-
dicted text. They set up a pipeline architecture of
a morphological analyser and disambiguator but
leave out handling the multiword expressions.2 A
recent work from Eryiğit (2012) solely focuses on
the impact of the morphological analysis and dis-
ambiguation of the Turkish treebank. Again, it
follows the standard pipeline but this time with a
treebank version that represents multiwords as de-
tached segments, which allows avoiding to use a
multiword extractor.

The major drawback of a pipeline system is
to propagate the disambiguator’s mistakes to the
parsing step. Moreover, the disambiguator cannot
take advantage of syntactic information that could
help disambiguate certain morphological analyses.

In (1), the first word kahveleri means ‘the cof-
fees (Acc)’, ‘his/her coffees’, ‘their (one) coffee’,
‘their coffees’ from (1a) to (1d). When the first
two words come together, they make a sentence
meaning ‘His/her/their coffees are at my place’.
kahveleri is still ambiguous but its dependency re-
lation is clear; bende, with morphological analysis
(1e), behaves as a copular predicate with no overt
marker and kahveleri is dependent on bende as a
subject.

When the third word içelim ‘let’s drink’ fol-
lows the former two, the meaning of the sentence
changes to ‘Let’s drink the coffees at my place’,
which also changes the morphological analysis of
kahveleri to (1a). It now behaves as the object of
the main predicate içelim. A pipeline system can-
not benefit from such a disambiguation advantage.

An alternative approach to pipeline architec-
tures is making joint decisions on morphological
disambiguation and parsing. It has been shown
that such an architecture improves constituency
parsing accuracy both for Arabic (Green and Man-

1A3pl: 3rd personal plural agreement, A3sg: 3rd per-
sonal singular agreement, Pnon: no possessives, P3sg: 3rd
personal singular possessive, P3pl: 3rd personal plural pos-
sessive, Nom: Nominative, Acc: Accusative, Loc: Locative,
Dat: Dative, Zero: No overt derivation, Pos: Positive, Opt:
Optative mood

2because of the lack of a multiword extractor. Hence the
experiments are not in a fully predicted setting.

ning, 2010) and for Hebrew (Goldberg and Tsar-
faty, 2008). On the dependency parsing front, Lee
et al. (2011) introduces a joint morphological dis-
ambiguation and dependency parsing architecture
which proves to outperform their pipeline archi-
tecture for Latin, Ancient Greek, Czech, and Hun-
garian. However it is limited to unlabelled de-
pendency parsing and initial scores are below the
state-of-the-art. On the other hand, parsers that
can jointly POS tag become more common in the
last years (Bohnet and Nivre, 2012; Hatori et al.,
2011; Li et al., 2011). Bohnet and Nivre (2012)
propose a joint POS tagger and labelled depen-
dency parser that outperforms the pipeline results
and also improves the state-of-the-art accuracy for
German, Czech, English, and Chinese.

Joint POS tagger and dependency parsers are
not originally designed for predicting morphologi-
cal features, but they provide a flexible field (POS)
where the parser is not dependent on the morpho-
logical disambiguator decisions. So the use of this
field can actually be extended to accommodating
morphological features instead of or in addition
to POS tags, which gives parsers an opportunity
to override fixed disambiguator mistakes. Hence,
those parsers approximate to a joint morphological
disambiguation and dependency parsing architec-
ture, which provides us with a testbed until gen-
uinely full-fledged joint parsers are developed.

In this paper we use Bohnet and Nivre’s (2012)
system to apply their approach to Turkish and later
to explore ways to include morphological feature
prediction into parsing. Experimental results show
that even a partial flexibility in predicting the mor-
phological features helps improve the parsing ac-
curacy statistically significantly.

The paper is structured as follows: Section 2
gives an overview on how morphological features
are used in parsing MRLs. Section 3 explains the
morphological analysis representation and its re-
lation with segmentation. Section 4 describes the
use of morphological features in joint parsing ex-
periments. The setup for experiments are given in
Section 5 and results are discussed in Section 6.
We conclude with Section 7.

2 Use of Morphological Features

Using morphological information as features in
parsing has been a commonly used method for
MRLs (Tsarfaty et al., 2010). The effect is con-
troversial: in some cases gold morphology clearly
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(1)

Kahveleri bende içelim

a.kahve+Noun+A3pl+Pnon+Acc e.ben+PersP+A1sg+Pnon+Loc iç+Verb+Pos+Opt+A1pl
b.kahve+Noun+A3pl+P3sg+Nom f.ben+Noun+A3sg+Pnon+Loc
c.kahve+Noun+A3sg+P3pl+Nom g.bent+Noun+A3sg+Pnon+Dat
d.kahve+Noun+A3pl+P3pl+Nom h.bende+Noun+A3sg+Pnon+Nom

helps, in others its impact is little. For some
settings predicted information causes a drop, for
some settings a partial set of morphological fea-
tures improves parsing accuracy.

Ambati et al. (2010) explore ways of integrat-
ing local morphosyntactic features into Hindi de-
pendency parsing. They experiment with differ-
ent sets of features both on a graph-based and
a transition-based dependency parser. Both with
gold and predicted settings using morphological
features root, case, and suffix outperform using
POS as the only feature.

Bengoetxea and Gojenola (2010) utilise the
CoNLL-X format and MaltParser’s feature con-
figuration file to take advantage of morphological
features in parsing Basque with gold data. Their
experiments show that case and subordination type
increase parsing accuracy.

Marton et al. (2010) explore which morphologi-
cal features could be useful in dependency parsing
of Arabic. They observe the effect of features by
adding them one at a time separately and compar-
ing the outcomes. Experiments show that when
gold morphology is provided, case markers help
the most, whereas when the morphology is auto-
matically predicted the outcome is the opposite:
using case harms the results the most. When fea-
tures are combined in a greedy heuristic, using
definiteness, person, number, and gender informa-
tion improves accuracy.

To overcome the exhaustive feature space prob-
lem of Arabic, Dehdari et al. (2011) use heuristic
search algorithms for the optimal feature combi-
nation. Similar to Marton et al. (2010) they run
experiments by including one feature at a time to
their no-feature baseline, and also conduct a sec-
ond set of experiments where they remove one fea-
ture at a time from the whole feature set. They also
conclude that leaving out the predicted case im-
proved the parsing most among the possible can-
didates to remove, this time for constituency pars-
ing. In the single feature experiments, genitive cl-
itics help the most. The optimal combination they
achieve consists of the features determiner, proper
noun, genitive clitics, and negation.

Another Semitic language that is studied within
the MRLs is Hebrew. Initial results on Hebrew de-
pendency parsing (Goldberg and Elhadad, 2009)
show predicted morphological features help in a
transition-based parser with a tailored feature con-
figuration file, although scores drop in a graph-
based parser. The same authors later prove both
gold and predicted agreement features improve
accuracy for an easy-first, non-directional depen-
dency parser (Goldberg and Elhadad, 2010). Tsar-
faty and Sima’an (2010) report agreement features
are useful also for constituency parsing when they
extend the Relational Realisational (Tsarfaty and
Sima’an, 2008) models with this information.

Seeker and Kuhn (2011) focus on the internal
structures and grammatical functions of German
noun phrases. Their experiments show grammat-
ical functions are predicted with higher accuracy
when a graph-based dependency parser is pro-
vided with both gold and predicted case markers.

They further explore the effects of using case in
dependency parsing, this time for Czech and Hun-
garian as well as for German (Seeker and Kuhn,
2013). On a graph-based parser German does
not benefit much from using predicted morphol-
ogy but Czech and Hungarian clearly profit. They
also use case as a constraint on integer linear pro-
gramming (ILP) parsing models to filter out un-
grammatical case-function mappings. For all three
languages, the constrained models outperform the
unconstrained models and graph-based parser in
predicting core grammatical functions.

The research discussed in this section show case
and agreement are among the most investigated
features, and most of the time they are among the
most beneficial ones. These are the features we
also look into. But first, we describe the interac-
tion between the morphology and syntax in Turk-
ish in Section 3.

3 The Morphology-Syntax Interface in
Turkish

The motivation behind using sublexical units in
the Turkish treebank comes from its agglutina-
tive nature. Many linguistic phenomena that are
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syntactic in other languages are represented with
derivational morphology in Turkish (Sulger et al.,
2013). For instance çekti is a one-word sentence in
Turkish meaning ‘It was a cheque’. The word çek
‘cheque’ is derived into a verb (with no overt suf-
fix) and then the past tense suffix -ti is attached. (2)
is the morphological representation of this word
where ˆDB denotes the derivational boundary:

(2) çek+Noun+A3sg+Pnon+NomˆDB+Verb+Zero

+Past+A3sg

Each sequence of inflectional features divided
by a derivational boundary is called an inflectional
group (IG hereafter). The word in (2) has two
IGs. A further example clarifies why inflectional
groups are chosen as the unit of the treebank. Fig-
ure 1 gives the dependency representation of the
sentence açık çekti ‘It was a blank cheque’. The
adjective açık ‘blank’ modifies the noun çek only,
not the derived verb çekti. A word based represen-
tation would disregard this distinction.

Açık çek - ti
açık çek +Verb
+Adj +Noun +Zero

+A3sg +Past
+Pnon +A3sg
+Nom

MODIFIER

Figure 1: The dependency representation for açık
çekti

The Turkish Treebank follows this IG nota-
tion. A word is segmented into segments from its
derivational boundaries. If it is derived n times, it
is represented as n+1 segments. The first segment
has the lemma, and the last segment has the whole
word as the surface form. The surface forms of
non-final segments are underscores. (3) gives the
treebank representation of the sentence in Figure
1 in the CoNLL format. The derived verb çekti is
represented as two segments.

The possible segmentation problem arises when
words have ambiguous morphological analyses
with different number of IGs. For instance, the
word çekti has a second interpretation with the
meaning ‘s/he pulled’ which is the past tense of
the verb çek ‘to pull’ in 3rd person singular. The
morphological representation of this sense is given
in (4).

(4) çek+Verb+Pos+Past+A3sg

Note that in this analysis, there are no deriva-
tional boundaries, hence it only has a single IG.
When the gold standard is the first interpretation
of the word çekti and a morphological prediction
suggests the second interpretation, the number of
segments do not match any more.

4 Morphological Feature Prediction

Like many other free-word-order languages, Turk-
ish has overt case markers. It is the case marker
that determines the function of a word in a sen-
tence rather than the POS of that word. For in-
stance, an accusative nominal is an object no mat-
ter if it is a noun, proper noun, or pronoun.

However, the case-function mapping is not
completely unambiguous. Nominative case is as-
sociated with subjects and indefinite direct ob-
jects. Subjects of sentential complements are gen-
itive. Dative, ablative, genitive, and instrumental
can be non-canonical objects (Çetinoğlu and Butt,
2008), although their primary function is adjunct.
In copular sentences, the nominal predicate, with
or without an overt copular suffix, can bear any
case marker except accusative.

Another morphological feature that parsing al-
gorithms can benefit from is agreement. In Turk-
ish, subjects and verbs must agree in number and
person. There is an exception to this rule: a third
person plural subject might agree with a verb in
third person singular as well as a verb in third per-
son plural.

To explore the question whether we can benefit
from case and agreement features in parsing Turk-
ish, we employ two different representation meth-
ods. First, we append case markers to nominal
POS tags3 to see if a more informative POS field
could facilitate parsing (Pos+Case). Then, with
the intuition that case markers alone could deter-
mine the function, we categorise nominals accord-
ing to CASE instead of their POS (Case).

In the implementation, in order to represent case
markers as categories we move them to the POS
field. POS tags are moved to the morphological
features field. For instance, In the CoNLL for-
mat4, çeki ‘cheque.Acc’ has normally the repre-
sentation in (5a). Appending CASE to POS results
in (5b). When CASE replaces POS, the representa-
tion is as in (5c).

3These are namely nouns, proper nouns, pronouns, nomi-
nal participals, and infinitives.

4The columns are Form, Lemma, POS, Morphological
Features respectively.
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(3)
ID Form Lemma POS Morph. Feat. Head Dep. Rel.
1 açık açık Adj _ 2 MODIFIER
2 _ çek Noun A3sg|Pnon|Nom 3 DERIV
3 çekti _ Verb Zero|Past|A3sg 0 ROOT

(5) a. çeki çek Noun A3sg|Pnon|Acc

b. çeki çek Noun|Acc A3sg|Pnon

c. çeki çek Acc A3sg|Pnon|Noun

This representation has two benefits. We can
still use the POS tags as features for the parser, and
after parsing, it is possible to restore the POS tags
by switching them back. This allows us to evaluate
our system against the standard gold data.

When combined with a joint parsing system,
both approaches extend the use of the parser and
practically carry it to a level between POS tag-
ging and morphological analysis. We applied the
CASE-POS replacement technique to agreement
markers (Agr) hoping that the parser can learn and
predict the relation between subjects and verbs
better. We also collected the finite verbs under
the VFin umbrella instead of Verb to distin-
guish verbs with an agreement marker from non-
finite ones (VFin). We discuss the effects of those
changes in Section 6.2.

5 Experimental Setup

5.1 Data Set

We use the METU-Sabancı Turkish Treebank
(Oflazer et al., 2003) for training and ITU vali-
dation set (Eryiğit, 2007) for testing. The train-
ing and test sets consist of 5635 and 300 sen-
tences respectively. There are no separate devel-
opment sets. The original version of the treebank
contains multiword expressions5 where words that
construct the multiword are attached together with
an underscore. The POS and morphological fea-
tures of a MWE are that of the last word of the
MWE. Eryiğit et al. (2011) have created a de-
tached version of the original treebank. In the
detached version, multiword expressions are split-
ted into words, and POS and morphological fea-
tures are assigned to the new words. They are de-
pendent on the final word of the multiword with
the relation MWE. (6a) and (6b) give the origi-
nal and detached versions of söz vermiştim ‘I have
promised’, respectively. Note that if a MWE con-

5E.g., named entities, collocations, date-time expressions,
noun-verb compounds as in (6).

sists derived words they will also be represented
with multiple IGs. In our experiments we use the
detached version of the treebank.

5.2 Tools

In order to parse data with predicted segmenta-
tion, POS and morphological features, the raw
data is first passed through a morphological anal-
yser (Oflazer, 1994) and then through a morpho-
logical disambiguator (Sak et al., 2008). Heuris-
tic rules are used for some unknown types6 and
the rest of unknowns are considered to be nom-
inative proper nouns. We adopt Bohnet’s (2010)
state-of-the-art graph-based parser as our Pipeline
parser7 and Bohnet and Nivre’s (2012) transition-
based parser as our Joint parser that can jointly
handle POS tagging and dependency parsing.

5.3 Evaluation

The standard evaluation metrics labelled and unla-
belled attachement scores (LAS and UAS) (Buch-
holz and Marsi, 2006) are not applicable to com-
pare a predicted file to a gold file if the segment
sizes are different. We handle this problem by
using an evaluation tool based on IGs (Eryiğit
et al., 2008). The unlabelled attachement score
UASIG gives the ratio of IGs that are attached
to the correct head, and the labelled attachement
score LASIG gives the ratio of IGs attached to the
correct head with the correct label. In cases where
the morphology (segmentation, POS, and morpho-
logical features) of the head word is different from
the gold one, an attachement is correct only if the
dependent is attached to the correct word and the
head IG has the gold main POS. Note that when
gold segmentation and POS are used LASIG and
UASIG are identical to the standard LAS an UAS
respectively. We omit punctuation in evaluation.

6E.g. if a word ends with an apostrophe followed by the
surface form of a case marker, the string before the apostro-
phe is the root of a proper noun and the case is determined
from the surface form.

7We also ran baseline experiments with Bohnet’s
transition-based parser. The graph-based parser clearly out-
performs it in the gold setting. When the parsers are pro-
vided with predicted POS tags and morphological features,
the scores are comparable.
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(6)

ID Form Lemma POS Morph. Feat. Head Dep. Rel.
a. 4 söz_vermiştim söz_ver Verb Pos|Narr|Past|A1sg 5 SENTENCE

b. 4 söz söz Noun A3sg|Pnon|Nom 5 MWE
5 vermiştim ver Verb Pos|Narr|Past|A1sg 6 SENTENCE

6 Experiments and Analyses

We conduct 10-fold cross validation experiments
on the training data and report the average scores
for pipeline and joint parsers. Gold settings use
gold segmentation, POS, and morphological fea-
tures, whereas in predicted settings, all this in-
formation is predicted (either by the morphologi-
cal analyser+disambiguator or by the joint parser).
For systems we observe improvements on 10-fold
cross validation experiments, we also give the test
set results.8

6.1 Pipeline Experiments

In the first set of experiments, we examine the ef-
fect of using morphological features in parsing.
Table 1 gives the average 10-fold cross validation
scores on the training data. As discussed in Sec-
tion 2, there are controversial results of using mor-
phological features in parsing MRLs: although
gold features help, predicted features might harm
the accuracy. For Turkish, Eryiğit et al. (2008)
have already shown that adding gold morphologi-
cal features to Malt parser trained on the original
treebank improves accuracy. Our findings are in
line with theirs.

The first row of Table 1 gives the graph-based
parser results when both the training and parsing
data have morphological information. The pre-
dicted LASIG is 4.5% lower than the gold one.
When the graph-based parser is trained on gold
data with morphological features, but the features
are not provided during parsing, there are 12.4%
and 10.7% LASIG drops in the gold and predicted
settings respectively. A drop in such a scenario
is of course expected, but the impact of no mor-
phology in parsing is huge as compared to many
other MRLs (e.g., Seeker and Kuhn (2013) report
6.3%, 2.4%, and only 0.4% absolute drops in LAS
for Hungarian, Czech, and German respectively).
When the morphological information is not used
in training at all, the parser can cope with the lack
of morphological information better during pars-

8For replicability, experimental settings are available at
http://www.ims.uni-stuttgart.de/~ozlem/
cetinogluDepling13.html

Gold Predicted
System LASIG UASIG LASIG UASIG

GB +T,+P 66.29 77.51 61.79 73.89
GB +T,-P 53.88 71.49 51.02 69.71
GB -T,-P 60.62 75.36 56.31 71.42

Table 1: The effect of using morphological fea-
tures on the graph-based parser. Morphologi-
cal features are used in neither training nor pars-
ing (-T,-P), used in training but not provided in
parsing (+T,-P), used both in training and pars-
ing (+T,+P). Results given are the average 10-fold
cross-validation scores on the training data.

ing. Still, the gold and predicted LASIG scores
are absolute 5-6% lower than a setting that uses
morphology both in training and parsing.

6.2 Joint Parsing Experiments
Table 2 gives the training set 10-fold cross valida-
tion average scores for systems we experimented
in this paper, as well as for previous work. It is
observed that moving CASE to the POS field helps
with a 0.3% absolute increase in the gold pipeline
settings. Joint parsing results with gold features,
are 1-1.5% absolute lower than the pipeline scores.
This is expected; the gold setting for joint parsing
is not exactly gold, as by definition the parser pre-
dicts POS tags during parsing instead of gold ones
although the segmentation and morphological fea-
tures are gold. As a result, they cannot beat purely
gold settings.

If we have a closer look at the joint systems,
we witness that only JointCase outperforms Joint.
JointPos+Case increases the tagset to be learned
and predicted from 35 to 107 which is probably
too fine-grained for the parser. Agreement mark-
ers, which are not directly related to grammati-
cal functions like CASE, have a negative impact
in the gold settings when used instead of Verb.
Still, when agreement markers are used only to
introduce an extra category, namely VFin, the
scores come closer to the baseline of joint parsing
with gold information, and even improves over the
baseline LASIG in the predicted setting.

In the pipeline approach with predicted mor-
phology, using CASE instead of nominal POS im-
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Gold Predicted
System LASIG UASIG LASIG UASIG

Pipeline 66.29 77.51 61.79 73.89
PipelineCase 66.60 77.60 62.07 74.00
Joint 64.61 75.83 62.21 73.86
JointCase 64.92 76.27 62.58 74.35
JointPos+Case 63.99 75.45 62.02 73.76
JointAgr 63.65 74.95 61.32 73.17
JointV Fin 64.44 75.68 62.34 72.59
Ery11-Ery12 65.90 76.00 58.3/61.1 70.70

Table 2: Training set 10-fold cross validation av-
erage scores. Gold scores Ery11 are taken from
Eryiğit et al. (2011) and predicted scores Ery12
are taken from Eryiğit (2012). Ery12 (Eryiğit,
2012) gives an interval LASIG corresponding 0%
and 100% accuracy for MWE relations

Gold Predicted
System LASIG UASIG LASIG UASIG

Pipeline 68.92 78.85 64.59 76.32
PipelineCase 68.86 78.98 65.00 76.35
Joint 66.14 76.86 63.77 75.06
JointCase 67.25 78.50 65.19 77.05
Ery11-Ery12 - - 64.2/66.2 75.53

Table 3: Testset scores. Ery11 (Eryiğit et al.,
2011) does not provide gold scores for testset.
Ery12 (Eryiğit, 2012) gives an interval LASIG

corresponding 0% and 100% accuracy for MWE
relations.

proves the labelled accuracy by 0.3% absolute for
the training set. Letting the parser predict POS
in the joint system adds 0.14 points more. The
best score is achieved with JointCase which has a
0.3% absolute increase as compared to Joint. The
difference between pipeline systems and joint sys-
tems are statistically significant both for LASIG

and UASIG, in the gold setting. When pre-
dicted data is used, PipelineCase, Joint, JointCase

LASIG scores are statistically significantly better
than Pipeline (p<0.05, paired t-test).

The testset scores are given in Table 3. They
follow the training set trend, except for the Joint
system to our surprise. This is perhaps due to the
different characteristics of test and training data.
When we look at the breakdown of dependencies
from 10-fold cross validation results in Section
6.3, we discuss a recall drop in some labels when
they are parsed with the Joint parser. We do not
look at the dependency distribution of the test data
but if it is different from the training data then a
possibly similar drop in the same labels might im-
pact the overall score more. In parsing the test

data with gold features, pipeline systems statisti-
cally significantly outperform joint systems. In the
predicted setting, only Joint vs. JointCase UASIG

difference is statistically significant.
Both in Tables 2 and 3, predicted LASIG scores

from Eryiğit (2012) are given as an interval. In her
experiments, the parser is trained on the original
treebank (that is, no MWE relations are present in
the training data) and tested on the detached ver-
sion. She reports lower and upper bounds corre-
sponding 0% and 100% accuracy for MWE re-
lations. To compare our results to those of Ery-
iğit’s, we also calculate the upper bounds with
100% MWE accuracy in our best performing sys-
tem. When we accept all MWE labels correct9

we achieve 64.49% LASIG on the average score
of 10-fold cross validation on the training set and
66.46% LASIG on the testset for the JointCase

system. For both the predicted and gold systems
our parsers outperform previous work.

For comparability with other existing results,
we also trained the Pipeline parser on the origi-
nal version of the treebank which is used in the
CoNLL 2007 Shared Task. Nivre et al. (2007) re-
port 71.6% LAS on the testset (excluding punc-
tuation) for the best system (Titov and Hender-
son, 2007). Eryiğit (2012) increases the LAS to
71.98% and the Pipeline parser outperform both
systems with 72.53% LAS .

6.3 Error Analysis

For a detailed error analysis we take into account
the Pipeline, PipelineCase, Joint, and JointCase

10-fold cross validation results on the training set.
In the predicted setting, scores from these four
parsers are in ascending order (Table 2, predicted
LASIG column, first four rows). When we look
at the dependency breakdown of pipeline and joint
systems, we observe subjects and objects follow
this trend, together with question particles, nega-
tive particles, and modifiers.

The dependencies that benefit from joint pars-
ing the most are determiners. This is due to the
fact that some frequently occuring determiners are
ambiguous. For instance, O has the determiner
(‘that’) and personal pronoun (‘he/she/it’) read-
ings, and similarly bu ‘this’ is both a determiner
and a demonstrative pronoun. Joint parsing lets
the parser assign the correct POS to those words
where the morphological disambiguator fails. Let-

9through a parameter in the evaluation script

29



Dependency Precision Recall
ABLATIVE.ADJUNCT 41.9 50.3
APPOSITION 48.3 15.0
CLASSIFIER 59.1 68.1
COORDINATION 53.0 48.4
DATIVE.ADJUNCT 40.5 45.8
DETERMINER 73.5 81.3
INSTRUMENTAL.ADJUNCT 24.6 21.0
INTENSIFIER 70.7 70.7
LOCATIVE.ADJUNCT 40.4 46.0
MODIFIER 60.3 58.3
MWE 63.5 58.1
NEGATIVE.PARTICLE 67.0 45.6
OBJECT 59.9 58.2
POSSESSOR 70.9 74.5
QUESTION.PARTICLE 71.5 62.8
SENTENCE 86.6 88.0
S.MODIFIER 49.4 46.1
SUBJECT 48.9 51.0
VOCATIVE 29.6 19.5

Table 4: The dependency breakdown of the 10-
fold cross validation scores for JointCase with pre-
dicted morphological information. Precision and
recall are given in percent. Dependencies with less
than 100 occurrences are omitted.

ting the parser predict CASE instead of POS causes
some drop, but both precision and recall are still
higher than both pipeline systems.

Another dependency with Joint as the most ac-
curate system is coordination. CASE helps in
PipelineCase as compared to Pipeline, but causes
an accuracy decrease when going from Joint to
JointCase. The COORDINATION label attaches
conjunctions to their conjunct to the right. The
most frequent conjunctions comma and ve ‘and’
can be predicted with very high accuracy. When
the Joint parser is used, there are slight improve-
ments on attachements to head conjuncts with var-
ious POS tags and a systematic improvement on
attaching conjunctions to head copulars and con-
ditionals.

The precision of possessors does not change
much with different systems, but the recall drops
in Joint. That drop is recovered when JointCase is
applied. Intensifiers (e.g., particles de ‘also, too’,
bile ‘even’) also have a similar trend. Precision,
on the other hand increases with Joint.

A large subset of dependencies that suffers from
the same drop is adjuncts. Dative, ablative, loca-
tive, and instrumental adjuncts commonly have
drops in the Joint recall as compared to pipeline
systems. Their precision, however, increases.
When we look into the parser output, we see that
the Joint system has systematically mistaken by

assigning Adj to the Verb root of participles.
Then all arguments attached to this incorrectly
POS-tagged root are penalised by the evaluation
script although most of the time attachements are
correct.

The incorrect POS assignment problem disap-
pears when the joint parser is trained on the CASE

feature of nominals instead of their POS. This ex-
plains why the precision of adjuncts improves a
bit more and their recall has a jump. The only
exception is the precision drop in instrumental
adjuncts. The reason could be nouns in instru-
mental case that behave as adverbs, such as hı-
zla (speed+Ins, ‘quickly’). The parser cannot
learn to distinguish an instrumental adjunct from
an adverbial modifier when +Ins is used as POS
in JointCase.

The advantage of JointCase over Pipeline is ex-
emplified with a comparison in Figure 2. The
Pipeline and JointCase parse trees, together with
POS tags and case markers are given in (a) and
(b) respectively. The Pipeline parser relies on the
morphological disambiguator output which incor-
rectly assigns the analyses (1b) to kahveleri and
(1h) to bende. As a result, the parser assigns the
incorrect labels to both dependencies.

On the other hand, the JointCase parser replaces
the case Nom with its prediction Acc in kahveleri
and Nom replaces Loc in bende. These correc-
tions result in predicting dependencies identical to
gold ones. Note that the lemma of bende is still
incorrect, but it does not affect the attachements.

Kahveleri bende içelim
kahve bende iç
+Noun +Noun +Opt
+Nom +Nom +A1pl

SUBJECT OBJECT

Kahveleri bende içelim
kahve bende iç
+Noun +Noun +Opt
+Acc +Loc +A1pl

OBJECT

LOC.ADJ

Figure 2: The (a) Pipeline and (b) JointCase parse
trees for the example sentence (1) Kahveleri bende
içelim ‘Let’s drink coffee at my place.’

The dependency breakdown of the 10-fold cross
validation parses for JointCase with predicted mor-
phological information is given in Table 4. In the
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Turkish treebank representation, the root of a tree
is the sentence-final punctuation. The main pred-
icate of the sentence is attached to the sentence-
final punctuation with the SENTENCE label. By
far, this label is the easiest to predict with our sys-
tems. It is followed by determiners, intersifiers,
possessors, and question particles, which are all
local dependencies. Then come classifiers, coor-
dination, modifiers, multiword expressions within
a range of 50-65% precision and recall.

Despite getting improvements with the
JointCase system, grammatical functions are still
quite low in accuracy. Except for objects, all
such labels are below 50% precision and recall.
This is due to both the free-word-order nature
of Turkish and the ambiguous case-function
mapping mentioned in Section 4.

And finally, appositions, vocatives, and instu-
mental adjuncts are at the bottom of the accuracy
ranking with scores going down to 20-30%. Their
frequencies are also low and they have different
POS and morphological features within the same
class, which complicates parsers’ learning.

7 Conclusion and Future Work

We have presented a set of experiments on pars-
ing raw Turkish text. We argue the ideal method
for parsing Turkish would be joint segmentation,
POS tagging, morphological analysis, and depen-
dency parsing. In this work we keep the segmen-
tation fixed and first show using a joint POS tag-
ging and parsing approach outperforms a pipeline
approach in a realistic scenario. Then we come
one step closer to the ideal case and attemp to in-
corporate some morphological features into joint
prediction. As a second outcome, we show cat-
egorising nominals according to CASE instead of
their POS improves parsing at all settings ( gold
vs. predicted, pipeline vs. joint). With the com-
bination of joint parsing and CASE incorporation
we not only show statistically significant improve-
ments but also achieve the state-of-the-art parsing
accuracy.

We believe these positive results prove there is
room for improvement in predicting morphologi-
cal features with a joint POS tagging and depen-
dency parsing system. Even for the joint pars-
ing experiments below the Joint baseline, more
clever ways of integration into joint prediction
might help achieve higher scores. Past research
on MRLs present such cases. Bengoetxea and Go-

jenola (2010) show a simple integration of mor-
phological features does not improve Basque pars-
ing results on the first attemp, but taking advan-
tage of the data representation and parser configu-
ration changes the impact. Similarly, Tsarfaty and
Sima’an (2010) has negative results initially for
the impact of using agreement markers on Hebrew
parsing. After they modify the way they use the
morphological information, it actually helps.

In future work, we intend to explore ways to
make more use of the joint parser and to apply the
same or similar techniques to other MRLs such as
German, Czech, and Hungarian.

We also want to add TedEval (Tsarfaty et al.,
2012), which also supports mismatching system-
gold segmentation, to our evaluation tools to ver-
ify our scores and to use a language-independent
metric in a multilingual setting.
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Gülşen Eryiğit, Tugay Ilbay, and Ozan Arkan Can.
2011. Multiword expressions in statistical depen-
dency parsing. In Proc. of the SPMRL Workshop of
IWPT, pages 45–55, Dublin, Ireland.

Yoav Goldberg and Michael Elhadad. 2009. He-
brew dependency parsing: Initial results. In Proc.
of IWPT, pages 129–133, Paris, France.

Yoav Goldberg and Michael Elhadad. 2010. Easy-first
dependency parsing of modern Hebrew. In Proc. of
the SPMRL Workshop of NAACL-HLT, pages 103–
107, Los Angeles, CA, USA.

Yoav Goldberg and Reut Tsarfaty. 2008. A single gen-
erative model for joint morphological segmentation
and syntactic parsing. In Proc. of ACL-HLT, pages
371–379, Columbus, Ohio.

Spence Green and Christopher D. Manning. 2010.
Better Arabic parsing: baselines, evaluations, and
analysis. In Proc. of COLING, pages 394–402,
Stroudsburg, PA, USA.

Jun Hatori, Takuya Matsuzaki, Yusuke Miyao, and
Jun’ichi Tsujii. 2011. Incremental joint POS tag-
ging and dependency parsing in Chinese. In Proc. of
IJCNLP, pages 1216–1224, Chiang Mai, Thailand.

John Lee, Jason Naradowsky, and David A. Smith.
2011. A discriminative model for joint morpho-
logical disambiguation and dependency parsing. In
Proc. of ACL-HLT, Portland, Oregon, USA.

Zhenghua Li, Min Zhang, Wanxiang Che, Ting Liu,
Wenliang Chen, and Haizhou Li. 2011. Joint mod-
els for Chinese POS tagging and dependency pars-
ing. In Proc. of EMNLP, pages 1180–1191, Edin-
burgh, Scotland, UK.

Yuval Marton, Nizar Habash, and Owen Rambow.
2010. Improving Arabic dependency parsing with
lexical and inflectional morphological features. In
Proc. of the SPMRL Workshop of NAACL-HLT,
pages 13–21, Los Angeles, CA, USA.

Joakim Nivre, Johan Hall, Sandra Kübler, Ryan Mac
Donald, Jens Nilsson, Sebastian Riedel, and Deniz
Yuret. 2007. The conll 2007 shared task on depen-
dency parsing. In Proc. of the CoNLL Shared Task
Session of EMNLP-CoNLL.

Kemal Oflazer, Bilge Say, Dilek Zeynep Hakkani-Tür,
and Gökhan Tür. 2003. Building a Turkish tree-
bank. In Anne Abeille, editor, Building and Exploit-
ing Syntactically-annotated Corpora. Kluwer Aca-
demic Publishers, Dordrecht.

Kemal Oflazer. 1994. Two-level description of Turk-
ish morphology. Literary and Linguistic Comput-
ing, 9(2):137–148.
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Abstract

We present, here, our analysis of sys-
tematic divergences in parallel English-
Hindi dependency treebanks based on the
Computational Paninian Grammar (CPG)
framework. Study of structural diver-
gences in parallel treebanks not only helps
in developing larger treebanks automat-
ically, but can also be useful for many
NLP applications such as data-driven ma-
chine translation (MT) systems. Given that
the two treebanks are based on the same
grammatical model, a study of divergences
in them could be of advantage to such
tasks, along with making it more inter-
esting to study how and where they di-
verge. We consider two parallel trees di-
vergent based on differences in construc-
tions, relations marked, frequency of an-
notation labels and tree depth. Some inter-
esting instances of structural divergences
in the treebanks have been discussed in
the course of this paper. We also present
our task of alignment of the two treebanks,
wherein we talk about our extraction of di-
vergent structures in the trees, and discuss
the results of this exercise.

1 Introduction

Treebanks play an increasingly important role in
computational linguistics, and with the availabil-
ity of a number of treebanks of various languages
now, studies based on parallel treebanks are one
of the directions application/use of treebanks has
taken. “Such resources could be useful for many
applications, e.g. as training or evaluation corpora
for word and phrase alignment, as training mate-
rial for data-driven MT systems and for the auto-
matic induction of transfer rules” (Hearne et al.,
2007) and so on. However, though recent years

have seen an increasing interest in research based
on parallel corpora, “surprisingly little work has
been reported on parallel treebanks.” opine Volk et
al. (2004). “A parallel treebank comprises syntac-
tically annotated aligned sentences in two or more
languages. In addition to this, the trees are aligned
on a sub-sentential level.” (Tinsley et al., 2009)

In this paper we report our study on parallel
English and Hindi dependency treebanks based
on the CPG model. The annotation labels used
to mark the relations in the example trees here
(as also in the treebanks) conform to the depen-
dency annotation scheme given by Begum et al.
(2008). An adaptation of this scheme was subse-
quently used for the English treebank, as reported
in (Chaudhry and Sharma, 2011)

We detail here, how we make use of the exist-
ing Hindi dependency treebank and its parallel En-
glish dependency treebank, to study systematic di-
vergences in the treebank pair, given that both of
these treebanks use the same dependency gram-
mar formalism. We sought to find here, the types
and reasons for these differences. We find that the
two treebanks diverge mainly from two aspects:

• Stylistic

• Structural

A good example of stylistic variation or transla-
tor preference, from our data would be:

(1) kendrIya sarkAr-ke anek varishtha netA bhI
mojUd the.

kendriiya
ruling

sarkaar-ke
party-of

anek
many

varishtha
senior

netaa
leaders

bhii
also

mojuud
in-attendance

the
were

‘A number of senior leaders from the ruling
party were also in attendance.’
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The Hindi sentence in example (1), has been
translated as ‘A number of senior leaders from
the ruling party were also in attendance.’ in
our corpus. While another possible (more regu-
lar/natural) translation of the sentence would be:

A number of senior leaders from the ruling
party were also present.

Stylistic divergences can be due to preferred
translations in the language or due to the lexical
choice of the translator, (or even translator’s pref-
erence for a specific type of constructions). This
said, though study of stylistic divergence can help
recognize preferred constructions in a given lan-
guage, this would need copies of translations by
multiple translators to perform exercises such as
inter-translator agreement. Since our data has only
one translator, analysis of stylistic divergences is
beyond the scope of the work we report here.

Structural divergence, thus, is the focus of our
study here, as it abounds in these treebanks and
brings forth interesting examples of divergences
between the two treebanks. We discuss some oc-
currences of it in our data. Further, we aim to see
if some systematic patterns of divergence could be
arrived at, in the treebanks, through a compara-
tive study of the structures of their trees. However,
since this is a work in progress, we are yet to sum
up any such generalizations, and we do not include
them here.

The remainder of this paper is organized as fol-
lows: Section 2 gives some background on the
data, the annotation scheme and the methodology
we used for our study. In Section 3 we take a
look at the dissimilarities in the two treebanks, and
discuss our investigations into the reasons behind
them. Section 4 presents our observations. Sec-
tion 5 presents the task of our alignment of the two
treebanks, where in we talk about our extraction of
divergent structures in the trees, and discusses the
results of this exercise. And, in Sections 6, we
conclude and sketch the possibilities for some fu-
ture work in this direction.

2 Methodology

2.1 The Data
The data for this study comprises a set of paral-
lel English and Hindi dependency treebanks. A
small section (25000 words) of the Hindi depen-
dency treebank (Bhatt et al., 2009) (being de-

veloped at IIIT-H, under the Hindi-Urdu Treebank
(HUTB) project) was translated to English to form
a parallel corpus. The English treebank used here
(reported in (Chaudhry and Sharma, 2011)), has
been developed on these translations and has 1143
sentences annotated using the dependency annota-
tion scheme modeled on the CPG framework (Be-
gum et al., 2008) (as also the Hindi treebank used
here).

2.2 The Annotation Scheme
As mentioned earlier, the annotation scheme used
for the creation of the two parallel dependency
treebanks (English and Hindi) is based on CPG, a
dependency grammar model proposed by Bharati
et al. (1995). This annotation scheme, developed
for Hindi and other Indian languages, by Begum
et al. (2008) was later applied to English first
by Vaidya et al. (2009) and then, by Chaudhry
and Sharma (2011) to develop their English de-
pendency treebank (used for this work). Paninian
Grammar assigns ‘karaka’ (verb argument rela-
tions) to arguments in a sentence, based on the
relationship they have with the verb. “karaka
relations are syntactico-semantic (or semantico-
syntactic) relations between the verbals and other
related constituents in a sentence.” (Bharati et
al., 1995). There are six basic karakas, namely
adhikarana ‘location’, apaadaan ‘source’, sam-
pradaan ‘recipient’, karana ‘instrument’, karma
‘theme’, karta ‘agent’. It must be noted, that
though the first four karakas (as listed here) can
be roughly mapped to their thematic role counter-
parts, karma and karta tend to be different from
‘theme’ and ‘agent’ respectively”. (Begum et al.,
2008) Further, the annotation directly represents
the relations between a syntactic head and its ar-
guments and adjuncts (that is, its dependents or
modifiers) in a sentence/clause. It is notewor-
thy, that the main verb is taken to be the cen-
tral and binding element of the sentence, and is
therefore, the root node of a dependency tree,
per the annotation scheme. However, there can
be exceptions to this, such as in the cases of co-
ordination, where a co-ordinating conjunct co-
ordinates sentences/clauses that do not have de-
pendencies over/with each other. For example:

‘Ram ate an apple and Ravi drank milk.’

Here, the two verbs ‘ate’ and ‘drank’ are the
root nodes for their respective sentences, and these
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two are then co-ordinated by the co-ordinating
conjunct ‘and’, which is taken as the head of the
entire co-ordinated structure.

Futher, two types of relations are marked un-
der this scheme–karaka and others. (Bhatt et al.,
2009). Relations other than karakas, such as pur-
pose, reason, and possession (adjuncts) and also,
non-dependency relations as in co-ordination and
light verb constructions etc., too are therefore,
taken care of, using the relational concepts pre-
scribed by this annotation scheme. Table 1 pro-
vides information about the relation labels (from
the two treebanks) referred to, in this work.

The dependency relations are marked at inter-
chunk level, instead of marking relations between
words. So, function words are attached to (chun-
ked with) their lexical heads. Per this scheme,
a chunk (with boundaries marked), by definition,
represents a group of adjacent words in a sentence,
which are in dependency relation with each other,
and where one of them is their head (Mannem et
al., 2009).

2.3 Procedure
For the purpose of a detailed comparative study of
the two treebanks, about 700 sentence pairs from
the two treebanks were manually aligned at sen-
tence level and the trees were then aligned auto-
matically. “A sentence pair is a pair of sentences
which are translations of each other, and the de-
pendency trees for the two sentences in a sentence
pair form a tree pair.” (Georgi et al., 2012)

After this, various instances of the dependency
relations in the parallel sentences were automati-
cally extracted for the study. We then (manually)
compared the tree pairs as regards their similari-
ties and contrasts. The comparisons were made
not just for their spans as complete trees, but also
at the level of their subtrees. Given a sentence pair,
we first observed the entire tree spans for poten-
tial divergences. And, if they were divergent, we
looked further on, to find where they diverged,
followed by how much they diverged, and why.
This has been discussed in detail in section 5. We
sought to find what type of divergences they were.
We talk in detail of these aspects the two treebanks
were compared on, in Section 3.

3 Divergence Types

The two treebanks were considered ‘divergent’ if
the paralle trees fell under any of the following:

• Differences in the construction (structure)

• Difference in relations marked (on the paral-
lel sentences)

• Difference in tree depth

• Difference in the frequency of annotation la-
bels

3.1 Difference in construction
Changes in lexical category of a word of one lan-
guage and its counterpart in the other, lead to Cat-
egorial divergence visible in the data. ‘It suffices.’
would be translated in Hindi as ‘yaha kAfI hE.’ (It
sufficient is). While the word ‘suffices’ is realized
as the main verb in English it is an adjectival mod-
ifier ‘kAfI’ (sufficient) in the phrase ‘kAfI hE’, in
Hindi. Figure 1 shows the divergent trees for the
sentence pair.

(2) Hindi: ‘yaha kAfI hE.’

yaha
It

kaafii
sufficient

hE
is

English: ‘It suffices’

Figure 1: Example showing categorial divergence.

Event verbs of English such as ‘flagged’ or
‘flagged off ’ may not have Hindi equivalents.
In such cases they are substituted with descrip-
tion/descriptive phrases such as ‘jhandI dikhA kar
ravAnA kiyA’, as seen in figure 2, for the sentence
pair:

(3) Hindi: ‘unhone tren ko jhandI dikhA kar
ravAnA kiyA.’

unhone
He

tren
train

ko
to

jhandii
flag

dikhaa
show

kar
do

ravaanaa
send

kiyaa.
did

English: ‘He flagged off the train.’
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Label
Name

Relation Name Description

k1 karta Doer/agent/subject.
k1s karta samaanaadhikarana Noun complement of karta.
k2 karma Object/patient.
pof-phrv Phrasal verb Part of units in phrasal verb constructions.
vmod Verb modifier General verb modification.
k3 karana Instrument that helps achieve the ac-

tion/activity.
k4a anubhava karta Experiencer.
k7 vishayaadhikarana Abstract location in time or place.
r6 shashthi The genitive/possessive relation between

nouns.
nmod emph emphatic marker noun modifier of the type emphatic

marker.
k7p deshaadhikarana Place/Location.
fragof Fragment-of Relation to link elements of a fragmented

chunk.
k5 apaadaana A point of separation/departure from

source.
ccof Conjunct-of Co-ordination and sub-ordination.
k7t samayaadhikarana Location in time.
nmod Noun modifier General noun modification, including par-

ticiples.
pof Part-of relation Part of units such as light-verb+noun.
r6-k1 karta of noun in ‘part-of’

relation
Karta of noun in light-verb+noun con-
struction.

r6-k2 karma of noun in ‘part-of’
relation

Karma of noun in light-verb+noun con-
struction.

rs Relation samaanaad-
hikarana

Noun complement/elaboration.

sent-adv Sentential Adverb Adverbial expression with a sentence in its
scope.

Table 1: Description of Dependency Relations.

Figure 2: Categorial divergence due to Event verbs (Example (3)).

3.2 Difference in relations marked
We see that the frequency of the core arguments
(such as ‘karta’, ‘karma’ and thus, the labels per-
taining to them) does not vary much, between
the two languages, since these are mandatory ar-
guments for both of the languages, and must be
present. However, these relations (and their la-
bels) may not always match for all of the trees, of

the two treebanks, since there are instances where
a word that is a mandatory argument in one lan-
guage data may realize differently in the other.
This happens in the case of other arguments too.
For example, ‘preposition-stranding’ in English is
another reason for difference in dependency re-
lations marked on parallel trees. This is because
preposition-stranding is specific to English, and is
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not found in Hindi, which has postpositions that
are required to follow the noun they are associated
with. Prepositions of English are different from
Hindi postpositions which seldom occur discon-
tiguous with the noun they relate with, and never
due to movement. Occasional examples that one
comes across, of a Hindi postposition separated
from its noun, are due to translational choices
or due to some additional information about the
noun (in written texts). Thus, Hindi doesn’t have
the phenomena of ‘stranding’. An example of this
kind of divergence would be:

(4) Hindi: ‘jUn kaun-sI dukAn mein gayI?’

juun
June

kaun-sii
which

dukaan
shop

mein
in

gayii?
go+PAST

English: ‘Which shop did June go to?’

Figure 3: Divergence due to ‘preposition-
stranding’ in English.

In example (4), while in English the preposition
‘to’ will have the relation ‘fragment-of’ (annotated
with the label ‘fragof’) with the noun phrase (NP)
‘which shop’, to indicate that though separated
from it, the preposition is related to the NP. It may
be noted that noun within the NP of a Preposition
Phrase (PP) is considered the head of the phrase,
in our analysis. In its Hindi counterpart, the post-
position ‘mein’ will be part of the NP preceding it,
and doesn’t need to be annotated separately. Also,
the auxiliary ‘did’ will be a ‘fragof’ of the verb
‘go’ because the auxilliary ‘did’ and the verb ‘go’
are discontiguous here. While in Hindi the verb is
a single word expression. Thus, as seen in figure
3, the English tree has extra relations marked in it,
making the two trees divergent.

Null subject divergence is another major aspect
leading to divergences in the two treebanks. In
Hindi the subject of a sentence is left to be im-
plicit many times, since Hindi allows dropping of
the subject where it is obvious. This is not so with

English. Being a positional language English en-
codes much information in the subject (even ob-
ject) position, hence the subject can’t be dropped.
For an insight into subject dropping in Hindi, let
us look at example (5) in (figure 4)

(5) Hindi: ‘(tum) kyA kar rahe ho?’

(tum)
(you)

kyaa
what

kar-rahe-ho?
do+CONT+be+PRES

English: ‘What are you doing?’

Figure 4: Example of null subject divergence.

Thus, while it is possible to ask someone ‘kyA
kar rahe ho?’ in Hindi, it is ungrammatical to
ask ‘what (are) doing?’ in English, dropping the
subject, in such sentences. Divergence is bound to
creep in, between the trees of two parallel sen-
tences, in terms of dependency relations as well
as labels, for such instances.

3.3 Difference in tree depth
Varying relations (not just their number, but their
types too) affect the depth of trees from one lan-
guage to the other. For instance, the presence of
modifier-modified relations such as ‘nmod’ (noun
modifier) or fragmented chunks (depicted with the
label ‘fragof’ in our annotation), in the sentences
of one language, and their absence in the parallel
sentence in the other, can cause such divergences.
This leads to a difference in the depths of the two
trees, as is evident from the trees in figure 3 of
example (4).

3.4 Difference in the frequency of annotation
labels

We also automatically extracted the relation labels
from the parallel dependency treebanks, and stud-
ied their instances in the data, based on their high
frequency or paucity in either of the language’s
treebank (The automatic extraction and its results
are discussed in section 5). In cases where we
found consistency in divergence patterns we inves-
tigated further to analyze what lay beneath their
surfaces.
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Tag/Label Relation Name English Count Hindi Count
ccof Conjunct-of 1161 730
k1 karta 1206 1032
k1s karta samaanaadhikarana 153 160
k2 karma 873 1040
k7 vishayaadhikarana 460 282
k7p deshaadhikarana 272 200
k7t samayaadhikarana 396 297
nmod Noun modier 256 296
pof Part-of relation 781 63
r6 shashthi 935 284
r6-k1 karta of a noun in a lightverb+noun

construction
53 04

r6-k2 karma of a noun in a
lightverb+noun construction

151 14

r6v Genetive relation with verb 04 0
rs Relation samaanaadhikarana 45 0
sent-adv Sentential Adverb 44 68
vmod Verb modier 218 175

Table 2: A comparative Dependency Relations count.

For instance, the frequency of the ‘part-of’ rela-
tion label, ‘pof’, in Hindi and paucity of the same
in English (as seen in Table 2) point to the fact that
Hindi abounds in complex predicates, where as
English has few instances of them. As mentioned
earlier in the discussion, the noun components of
conjunct verbs are annotated with the label ‘pof’
to convey that that noun has a ‘part-of’ relation
with the verb it is attached to. Another relation la-
bel that needs mention here, is ‘r6v’. While there
are instances of this in the Hindi side of the data,
there are none in English. The reason being, this
is a relation that attaches to the verb, though not
a karaka relation. It indicates a sense of posses-
sion, so it is given the tag ‘r6v’, where ‘r6’ indi-
cates a possession relation, and ‘v’ indicates that
this relation is marked with the verb. There are no
instances of this relation in the English data as this
type of realization wasn’t encountered in English.
The relation tag hasn’t therefore, been included in
the annotation scheme for English, as of now.

4 Observations

English and Hindi being significantly divergent,
we came across varied instances of diversities
in the two treebanks. The instances of English
manner-motion verbs we came across in the data
seemingly indicate regular divergence in that En-
glish has the tendency to pair up with satel-

lite prepositions such as ‘into’ in the expres-
sion ‘danced into’, to form manner-motion verbs.
Whereas, Hindi resorts to using separate verbs
for manner and motion to represent the action
as a whole. For example, ‘He broke into the
house.’ would translate as ‘vah zabardastI ghar
main ghusA.’ (he forcefully home-in enter). An-
other example for this would be, ‘She danced into
the room.’ which translates as ‘vah nAchte hue ka-
mare main ghusI.’ (she dance+cont+manner room-
in enter).

Another divergence is that English induces ex-
pletives to fill the canonical subject position in a
sentence, in the absence of a logical subject. How-
ever, Hindi can conveniently drop the subject as
and when. An example for this would be:

(6) Hindi: ‘bAhar bArish ho rahI hE.’

baahar
outside

baarish
rain

ho-rahii-hai.
be+PRES+CONT

English: ‘It is raining outside.’

The examples show that the two sentences di-
verge syntactically, since the Hindi sentence has
no equivalent for ‘it’, here. However, our anno-
tation scheme licenses incorporation of semantic
information along with syntactic analysis (being
syntactico-semantic). This said, if we delve a lit-
tle into their semantics, we see that the dissimilar-
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Figure 5: Observation: No ‘karta’

ity isn’t as pronounced. Expletive ‘it’, though in
the subject position in the sentence, is annotated
‘dummy-subject’ of the verb. Thus there isn’t a
karta in the English sentence, as also is the case
for its Hindi counterpart.

5 Automatic Tree Comparison and
Results

In this section, we discuss the structural compari-
son between the two treebanks, and its results.

5.1 Comparison Criteria
The basis of this comparison is the divergence in
the tree structures and in the labels. For any given
pair of source (English) sentence, target (Hindi)
sentence and the respective Source Sentence De-
pendency Tree (sTree) and Target Sentence De-
pendency Tree (tTree), the comparison criteria
was:

• Full Structure Match

• Partial Structure Match

5.1.1 Full Structure Match
We consider it a full structure match if the full
structure of the sTree matches the tTree. Starting
with the ROOT Node, the child nodes in a sub-tree
of an sTree are matched with the child nodes of the
corresponding sub-tree in the tTree. This process
is repeated recursively for each node. If there is
a full structure match, then the number of chunk
nodes in the sTree matches the number of chunk
nodes in the tTree and the tree structure is exactly
similar. There are 15 sentences where the structure
of the sentences is similar in both the languages.

5.1.2 Partial Match
Partial match between sTree and tTree is calcu-
lated on the basis of:

1. Argument/Arc Match for a given node: To
see if a particular node has a fixed number
of arguments in both the languages.

2. Particular Label Match: If a particular node
(event) demands an argument with a partic-
ular label, then the label is bound to occur
in both of the languages. For Example, if an
event X has a ‘k1’ in its demand-frame for
an sTree, and the construction and the lexical
choice of words imply that ‘k1’ should occur
in the tTree as well, then there is a potential
positive case for Label Match, regardless of
the lexical items assigned to the label in the
tree pair.

3. Both, Argument and Label Match

5.2 Results
In this section, we take a look at the results of
Structural Comparison. For partial sub-tree match-
ing, we calculated the number of sub-trees that
have the same number of arguments from a set of
possible subTrees.
In our data, 113 sub-trees (Same Argument Count)
out of 215 (Total Sub-trees) were found satisfying
the criteria.

In the calculation of Labelled Accuracy, three
types of statistics were calculated. “Common La-
bels” gives the number of labels that were shared
by the aligned node in both, the source (S) and the
target (T) language (L). “Source Unique Labels”
shows the number of labels owned only by the
SL that were not present in the TL. While “Tar-
get Unique Labels” shows the number of labels
present in the TL, but not present in the SL.
Their values for our data are:
CommonLabels = 371
SourceUniqueLabels = 209
TargetUniqueLabels = 219

6 Conclusion and Future Works

In this paper we looked at the divergences in the
CPG based English and Hindi parallel treebanks.
The English treebank varies from its Hindi coun-
terpart in certain aspects, (in spite of being based
on the same grammatical model, and using a quite
similar annotation scheme) given the dissimilari-
ties between the two languages. The treebank pair
was compared and contrasted based on differences
in constructions, relations marked, frequency of
annotation labels and tree depth. The tree pairs
were considered divergent if their differences fell
under one of the criteria above.

Further, we investigated into the reasons behind
these divergences. Though we have calculated the
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extent of divergences in the treebanks, at this point
we do not make any generalizations about them.
Our observations and their classifications regard-
ing these treebanks can provide insights into im-
provement of algorithms used for NLP tasks, es-
pecially Machine Translation.

Also, as a future work, stylistic divergences be-
tween parallel treebanks can be an interesting sub-
ject of study, with the availability of data suited to
the needs of this task.
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Abstract 

This article presents a new approach of us-

ing dependency treebanks in theoretical syn-

tactic research: the view of dependency 

treebanks as combined networks. This al-

lows the usage of advanced tools for net-

work analysis that quite easily provide novel 

insight into the syntactic structure of lan-

guage. As an example of this approach, we 

will show how the network approach can 

provide clear structural distinctions among 

the Chinese function words, which are very 

difficult to obtain directly from the original 

treebank. We hope to illustrate the enor-

mous potential of the language network ap-

proach through a simple example. 

1 Why treebanks? 

Treebanks are the latest hype in linguistics. 

The interest in treebanks can roughly be ex-

plained by two main charms: the NLP push to 

data driven approaches and the linguist’s fas-

cination of creating a treebank following spe-

cific theoretical principles. 

In greater detail, we can observe that Natu-

ral Language Processing requires treebanks for 

all kinds of data-driven approaches ranging 

from Machine Translation to text classification. 

Great efforts, monetary and personal, go into 

the creation of treebanks or the transformation 

of existing treebanks into new formats. In par-

ticular dependency treebanks offer interesting 

connections between texts and the representa-

tion of meaning, the ultimate goal of Computa-

tional Linguistics. This NLP interest in de-

pendency treebanks has also enthused (and 

frequently financed) the community of “pure” 

linguists, who have discovered that the crea-

tion of coherent treebanks is linguistically 

challenging and fascinating. Work has been 

done on error detection (Dickinson & Meurers 

2003), alignment of multilingual (Lopez et al. 

2002) and of multi-stratal treebanks (Böhmová 

et al. 2003; Mille & Wanner 2010), on written 

and spoken data, just to name a few. The crea-

tion of a treebank can also have a unifying ef-

fect on a linguistic community by providing a 

reference analysis, other analysis have to be 

compared to (Penn Tree Bank, Marcus et al. 

1993). But the creation of a treebank following 

a specific syntactic theory cannot in itself be 

considered as a confirmation of this theory 

(other than being a sociological proof of the 

existence of sufficient support for the theory to 

be able to create a treebank). 

What is crucially missing in this picture is 

the usage of treebanks for linguistic discovery 

and theory confirmation or refutation that goes 

beyond searching for examples in the annotat-

ed data. Simple concordancers exist, some of 

them with sophisticated query languages (Zel-

des et al. 2009) but it is up to the syntactician 

to go through the results and make conclusions. 

No generally accepted approach on how to 

interpret this type of data has been established. 

The community of “corpus linguistics” is 

nearly exclusively busy with statistical analysis 

on pure text corpora, using tools like Word-

smith or Lexico3. At most, they use POS 

tagged corpora, often simply to disambiguate 

word usages. This domain of research has 

achieved impressive results in historical lin-

guistics, sociolinguistics, and other domains 

where large amounts of data finally are sys-

tematically ploughed through (Baker 1993; 

Charteris-Black 2004). However, the men-

tioned tools and methods can not easily be ap-

plied to treebanks because first, the structure of 

the data is very different, and secondly, the 

limited size of treebanks compared to the vast 

amounts of unannotated text, makes a statisti-

cal approach less interesting. 

Notable exceptions to this rule include work 

on usually small hand-coded treebanks like the 

ones used in Liu et al. (2009) for the study of 

dependency distance and in Liu (2009a) for the 

research of probability distribution of depend-

encies, where the traditional statistical ap-

proaches have shown their potential in theoret-

ic syntactic research. As an emerging statistical 

method, the network approach brings a new 

angle to this type of research. 

In this paper, we attempt to illuminate the 

network view of dependency treebanks. We 

will show how this approach reduces the diffi-

41



culties in exploiting treebank data and how this 

approach can be successfully applied to small 

dependency treebanks, reducing the size limi-

tations of existing dependency treebanks. 

2 Language networks 

The basic idea underlying dependency net-

works is very simple: instead of viewing the 

trees as linearly aligned on the sentences of the 

corpus, we fuse together each occurrence of 

the same word to a unique node, thus creating 

a unique and (commonly) connected network 

of words, in which the tokens are the vertices 

and dependency relations are the edges or arcs. 

This connected network is then ready to un-

dergo common network analysis with tools 

like UCINET (Borgatti et al. 2002), PAJEK 

(Nooy et al. 2005), NETDRAW (Borgatti 

2002), CYTOSCAPE (Shannon 2003), and so 

on. 

In reality, extracting a network from a de-

pendency treebank is slightly more complicat-

ed, as we have to use some heuristics to fuse 

together only the words that belong to the 

same lexeme (same category, near meaning). 

We refer to Liu (2008) for a description of 

multiple ways of network creation from de-

pendency treebanks.  

Linguistic research with using modern net-

work analysis tools is an upcoming domain. 

The first conference on this subject, Modeling 

Linguistic Networks, was held in December 

2012 in Frankfurt and united nearly 40 schol-

ars from 14 countries. This community is 

guided by two assumptions: First, Language is 

physiognomicly a network and modeling of 

language should follow this guiding principle, 

and secondly, computational tools that have 

proven to be successful in sociology and com-

puter science can be used for language net-

works, too.  

The key interest of the network approach in 

linguistic research is that it provides a new 

way to analyze language systems. A central 

assumption of modern linguistic theories is 

that language is a system (Kretzschmar 2009). 

This widely accepted point of view, however, 

has remained on a purely theoretic level due to 

the absence of an operational methodology, 

until corpora and modern network analysis 

tools appeared. As language is a system, we 

expect there to be rules that cannot be predict-

ed directly on the basis of the units. So looking 

at some specific words (or the relationship be-

tween them) may not be an efficient way for 

discovering the global features of a language 

system. Modeling language as a network pro-

vides an operational way for observing the 

macroscopic features of language system and 

the relationship between the units and the 

whole system. For example, it can be used for 

determining the function or status of some 

units, such as words, in the language system as 

a whole.  

Some research has been done on the struc-

ture of syntactic dependency networks (Ferrer i 

Cancho 2005; Liu 2008; Chen & Liu 2011; 

Čech et al. 2011), the patterns in syntactic de-

pendency networks (Ferrer i Cancho 2004; 

Chen et al. 2011), the language development or 

language evolution (Ke & Yao 2008; Mukher-

jee et al. 2013; Mehler et al. 2011), language 

clustering and linguistic categorization (Liu 

2010; Liu & Cong 2013; Gong et al. 2012; 

Abramov & Mehler 2011), manual and ma-

chine translation (Amancio et al. 2008 &2011), 

word sense disambiguation (Christiano Silva & 

Raphael Amancio 2013), communication and 

interaction (Banisch et al. 2010; Mehler et al. 

2010), the structure of semantic networks 

(Borge Holthoefer & Arenas 2010; Liu 2009b), 

phonetics (Arbesman et al. 2010; Yu et al. 

2010), morphology (Čech & Mačutek 2009; 

Liu & Xu 2011), parts of speech (Ferrer i Can-

cho et al. 2007), Knowledge Networks (Allee 

2000), cognitive networks (Mehler et al. 2012).  

Works on Chinese include networks that use 

as nodes the Chinese characters (Li & Zhou 

2007; Peng et al. 2008), words and phrases (Li 

et al. 2005), phoneme and syllables (Yu et al. 

2011; Peng et al. 2008), syntactic structure 

(Liu 2008; Liu 2010; Chen & Liu 2011; Chen 

et al. 2011), semantic structure (Liu 2009b).  

In general, the language network research, 

including that on Chinese language network, is 

developing rapidly in recent years. But the 

language network research inevitably has some 

aspects that need to be improved in order to 

establish this new domain. It seems that most 

of the language networks studies put a heavy 

emphasis on common features of various net-

works, such as ‘small world’ (Watts & 

Strogatz 1998) and ‘scale-free’ (Barabási & 

Bonabeau 2003) features, treating alike differ-

ent levels of language and different concerns 

on which the networks are built. At the same 

time, many language networks were built 

without proper guide of a specific linguistic 

theory, such as words’, characters’, or phrases’ 
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Sentence 

Order 

Dependent Governor Dependency 

type Order Character POS Order Character POS 

S1 1 zhe pronoun 2 shi verb subject 

S1 2 shi verb 6 。 punctuation main governor 

S1 3 yi numeral 4 ge classifier complement of classifier 

S1 4 ge classifier 5 juzi noun attributer 

S1 5 juzi noun 2 shi verb object 

S1 6 。 punctuation     

Table 1. Annotation of a sample sentence in the Treebank.  

这是一个橘子 zhe-shi-yi-ge-ju-zi ‘this is an orange’ 

co-occurrence networks (Li & Zhou 2007; 

Peng et al. 2008; Liu & Sun 2007; Li et al. 

2005), resulting in research that lacks a strong 

connection to existing linguistic theories and 

research. But as more and more linguists get 

involved in the study of language networks, 

this situation is gradually changing. 

3 The Chinese Dependency Network 

for this study  

For the present work, we used the following 

treebank of Chinese: The treebank has 37,024 

tokens and is composed of 2 sections of differ-

ent styles:  

 “新闻联播” xin-wen-lian-bo ‘news feeds’ 

(name of a famous Chinese TV news 

program), hereinafter referred to as 

XWLB, is a transcription of the program. 

The text is usually read and the style of 

the language is quite formal. The section 

contains 17,061 words. 

 “实话实说” shi-hua-shi-shuo ‘straight 

talk’ (name of a famous Chinese talk 

show), hereinafter referred to as SHSS, is 

of more colloquial language type, con-

taining spontaneous speech appearing in 

interviews of people of various social 

backgrounds, ranging from farmers to 

successful businessmen, The section con-

tains 19, 963 words.  
Both sections have been annotated manually as 

described by Liu (2006). Table 1 shows the file 

format of this Chinese dependency treebank, 

which is similar to the CoNLL dependency 

format, although a bit more redundant (double 

information on the governor’s POS) to allow 

for easy exploitation of the data in a spread-

sheet and converting to language networks. 

The data can be represented as a dependency 

graph as shown in Figure 1. 

The POS and dependency annotation is done 

on the transcribed texts. As the treebank con-

tains different styles, it allows for general con-

clusions about the language, in spite of the lim-

ited size of the corpus. Another benefit of the 

double nature of the data is that we can do 

comparative work based on these 2 sections. 

这 是 一 个 橘子

This is an (classifier) orange

。

subj qc atr

obj

s

 
Figure 1. The graph of the dependency analysis of

这是一个橘子 zhe-shi-yi-ge-ju-zi ‘this is an orange’ 

With words as nodes, dependencies as arcs, 

and the frequency of the dependencies as the 

value of arcs, we can build a network. For ex-

ample, the sample shown in Figure 1 can be 

converted to a network as shown in Figure 2 

(excluding punctuation). 

 
Figure 2. Network of 这是一个橘子 zhe-shi-yi-

ge-ju-zi ‘this is an orange’ 

Following the same principle, our Chinese 

treebank can be presented as Figure 3, an im-

age that gives a broad overview of the global 

structure of the treebank.  

 
Figure 3. The network of our Chinese treebank 

The resulting network has the following prop-
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erties: it is fully connected and there are no 

isolated vertices, it is a ‘small word’ and has a 

‘scale-free’ structure. As we mentioned before, 

there are not many language characteristics 

that we can deduce directly from this big pic-

ture. What we need to do is to looki into the 

structure of some specific words in this big 

network, which in our study has brought about 

some interesting findings. The first step is to 

decide on the words we wanted to look into: 

the function words. 

4 Chinese Function Words 

Chinese is an isolating language: syntactic 

structure relies primarily on function words 

and word order rather than on rich morpholog-

ical information to encode functional relations 

between elements (Levy & Manning 2003). 

Function words are words that have little lexi-

cal meaning or have ambiguous meaning, but 

instead express grammatical relationships with 

other words within a sentence, or specify the 

attitude or mood of the speaker” (Klammer et 

al. 2000). In Chinese, function words include 

prepositions, conjunctions, and auxiliary and 

modal particles (Yu 1998). 

As in any language, function words distin-

guish themselves not only by their syntactic 

properties, but also simply by their frequency. 

The words we are interested in are among the 

most common Chinese words: 在1
 zai ‘(to be 

located) in or at’, 了  le ‘perfective aspect 

marker or modal particle intensifying the pre-

ceding clause’. 

We compared the frequent function words 

shown in XWLB, SHSS, and the Modern Chi-

nese Frequency Dictionary and found that 

there are 3 function words that appear in all 

these 3 resources. They are: ‘的’ de ‘ablative 

cause suffix or possessive particle similar to 

the English genitive marker ’s’, zai and le. The 

frequency information of these 3 function 

words is shown in Table 2
2
.  

We will exclude de from this study because 

of its unique behavior
3
. We only chose zai and 

le as our research objects. 

                                                           
1 In Chinese, zai may be a verb, adverb or preposition. 

Here we only refer to the preposition. 
2 Considering the size of XWLB and SHSS, we only 

paid attention on the function words whose frequency 

is in the top 30 of all words that have shown in these 

transcriptions. 
3 In Chinese, the function word ‘的’ de ‘’s’ is a very 

special word. It can pretty much follow any language 

unit and construct a so-called de-structure, de togeth-

The differences in distribution between the two 

genres of texts are mostly based on the lexical 

poverty of spontaneous speech (SHSS) com-

pared to written style, resulting in higher fre-

quencies (of the smaller number of types) in 

the former genre. Moreover, the notably higher 

relative frequency of le in SHSS can be ex-

plained by the fact that one usage of le is an 

intensifier typical for the genre of spontaneous 

oral language. Inversely, zai can be omitted 

before locatives in oral Chinese. 
XWLB SHSS MCFD 

R F1 W R F1 W R F2 W 

1 930 de 1 1051 de 1 69080 de 

3 223 zai 6 429 le 2 26342 le 

4 202 le 21 124 zai 6 13438 zai 

Table 2. The frequency information of 3 function 

words. R-rank, F1-frequency, W-word, F2-frequency 

in 10000,  

MCFD-Modern Chinese Frequency Dictionary
4
 

5 Chinese function words in tree-

banks 

The traditional research on Chinese function 

words categorizes the linguistic units, de-

scribes which words function words can con-

nect to, and defines the relationship between 

function words and other linguistic units by 

giving some examples. This type of research 

has achieved valuable results and contributed 

to the commonly accepted classification of 

Chinese function words. But due to the lack of 

tools for collecting and processing large data, 

the examples are limited and most of them are 

not drawn from real language data either. Re-

cently, with the appearance of corpora in Chi-

nese linguistic research, these points improved 

slightly. Simple text corpora or POS tagged 

corpora can supply giant amounts of examples. 

Treebanks, however, are able to provide much 

richer structural information, of syntactic or 

semantic nature, though their size is usually 

rather limited. For studies on syntactic struc-

tures, as the present work on function words, 

treebanks are the best choice.  

                                                                                    
er with the preceding unit becoming an attribute or an 

expression referring to something or someone. Con-

sidering the complicated situations of the de-structure, 

they would require a special and extensive discussion, 

and are left for future research. 
4 In Chinese, le and zai also can be content words even 

though these phenomena are not common. The Mod-

ern Chinese Frequency Dictionary doesn’t distinguish 

these difference but we believe the deviation of the 

data won’t change the fact that these 2 function 

words are among the most common Chinese words. 
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This paper focuses on the structural distribu-

tion of linguistic units (words, in this study), 

more specifically of the function words zai and 

le. There is similar research on Chinese with 

different concerns: Liu (2007) analyzed the 

distribution of dependency relations and de-

pendency distance in a Chinese treebank, in-

cluding but not centered on function words. 

Gao (2010) and Gao et al. (2010) described the 

syntactic functions of nouns and verbs in man-

darin Chinese, dividing syntactic functions of 

nouns and verbs into typical ones and atypical 

ones for a quantitative analysis. Chen et al. 

(2011) tried to build a model of valency pat-

tern from syntactic networks based on tree-

banks. All these works are done from the per-

spective of parts of speech instead of specific 

words. At the same time, there are several 

studies in Chinese concerned with specific 

words. For example, Liu and Liu (2011) have 

engaged in a study on the evolution process of 

the syntactic valency of the verb. They con-

structed three corpora of ancient classical Chi-

nese, ancient vernacular and the modern ver-

nacular, and selected ten verbs as the objects of 

their study to ascertain the diachronic behavior 

of these words. Even though they analyzed the 

complements and modifications of the words, 

they failed to give specific information about 

the complements and modifications, only dis-

tinguishing single word units from more com-

plicated linguistic units. In contrast, our study 

provided more information of the words that 

can connect with zai and le. 

We analyzed the distribution of the depend-

ents and governors of zai and le in XWLB and 

SHSS. The results are shown in Table 3 and 

Table 4. 

Note that the genre differences are visible 

for both words: The governors of zai are very 

similarly diversely distributed for both genres 

but in spontaneous speech, the dependents of 

zai are much more diverse than in written style. 

Compared to zai, le has simpler combinatory 

possibilities (and no dependents), and here, the 

governors are more diverse in spontaneous 

speech than in written style. 

Comparing these two words, we can see that, 

in general, zai can relate to more types of part 

of speech than le. However, it is not easy to 

interpret these tables and we will see that when 

passing to a network representation, the differ-

ences become much more easily accessible. 

 

 

XWLB SHSS 

X ——> ‘在’ zai 

Gov of zai Freq % Gov of zai Freq % 

verb 208 92.86 verb 115 92.74 

auxiliary 9 4.02 auxiliary 5 4.03 

conjunction 2 0.89 adjective 2 1.61 

adjective 1 0.45 noun 1 0.81 

noun 1 0.45 

   preposition 1 0.45 

pronoun 1 0.45 

‘在’ zai ——> X 

Dep of zai Freq % Dep of zai Freq % 

noun 215 96.41 noun 106 78.52 

pronoun 4 1.79 pronoun 12 8.89 

classifier 2 0.90 verb 8 5.93 

conjunction 1 0.45 adverb 6 4.44 

verb 1 0.45 auxiliary 2 1.48 

 conjunction 1 0.74 

 Table 3. The distribution of governors and de-

pendents of function word zai. Freq-frequency, 

Dep-dependent, Gov-governor 

XWLB SHSS 

X ——> ‘了’ le 

Gov of le Freq % Gov of le Freq % 

verb 198 98.02 verb 384 89.51 

adjective 3 1.49 adjective 38 8.86 

noun 1 0.50 noun 5 1.17 

 
adverb 1 0.23 

classifier 1 0.23 

Table 4. The distribution of governors of function 

word le. Freq-frequency, Dep-dependent, Gov-

governor 

6 Network properties of Chinese func-

tion words 

6.1 Properties of ‘在’ zai and ‘了’ le 

With the XWLB and SHSS syntactic networks, 

we studied the most frequently used network 

parameter of the words, the degree: The de-

gree of a vertex (a word) refers to the number 

of its neighbors. This variable actually de-

scribes the number of different word types 

which are connected with a specific word. The 

directions of the arcs distinguish between 

indegree and outdegree. The indegree of a 

word is the number of arcs it receives while the 

outdegree is the number of arcs it sends. Re-

formulated linguistically, the indegree reflects 

the number of governors of a word and the 

outdegree, the number of the word’s depend-

ents. In our network, these two function words 

have the following properties in Table 5. 

Although the size of the original sections of 

XWLB and SHSS in the treebank is similar (in 

tokens), the size of the XWLB and SHSS net-
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Figure 4. The sub-network of ‘在’ zai and its neighbors in the XWLB network 

 

works is quite different due to the difference in 

the lexical richness. In order to make the data 

more comparable, we standardized the original 

data, also shown in Table 5. The table clearly 

shows that: le has a zero outdegree because it 

cannot govern other words in our analysis of 

Chinese while zai has both indegree and out-

degree; Besides, le’s degree is higher in SHSS 

than XWLB which states that the combinatory 

possibilities of le is more diverse in spontane-

ous speech. On the contrary the distribution of 

word types that zai can connect with is more 

diverse in written style, especially obvious 

when it comes to the indegree. 

Features 
‘了’ le ‘在’ zai 

XWLB SHSS XWLB SHSS 

Degree 133 234 222 131 

SD 0.14 0.28 0.23 0.16 

Outdegree 0 0 88 61 

SOD 0 0 0.17 0.12 

Indegree 133 234 134 70 

SID 0.29 0.55 0.29 0.16 

Table 5. The degree, indegree and outdegree of the 

function words zai and le. SD-Standard degree, 

SOD-Standard outdegree, SID-Standard Indegree 

6.2 Network Manipulation 

To see the role that these 2 words play in the 

whole language network system, we carry out 

the following manipulations on the network: 

Since we are only concerned with the vertices 

connected to these two words, we removed all 

the vertices and arcs that are not connected to 

them. Figure 4 illustrates the graph of the re-

maining vertices and arcs of zai in XWLB. 

Actually, we tried to do the same thing based 

on the original treebank. No doubt, the idea is 

workable but it is difficult to visualize the re-

sult. Since the words, which are either the gov-

ernors or dependents of these function words, 

are numerous, it would take a very big table, 

more than 200 lines, to show all the detailed 

information. A more reasonable way to visual-

ize the data, making it more readable, is mak-

ing a graphical representation of the infor-

mation, such as a scatter diagram or a network 

diagram as the one in Figure 4. 

  In this diagram, we managed to arrange the 

words by the value of their arcs connected with 

zai. The words between circle ○A  and ○B  

labeled with smallest vertices, far away from 

the center vertex zai, only connected with zai 

once in the treebank. The lines between these 

words and zai are numbered by the frequency 

of the connection shown in the treebank. Fol-

lowing the same principle, the words between 

circle ○B  and ○C  connected with zai twice in 

the treebank, and so they are nearer to the cen-

ter vertex. The words between circle ○C  and 

○D  connected zai three times and the words in 

circle ○D , except the word zai itself, connected 

with zai more than three times in the treebank. 

The more connections there are between the 

words and zai, the bigger the size of the verti-

ces representing the words, the shorter the dis-

tance between the words and zai. In this way, 

the diagram 4 clearly shows that, even though 

zai has many neighbors, most of them seem to 

prefer visiting it just once or twice, in other 

○A  

○B  
○C  ○D  
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Figure 5. The distribution of governors and dependents of the function words zai and le 

 

XWLB XWLB SHSS SHSS 

words, the number of connection is distributed 

more evenly among its neighbors. 

After removing the vertices, we combined all 

the words with the same part of speech except 

the two words we are studying. So we got a 

new “mixed language network”. It mixes two 

types of vertices, one representing a word 

while the other one representing the part of 

speech. This new graph, as shown in Figure 5, 

also included the information of Table 3 and 

Table 4. The results we got from analyzing the 

treebank can also be extracted from the lan-

guage networks. 

In this diagram, we put the arcs in different 

grayscales. The higher the value of an arc is, 

i.e. the frequency in Table 3 and Table 4, the 

darker their color, the bigger size of the verti-

ces which represent the parts of speech. It is 

even easier to get the same conclusion than 

that drawn from Table 3 and Table 4: le can 

only be a dependent while zai can be a gover-

nor and a dependent; zai can relate to more 

types of part of speech than the le, zai can re-

lated to more words in XWLB than in SHSS 

while le can related to more words in SHSS 

than in XWLB. 

Now, we can see that the main difference 

between analysing the original treebank and 

the language network is that the language net-

work can provide an easier and direct access to 

a graphic output, especially when the data is 

too complex or too big to be included in a lim-

ited table.  

So are there other facts about the language 

structure that are extremely difficult to see di-

rectly from the original treebank and that can 

be seen directly in the network? One of the 

advantages of the language network model is 

that it views the language as a connected 

whole system. Without the language network 

approach, describing the language system is 

more like talking about an unspecified abstract 

structure. The language network model gives a 

more specific structure model to the language 

system and also provides different computa-

tional tools that have proven to be successful 

in sociology and computer science, which are 

able to describe the different elements of a 

network system, or, as in our case, a language 

system. So we tried to manipulate the XWLB 

and SHSS networks to find out the roles of 

these two function words in the language net-

works systems. The way we tried actually fol-

lows a very simple logic. If you want to know 

the function of one element in a system, the 

simplest way is to remove it from the system 

and then to see what the consequences are: We 

respectively removed the vertices representing 

zai and le from XWLB and SHSS language 

networks and compared several most common 

features of the networks, the number of verti-

ces, average degree, the number of isolated 

vertices, before and after removing the vertex. 

The numbers of vertices are actually the 

numbers of word types in the treebank. Alt-

hough the sizes of XWLB and SHSS are simi-

lar, the numbers of vertices of XWLB and 

SHSS networks, or the size of the networks, 

are obviously different due to the difference of 

lexical richness.  

47



Table 6. The network data before and after re-

moving the function words. Num: Numbers of ver-

tices, IV: Isolated Vertices, AD: Average Degree 
The isolated vertices represent the vertices 

without any neighbors. This is the interesting 

part here. According to the data, there are no 

isolated vertices after removing le. All the re-

mained vertices are still fully connected. So, if 

we believe the network somehow can be seen 

as the model of the syntactic structure of the 

language system drawn from this part of the 

treebank, then removing le seems to cause no 

significant trouble here. The whole structure 

didn’t suffer from a systematic crisis, even 

though the le was a high frequency word with 

very high degrees. At the same time, removing 

zai caused isolated vertices in both XWLB and 

SHSS networks, especially in SHSS, even 

though the zai has lower frequency than le in 

the treebank and lower degrees in the network. 

In other words, removing this word created a 

much bigger systematic crisis. The reason is 

simple: le can only be a dependent. Take a pic-

ture like diagram 6: In the simple full connect-

ed network there is a vertex A that only has 

indegree and no outdegree. Because vertex A 

only attaches to other vertices and it doesn’t 

convey any unique information between its 

neighbors, removing it from the network won’t 

render any vertex isolated. 

 
Figure 6. A simple network example  

This result fits a common sense in syntax that 

the governors are somehow more important 

than dependents when it comes to the structur-

al completion of sentences. But it is very diffi-

cult to quantify the syntactic importance, espe-

cially for the whole treebank, text or language 

systems. We see that the analyzed function 

words, which share high frequency and de-

grees, in fact play very different roles in the 

system model: As a result, it seems safe to 

claim that zai is more important than le for this 

model’s structure. The syntactic importance of 

specific words can be quantified in this way. 

Developing a numeric scale of a well-defined 

notion of “syntactic importance” is left for fu-

ture research. 

This study shows that the language network 

approach can not only provide an easier and 

direct access to getting a graphic output but 

also can bring some fresh new angles for lan-

guage analyzing. 

7 Conclusion 

This paper addresses the importance of devel-

oping techniques of treebank exploitation for 

syntactic research ranging from theorem veri-

fication to discovery of new relations invisible 

to the eye. 

We advocate in particular the usage of net-

work tools in this process and show how a 

treebank can, and, in our view, should be seen 

as a unique network.  

We have shown in more detail, by opposing 

the function words zai and le, that the frequen-

cy of words is not equivalent to the word’s 

importance in the syntactic structure, pointing 

to a notion that we may call the “centrality” of 

the word. The importance in the syntactic 

structure is still a vague notion that needs to be 

refined further, but simple network manipula-

tions like removal of the words in question can 

reveal properties of the words that seem to be 

closely related to the words’ structural roles. 

For example, a word A whose removal breaks 

the network in parts is clearly more important 

than a word B whose removal preserves the 

connectedness of the network (as the word on-

ly occupies exterior nodes). Since the results 

shown in this paper confirm well-known facts 

concerning these two function words, the same 

method can be applied to other function words 

as well content words. Ongoing research in-

cludes analyses of the Chinese equivalent of 

the following words: de ‘ablative cause suffix 

or possessive particle similar to the English 

genitive marker ’s’, wo ‘I, me, myself’, shi ‘are, 

am, yes’, ge ‘individual, entries’, yi ‘one, sin-

gle’, zhe ‘this, it,these’, bu ‘do not, need not’, 

ta ‘he, him’, shuo ‘speak, talk, say’, ren ‘per-

son, people, human being’, and dao ‘arrive, 

reach, get to’.  

We leave it for further research to develop 

the notion of “centrality” into a numerical val-

ue that would allow comparing any pair of 

words.  

Network Num IV AD 

XWLB 

Original 4011 0 6.15 

le Removed 4010 0 6.09 

zai Removed 4010 17 6.04 

SHSS 

Original 2601 0 8.56 

le Removed 2600 0 8.38 

zai Removed 2600 5 8.46 

A 
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Equally, the active field of network analysis 

will in time reveal new techniques that have in 

turn to be applied to new and bigger language 

networks based on treebanks of different types 

and languages. This could establish network 

syntax as one branch of the emerging field of 

data-driven linguistics. 
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Abstract 

This article proposes a simple modeling of 

Korean word order within the framework of 

the topological dependency grammar – the 

first topological modeling for this language 

– a system of formal rules accounting for 

the correspondence between the dependency 

tree of a sentence and an ordered constituent 

structure. We show that a fairly small num-

ber of linearization rules can account for the 

word order facts of Korean, considered to be 

a language with a relatively free order. 

These rules will be described, especially the 

non-projectivity phenomenon based of the 

notion of “verb cluster”, a cohesive topolog-

ical constituent, which appears in a syntax-

topology interface.  

1 Introduction  

First of all, let us consider the following exam-

ples. The difference between these declarative 

sentences is the placement of the two verbs, ta-

ko ‘take’ and ka-ss-da ‘go’, marked in bold:  

 

(1) a. 영이가       엄마     차를     타고  

Yeongi-ka   eomma   cha-leul    ta-ko  

Yeongi-NOM mother   car-ACC  take-VM 

시골에           갔다 

sigol-e          ka-ss-da 

country-LOC    go-P-DEC1 

 ‘Yeongi went to the countryside taking her mother’s 

 car’ 

 

b. 영이가        시골에    엄마     차를  

Yeongi-ka      sigol-e    eomma   cha-leul  

Yeongi-NOM country-LOC  mother   car-ACC 

 

                                                           
1
 ACC: accusative, ADV: adverb, C: copula, DAT: da-

tive, DEC: declarative, HON: honorification, LOC: loca-

tive, NEG: negation, NM: nominalization, NOM: nomi-

native, P: past, PRES: present, REL: relative, TOP: topic, 

VM: verbal morpheme with which verb dependents are 

combined (note that Korean is an agglutinative language). 

타고        갔다 

ta-ko      ka-ss-da 

take-VM   go-P-DEC 

‘Yeongi went to the countryside taking her mother’s  

car’ 

 

These two sentences are acceptable and natural. 

On the other hand, when the nominal depend-

ent of ta-ko ‘take’ is extracted, we remark that 

there are restrictions on the placement of verbs. 

Let us observe the following examples in 

which the nominal dependent of ta-ko ‘take’ is 

extracted:  
 

(2) a. 영이가      시골에     타고      간  

Yeongi-ka     sigol-e     ta-ko     ka-n  

Yeongi-NOM country-LOC take-VM  go-REL 

엄마     차는       검은색이다  

eomm  cha-neun   keomeunsaek-i-da 

mother  car-TOP     black-C-DEC 

‘the mother’s car that Yeongi took  

for going to the countryside is black’ 

 

b. ?* 영이가     타고    시골에        간  

Yeongi-ka     ta-ko    sigol-e       ka-n  

Yeongi-NOM take-VM  country-LOC  go-REL 

엄마      차는      검은색이다  
eomm   cha-neun   keomeunsaek-i-da 

mother   car-TOP    black-C-DEC 

 

As illustrated above, when the dependent verb 

is separated from its governor (example 2b), it 

is not possible that the nominal dependent of 

this dependent verb is extracted. On the other 

hand, when the dependent verb is placed next 

to its governor (example 2a), it is possible that 

the nominal dependent is extracted. This fact 

leads us to think about the correlation between 

extraction and constraints on the placement of 

verbs.  

In this paper, we are interested in this re-

striction of the linear position of verbs in the 

case of extraction, and we’d like to propose a 

simple modeling for this linguistic fact. To do 

this, we think that it is necessary to present a 
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general description of Korean word order. 

Then, we will discuss the selection of suitable 

framework for word order variation of this 

language (section 2). We will propose to be 

placed in a topological approach based on 

Gerdes & Kahane (2001). In section 3, we will 

define a topological structure for Korean, 

based on its word order property. We will also 

develop a topological dependency grammar. In 

section 4, we will show that our grammar is 

fully capable of establishing the correct linear 

order, with non-projectivity phenomena illus-

trated in the examples above. We will show the 

utility of the notion of the “verb cluster”, a co-

hesive topological constituent which controls 

non-projectivity phenomena.  

2 Word Order Variation of Korean   

Korean is known as a language in which word 

order is relatively free (Chung 1998, Choi 

1999, Kim & Lee 2001 etc). First of all, let us 

consider the following examples in which the 

verb ju- ‘give’ has three nominal dependents: 

Yeongi-ka ‘Yeongi’, Cheolsu-eke ‘to Cheolsu’, 

and chaek-eul ‘a book’. The order variation of 

these constituents permits six possible orders:   

 

(3) a. 영이가    철수에게   책을     주었다  

Yeongi-ka   Cheolsu-eke  chaek-eul ju-eoss-da 

Yeongi-NOM Cheolsu-DAT book-ACC give-P-DEC 

‘Yeongi gave a book to Cheolsu’ 
 

b. 영이가     책을     철수에게    주었다  

Yeongi-ka  chaek-eul  Cheolsu-eke  ju-eoss-da 

Yeongi-NOM book-ACC Cheolsu-DAT give-P-DEC 

‘Yeongi gave a book to Cheolsu’ 
 

c. 철수에게    영이가     책을     주었다  

Cheolsu-eke  Yeongi-ka  chaek-eul  ju-eoss-da 

Cheolsu-DAT Yeongi-NOM book-ACC give-P-DEC 

‘Yeongi gave a book to Cheolsu’ 
 

d. 철수에게   책을     영이가    주었다  

Cheolsu-eke chaek-eul  Yeongi-ka  ju-eoss-da 

Cheolsu-DAT book-ACC Yeongi-NOM give-P-DEC 

‘Yeongi gave a book to Cheolsu’ 
 

e. 책을    영이가     철수에게     주었다  

chaek-eul  Yeongi-ka   Cheolsu-eke  ju-eoss-da 

book-ACC  Yeongi-NOM Cheolsu-DAT give-P-DEC 

‘Yeongi gave a book to Cheolsu’ 
 

f. 책을    철수에게    영이가     주었다  

chaek-eul  Cheolsu-eke  Yeongi-ka   ju-eoss-da 

book-ACC Cheolsu-DAT Yeongi-NOM give-P-DEC 

‘Yeongi gave a book to Cheolsu’ 

 

As illustrated in these examples, the verb oc-

curs at the end of these sentences (i.e. Korean 

is a verb final language), while the nominal 

elements of the main verb are freely placed.  

This linear behavior of nominal elements in the 

examples above brings about two questions: 

First, is the idea of standard word order SOV 

pertinent in the case of Korean? Second, how 

could we represent word order variation in a 

simple and elegant way?  

Greenberg (1963) proposed classifying word 

order types of languages from a typological 

point of view in terms of their basic order such 

as SVO, SOV, VSO, VOS, OSV or OVS. This 

proposition implies a fixed or at least clearly 

dominant order, which does not apply to Kore-

an word order variation as illustrated above.
2
 

Moreover, following Ross (1967), Korean 

word order variation has been discussed in 

terms of “scrambling” (Han 1998, Chung 1998, 

Choi 1999 etc.), which demands the concept of 

movement. We believe that this operation 

could make such a representation very compli-

cated for Korean where the communicative 

structure plays an important role, unlike Eng-

lish or French where word order largely de-

pends on the syntactic function.  

According to Choi (1999) and Kim & Lee 

(2001), there are several factors intervening in 

Korean word order variation: grammatical 

morphemes, communicative structure, syntac-

tic functions etc. From this point of view, in 

our study, we do not suppose a standard word 

order contrary to X-bar syntax in which syn-

tactic function and constituency are represent-

ed in a same structure. We believe that it is 

more convincing to separate different levels of 

information, for representing word order varia-

tion in a simple way. We thus propose to use 

the framework of Dependency Grammar where 

syntactic function and constituency are sepa-

rately represented (Tesnière 1959, Mel’čuk 

1988). More precisely, we base ourselves on 

Gerdes & Kahane (2001), broadly inspired by 

the classical topological model first introduced 

in the description of German. They integrated 

this model into the framework of dependency 

grammar, elaborating a syntax-topology inter-

face. Note that topology is an intermediate lev-

el between a dependency-based syntactic struc-

ture and a prosodic structure.
3
 That is to say, 

                                                           
2
 Note that Korean also has an unmarked order which is 

communicatively neutral.   
3 We are based on the Meaning-Text model (Mel’čuk 

1988) which posits multiple strata of representations 
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word groupings in topology are strongly relat-

ed to prosodic units.  

In this paper, keeping the issue raised in the 

introduction in mind, we describe the corre-

spondence between unordered syntactic struc-

tures and ordered constituent structures on the 

basis of the Korean topological dependency 

grammar we propose. We will remark that lin-

earization rules are simpler than we thought for 

a language considered as a relatively free order 

language. This will be described precisely in 

the section 4 with the case of non-projectivity 

phenomena. This description will be a solution 

of the question raised in the introduction.  

3 Syntax-Topology Interface in Kore-

an  

In this section, we propose a topological model 

for Korean, based on its word order property. 

We also define the Korean topological de-

pendency grammar, which accounts for all 

possible word order variations. This grammar 

will allow for describing the correspondence 

between a given dependency tree and an or-

dered topological structure.  

3.1 Topological Structure for Korean  

The basic idea of the topological model is to 

“consider that a sentence is a template-like 

sequence of different fields each being able to 

host different types of constituents” (Gerdes & 

Kahane 2007). These different types of con-

stituents correspond to “domains”. The internal 

structure of domains is a sequence of “fields”.  

Choi (1999) and Gerdes (2002) insist on the 

fact that constraints on word order in Korean 

resemble those of German. However, we do 

not follow the architecture of the topological 

structure of German, in which the superior 

domain directly contains five fields (Vorfeld, 

left bracket, Mittelfeld, right bracket, Na-

chfeld). Korean is often considered as a dis-

course-oriented language (Kim 2003), or a top-

ic-prominent language (Li & Thompson 1976). 

In other words, the communicative structure 

plays an important role in the organization of 

sentences in Korean. Furthermore, all the ele-

ments are not obligatorily present. That is to 

say, it is not necessary to produce the elements 

that speakers understand in a given context (i.e. 

frequency of zero anaphora, cf. Kim 2003). 

This could make interpretation of the structure 

                                                                                    
related by explicit interfaces. We are interested especially 

in an interface where linearization takes place.  

of sentences complicated, and we could have 

at least two interpretations: 1) elements in a 

sentence are under subcategorization of the 

main verb, and 2) they are simply repetition of 

elements of the antecedent sentences in a con-

text.  

Moreover, the topological behaviors of the 

neun-phrase are very interesting in that it can 

appear in different linear order depending on 

the communicative structure (cf. Chun 2013). 

Consider the following examples in which the 

two neun-phrases appear:   

 

(4) a. 그    이야기는   저는      들었어요 

keu   iyaki-neun  jeo-neun  deul-eoss-eo-yo 

this   story-TOP  me-TOP  hear-P-DEC-HON 

‘for that story, it’s me who heard that’ 

 

b. 저는     그    이야기는    들었어요  

jeo-neun  keu   iyaki-neun  deul-eoss-eo-yo 

me-TOP  this   story-TOP  hear-P-DEC-HON 

‘for me, it’s that story that I heard’ 

 

As illustrated in the gloss of the examples 

above, their interpretation differs from the lin-

ear position of the neun-phrase: in (4a), keu 

iyaki-neun ‘that story’ is interpreted as a topic, 

while in (4b), this is interpreted as a focus con-

trastive. This means that there is a particular 

linear position of elements of a sentence. Fur-

thermore, the first constituent containing the 

neun marker in each sentence tends to be sepa-

rated from the following element with a high 

prominence in prosody (Seong & Song 1997, 

Hwang 2002).  

These points we mentioned above lead us to 

introduce two syntactic modules: the macro-

syntax and the micro-syntax following 

Blanche-Benveniste (1990). The latter is for 

elements in “proper” syntactic level, while the 

former contains detached elements which don’t 

fall under subcategorization. We believe that 

the introduction of two syntactic modules 

(macro- and micro-syntax) allows us to better 

understand the overall organization of sentenc-

es on different levels: syntactic level, commu-

nicative level and prosodic level etc.  

Let us now present our architecture of the Ko-

rean topological structure (cf. Figure 1). The 

two modules, the macro- and micro-syntax are 

integrated into our model as a macro-domain 

and a micro-domain respectively. Note that for 

a sequence of fields in the macro-domain, we 

introduce the term “kernel”
4
 interpreted as 

                                                           
4
 We borrow this term from Gerdes et al. (2005).  
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“noyau” in French following Blanche-

Benveniste (1990). The macro-domain is com-

posed of three fields: the pre-kernel field, the 

kernel field, and the post-kernel field. The ker-

nel field “receives the other verbal dependents, 

especially all the elements that saturate the 

verbal valency” (Gerdes et al. 2005). The pre-

kernel field and post-kernel field contain de-

tached elements such as toplicalized or dislo-

cated elements. In the example (5), there is one 

more element apart from the elements under 

subcategorization of the main verb, namely, 

na-neun ‘me’ interpreted as a topic. This 

means that this element is placed in another 

topological position than in the kernel field: 

 

(5) 나는      내가     많이     발전했지  

na-neun   nae-ka   manhi   baljeonha-eoss-ji  

me-TOP  me-NOM  much   progress-P-DEC 

 ‘for me, I have much progressed’ 

 

We thus propose the pre-kernel field before the 

kernel field. 

Note that Korean nominal dependents can ap-

pear after the main verb. In the example (6), 

the subject is placed after the main verb ha-

neunde marked in bold: 

 

(6) 다시   생각을     해야   하는데     너는  

dasi  saengkak-eul  ha-eoya ha-neunde  neo-neun 

again thought-ACC  do-VM do-although you-TOP  

‘you have to think again’ 

 

Therefore, we need one more field behind the 

kernel field, i.e. the post-kernel field.  

The micro-domain has two fields: the principal 

field and the head field. This domain hosts the 

elements governed by the principal verb. This 

principal verb is placed in the head field, and 

its dependents occupy the principal field. 

In our architecture of the topological structure, 

there is a particular verbal grouping of words, 

namely, a verb cluster, in that this is not a sim-

ple verbal constituent, but a constituent which 

intervenes in the case of extraction. This is our 

main problem in this paper, and we will dis-

cuss that in detail in the section 4. The verb 

cluster is composed of four fields: the depend-

ent verb (dep-V) field, the adverb (ADV) field, 

the negation (NEG) field and the verb (V) 

field.
5
 The verb cluster forms a very rigid ver-

bal constituent with great cohesion, which 

                                                           
5 Note that the verb cluster is not a domain such as mac-

ro- and micro-syntax. 

tends to form one prosodic unit.
6
 The order of 

these four fields is fixed:  

 

(7)  요즘       영이     공부  잘   안   해  

yoseum   Yeongi    kongbu  jal  an   ha-eo 

these days Yeongi-TOP study  well NEG do-DEC 

‘these days, Yeongi doesn’t study well’ 

  

Note that certain constructions do not permit 

insertion of adverb or negation
7
 between two 

verbs, contrary to the example (7):  

 

(8) a.영이가     철수를    도와       주었다  

Yeongi-ka  Cheolsu-leul  dou-a      ju-eoss-da 

Yeongi-NOM Cheolsu-ACC help-VM do a favor-P-DEC 

‘Yeongi hepled Cheolsu with favor’ 

 

b. * 영이가          철수를  

Yeongi-ka      Cheolsu-leul   

Yeongi-NOM   Cheolsu-ACC  

도와       안      주었다 

dou-a      an      ju-eoss-da 

help-VM   NEG   do a favor-P-DEC 

‘Yeongi didn’t help Cheolsu with favor’ 

 

We now propose the Korean topological struc-

ture with three embedded levels:  

 
pre-kernel kernel post-kernel 

 
macro- domain  
 

pre- 

kernel 

kernel 

 

post- 

kernel 

 
macro-domain                     micro-domain 
 

pre- 

kernel 

kernel 

 

post- 

kernel 

 
 

macro-domaine                    micro-domain 

verb cluster  
 

Figure1. Three embedded levels of the topological 

structure in Korean
8
 

                                                           
6
 There is also a nominal cohesive constituent corre-

sponding to the verb cluster, i.e. a noun cluster. The noun 

cluster is a topological unit with a strong cohesion among 

nouns. 
7
 Korean has two negations: short negation such as an 

appearing in front of verbs, and long negation such as an 

auxiliary verb anh-.  
8
 There is no such field proposed for the complementizer. 

This is related to the fact that Korean is an agglutinative 

language in which it is the morphemes that play a role of 

complementizer.  

principal field          head field 

principal   head field  

field                    
dep-V ADV  NEG  V 
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3.2 Topological Dependency Grammar  

In this section, we develop a topological de-

pendency grammar for Korean, based on 

Gerdes & Kahane (2001) in which the parame-

ters of topological dependency grammar are 

defined as follows: 

 

▶ Six components of a grammar  

- the vocabulary V 

- the set of (lexical) categories C 

- the set of syntactic relations R 

- the set of box names B 

- the set of field names F 

- the field of initialization i 

 

▶ Order of permeability of the boxes (which is 

a partial ordering on B used for emancipation
9
) 

 

▶ Four sets of rules 

- box description rules 

- field description rules 

- correspondence rules 

- box creation rules  

 

Note that in a topological approach, non-

projectivity phenomena are related to the no-

tion of “emancipation”, which means that “the 

dependents of a verb do not have to be placed 

in their governor’s domain” (Gerdes & Kahane 

2007). We will give the order rules for linear 

placement of nominal dependents in terms of 

emancipation.  

We now present the six components of the Ko-

rean grammar, and two of the four sets of rules, 

i.e. the box description rules and the field de-

scription rules, in a formalized manner. For 

clarity, the correspondence rules and the box 

creation rules are going to be described in nat-

ural language, and at the same time we will 

show the steps of the derivation of a declara-

tive sentence.   

▶ Six components of the Korean grammar  

V = the Korean words  

C = {V, V-eo, V-ji, V-ko, V-myeonseo, neun-

phrase…Y} 

R = {subj, obj, obji, attr, mod, cv
10

} 

B = {macro-domain, micro-domain, verb clus-

ter} 

                                                           
9
 The definition of the notion of emancipation is going to 

be followed after this presentation of parameters. 
10

 This means “verbal complement”, for verbal depend-

ents such as infinitive, completive.  

F = {pre-kernel field, kernel field, post-kernel 

 field, principal field, head field, dep-V 

field, lexical field} 

i is the field of initialization 

▶ Permeability order 

micro-domain  >  verb cluster 

 

This formula means that it is easier for the 

nominal dependent to be emancipated from the 

micro-domain than from the verb cluster. 

▶ Box description rules 

This rule indicates that such a box is composed 

of the list of fields. 

 

macro-domain → pre-kernel field, kernel 

field, post-kernel field 

micro-domain → principal field, head field 

verb cluster → dep-V field, ADV field, NEG 

field, V field 

▶ Field description rules  

Still following Gerdes & Kahane (2001), we 

present the field description in the form of pair 

(f,ε) in which f is a field and ε is a symbol 

among {!,?,+,*}. The pair means that the field 

f has to contain exactly one element (!), at 

most one element (?), at least one element (+) 

or any number of elements (*):  

 

(i, !), (lexical field, !), (pre-kernel field, *), 

(post-kernel field, *), (kernel field, !), (head 

field, !), (principal field, *), (dep-V field, ?) 

▶ Correspondence rules and box creation 

rules  

We have established the following correspond-

ence rules and box creation rules for the linear-

ization of verbs and their dependents.  

 

1) The root of the dependency tree opens 

a macro-domain containing three fields, i.e. 

the pre-kernel field, the kernel field, and the 

post-kernel field. Then, the principal verb 

opens a micro-domain in the kernel field hav-

ing two fields, the principal field and the head 

field. It finally opens a verb cluster in the 

head field: 
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pré- 

kernel 

kernel 

 

post- 

kernel 

 
macro-domain 

micro-domain 

verb cluster 
 

Figure2. Illustration of the topological structure of 

Korean 

 

2) The principal verb opens a field for its 

dependent verb, after being placed in the verb 

cluster. The latter can occupy this dep-V field 

in the verb cluster, where it opens an embed-

ded verb cluster: 

 
pré- 

kernel 

kernel 

 

post- 

kernel 

 
macro 

micro 

verb cluster 

verb cluster  
 

Figure3. Dependent verb in the verb cluster 

 

If the dependent verb of the root has its de-

pendent verb, the latter proposes anew a place 

for its possible dependent. This process is re-

cursive. 

  

3) The dependent verb is not obliged to 

stay with its governor in the verb cluster: 

 
pré- 

kernel 

kernel 

 

post- 

kernel 

 
macro 

micro                         micro 
verb cluster       verb cluster  

 

Figure4. Micro-domain of the dependent verb in the 

principal field 

 

The place of the dependent verb largely de-

pends on the type of verbal morphemes with 

which it is combined, and on the communica-

tive structure: 

- The V-eo/ji obligatorily goes into the 

verb cluster; 

- The V-ko has two possibilities: to stay in 

the verb cluster or to create a micro-

domain in terms of the communicative 

structure; 

- The V-myeonseo
11

 is obliged to create a 

micro-domain in one of the three major 

fields (the pre-kernel field, the principal 

field and the post-kernel field). 

 

4) Other non-verbal predicative depend-

ents such as the predicative noun can join the 

dep-V field in the verb cluster. In this case, it 

is preferable that the predicative noun does 

not bear any markers (cf. example 7) 

 

5) All dependents of a verb can create a 

subdomain that should be placed in one of the 

three major fields in terms of the communica-

tive constraints:  

- Any dependent can go into the princi-

pal field without emancipation; 

- Any dependent can go into the pre-

kernel field with possibly emancipa-

tion from a verb cluster; 

- Any dependent can go into the post-

kernel field with possibly emancipa-

tion from a micro-domain.   

 

6) The neun-phrase interpreted as a topic 

has to be emancipated from the micro-

domain ; the neun-phrase interpreted as a 

contrastive focus should remain in the princi-

pal field without emancipation ; 

 

7) In the case of extraction, the verbs be-

longing to the verbal nucleus (cf. section 4 

for its definition) governing the extracted el-

ement must form a verb cluster.  
 

We now try to solve our problem presented in 

the examples (1) and (2). In the following sec-

tion, we will show how the correspondence 

rules and box creation rules are applied from a 

given dependency tree. In particular, we will 

see that the dependent verb should go into the 

verb cluster, created by its governor, in the 

case of extraction of its nominal dependent. 

4 Non-projectivity and Verb Cluster  

In this section, based on our topological de-

pendency grammar, we will insist on the utility 

of the verb cluster in the syntax-topology inter-

face for solving constraint on the relation be-

tween extraction and the placement of verbs in 

sentences with relatives. We will also show 

that in our analysis, unlike Ross (1967), it is 

                                                           
11

 This is considered as a morpheme which marks an 

adverbial clause. 

principal    head field 

field          
dep-V    V 

principal    head field 

field          
    V 

dep-V 

principal field              head 

                    field 

 V dep-V 
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not necessary to consider the concept of 

movement or “island constraint” phenomena. 

Throughout this section, we refer to the rule 7 

which allows for describing non-projectivity 

phenomena in a simple way. 

We have shown the relation between extrac-

tion and restriction on the placement of verbs 

contrary to the case of declarative sentences 

(The examples (2a) and (2b) are reproduced 

here as (9) for convenience of the reader):  

 

(9) a. 영이가      시골에     타고      간  

Yeongi-ka     sigol-e     ta-ko     ka-n  

Yeongi-NOM country-LOC take-VM  go-REL 

엄마     차는       검은색이다  

eomm  cha-neun   keomeunsaek-i-da 

mother  car-TOP     black-C-DEC 

‘the mother’s car that Yeongi took  

for going to the countryside is black’ 

 

b. ?* 영이가     타고    시골에        간  

Yeongi-ka     ta-ko    sigol-e       ka-n  

Yeongi-NOM take-VM  country-LOC  go-REL 

엄마      차는      검은색이다  
eomm   cha-neun   keomeunsaek-i-da 

mother   car-TOP    black-C-DEC 

 

The problem is whether two verbs form a con-

stituent or not. How can we account for this 

phenomenon? We postulate the notion of “ver-

bal nucleus”, a syntactic position of a single 

verb, which can also receive a sequence of 

verbs, a notion introduced by Kahane (1997), 

for modeling of non-projectivity phenomena. 

This means that in the dependency tree, we 

postulate that the syntactic position of verbs or 

complex units containing a sequence of verbs 

corresponds to one verb. For example, verbal 

nuclei in English are auxiliary-participles (be 

eating, have eaten), verb-infinitives (want to 

eat), verb-conjunction-verbs (think that…eat), 

and verb-prepositions (look for) (cf. Kahane 

1997). Our hypothesis is that in the case of 

extraction, the verbal nucleus tends to form a 

topological constituent, i.e. the verb cluster.  

The following figure shows a dependency tree 

with a relative, and a topological constituent 

containing the two verbs is superimposed on 

this tree. The dotted oval represents the verbal 

nucleus: 

 

        
Figure5. Dependency tree of the examples (9a) 

 

Let us show how the correspondence is estab-

lished from this dependency tree of the exam-

ple (9a), referring to our grammar. Recall our 

correspondence rules and box creation rules. 
 

1) The root of this tree opens a verb cluster 

after creating a macro-domain and a mi-

cro-domain. And then it is placed in the 

head field: 

 

 kernel 

 

 

 
 

marcro-domain                           micro 
verb cluster 

 

2) The nominal head of the relative opens a 

micro-domain in the principal field as a 

nominal dependent of the root. It is 

placed in the field proposed for nouns in 

the noun cluster. Its dependent eomma 

‘mother’ rejoins the noun cluster: 

 

 kernel 

 

 

 

 

 
micro-domain                   verb cluster 

 
noun cluster 

 

3) ka-n ‘go’ opens a verb cluster in the 

head field:  

 

 kernel 

 

 

 

 

 

 

 

 
verb cluster 
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4) ta-ko ‘take’ has to be placed in the dep-

V field of the verb cluster opened by its 

governor ka-n ‘go’, instead of creating 

an independent constituent: 
 

 kernel 

 

 

 

 

 

 

 

 
verb cluster 

 

5) Finally, the nominal dependents of ka-n 

‘go’ and those of ta-ko ‘take’ rejoin the 

principal field:  

 

 kernel 

 

 

 

 

 

 

 

 

 
 

 

Figure6. Topological structure of the example (9a) 
 

Let us consider other possible linearization if 

the two verbs in a verbal nucleus do not form a 

topological constituent, i.e. a verb cluster.  

 

        
Figure7. Dependency tree of the examples (9b) 

 

In this case, we could not have the example 

(9a). One of the word orders from the Figure 7 

corresponds to example (9b), which is not nat-

ural, rather ungrammatical. This point enhanc-

es our hypothesis above. In corpora, we can 

find data where the relation between extraction 

and the placement of verbs is attested: 

 

(10) a. 평소에      그거    입고     다니는  

pyeongso-e  keukeo   ip-ko    dani-neun 

usually-LOC  this   wear-VM   go-REL 

아저씨   많이   봤어  

ajeossi  manhi  bo-ass-eo 

man    much  see-P-DEC 

‘I saw a man who was walking wearing this’ 

 

b. 사회자가          이끌어    가는  

sahoija-ka        ikkeul-eo   ka-neun  

announcer-NOM   lead-VM   go-REL 

대화가            큰         비중을  

daewha-ka        keu-n      bijung-eul  

conversation-NOM be big-REL importance-ACC  

차지한다  

chajiha-nda 

occupy-PRES.DEC 

‘the conversation that the announcer lead has a 

 great importance’ 

 

We thereby believe that the notion of verb 

cluster is useful to describe non-projectivity 

phenomena.  

5 Conclusion  

We have discussed and proposed a simple so-

lution of the description of extraction in terms 

of the verb cluster, in the framework of the 

topological dependency grammar, a simple 

modeling of Korean word order.  

On the level of modeling word order variation, 

we have shown that our model allows us to 

determine the order of nominal and verbal de-

pendents, with a small number of correspond-

ence rules or box creation rules. Moreover, we 

have shown that we can describe the word or-

der variation, postulating only three types of 

boxes: the macro-domain, the micro-domain, 

and the verb cluster. The internal structure of 

these boxes is much simpler than those of 

German, considered as a language with similar 

word order properties as Korean (Choi 1999, 

Gerdes 2002). For example, we have shown 

that in Korean, it is sufficient for the micro-

domain to have only two fields (principal field 

and head field) for the relative, the completive 

and the nominal groups. 

This paper is the early stage in a study of the 

topology for Korean. We should investigate 

further in various directions. Especially, we are 

aware of the importance to understand the 

communicative (or information) structure of 

sentences, which plays a crucial role in lineari-

zation. The word order rules should be further 

developed to include constraints on the com-

municative structure. 
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We have simply mentioned the topological 

behaviors of the neun marker, referring to 

Chun (2013). Korean is an agglutinative lan-

guage. This means that in addition to this mor-

pheme neun, further work will have to be done 

to study the topological behaviors of other 

morphemes such as eul, traditionally consid-

ered as an accusative marker, but more recent-

ly as a marker of communicative values (Han 

1999) which, of course, is related to its linear 

position. In other words, understanding its syn-

tactic behaviors and communicative values 

could allow for characterizing its topological 

position as being in the macro- or micro- do-

main.   

References  

Claire Blanche-Benveniste. 1990. Le français 

parlé: etudes grammaticales, CNRS Editions, 

Paris.  

Hye-Won Choi. 1999. Optimizing Structure in Con-

text: Scrambling and Information Structure, 

CSLI Publications, Stanford.  

Jihye Chun. 2013. Interface syntaxe-topologie et 

amas verbal en coréen et en français, Ph.D. 

Dissertation, University of Paris Ouest Nanterre 

La Défense, Paris.  

Chan Chung. 1998. Argument Composition and 

Long-distance Scrambling in Korean, in Erhard 

Hinrichs(ed.), Complex predicates in Nonderiva-

tional Syntax : Syntax and Semantics, 30:158-

220, Academic Press, New York.  

Kim Gerdes. 2002. Topologie et grammaires 

formelles de l’allemand, Ph.D.Dissertation, 

University of Denis Diderot, Paris.  

Kim Gerdes and Sylvain Kahane. 2001. Word order 

in German: a Formal Dependency Grammar Us-

ing a Topological Hierarchy, Proceedings Asso-

ciation for Computational Linguistic, Toulouse.  

Kim Gerdes and Sylvain Kahane. 2007. Phrasing it 

differently, in Leo Wanner (ed). Selected lexical 

and grammatical issues in the Meaning-Text 

Theory, 297-335.  

Kim Gerdes, Sylvain Kahane and Hiyon Yoo. 2005. 

On the descriptive adequacy of topology, Pro-

ceedings of MTT’05, Moscou.   

Joseph Greenberg. 1963. Universals of Language 

(2
nd

 edition), MIT Press, Cambridge. 

Chung-Hye Han. 1998. Asymmetry in the Interpre-

tation of -(n)un in Korean, Japanese and Korean 

Linguistics, 7:1-15. 

Jeonghan Han. 1999. Morphosyntactic Coding of 

Information Structure in Korean, Ph.D. Disser-

tation, State University of New York at Buffalo.  

Son-Moon Hwang. 2002. Hankukeo hwaje kumun-

eui unyul-jeok kochal (Study on Prosody of the 

Korean topic construction), Eumseong Kwahak, 

9(2):59-68. 

Sylvain Kahane. 1997. Bubble trees and syntactic 

representations, in Tilman Becker and Hans-

Ulrich Krieger(eds), Proceedings of 5
th

 Meeting 

the Mathematics of Language (MOL5), Saar-

brücken. 

Jong-Bok Kim and Minghaeng Lee. 2001. Realiza-

tions of Information Structure and Its Projection 

in Korean, Harvard Studies in Korean Linguis-

tics, IX:463-494, Hanshin Publishing Company, 

Seoul.  

Mi-Young Kim. 2003. An Optimality Approach to 

the Referential Interpretation of Zero Anaphora 

in Korean, Ph.D. Dissertation, Seoul National 

University, Seoul.  

Charles Li and Sandra Thompson. 1976. Subject 

and Topics: A New Typology, in Charles Li (ed), 

Subject and Topic, Academic Press, New York.  

Igor Mel’čuk. 1988. Dependency Syntax: Theory 

and Practice. The SUNY Press, Albany, N.Y. 

John Ross. 1967. Constraints on Variables in Syn-

tax, Ph.D. Dissertation, MIT. 

Cheol-Jae Seong and YoonKyoung Song. 1997. 

Jueojali josa-eui unyoulpaeteon-e kwanhan si-

heomeumseonghak-jeok yeonku (Experimental 

study on particles in the subject position), 

Malsoli, 33/34:23-42.  

Lucien Tesnière. 1959. Éléments de syntaxe 

structurale. Klincksieck, Paris. 

 

59



Proceedings of the Second International Conference on Dependency Linguistics (DepLing 2013), pages 60–67,
Prague, August 27–30, 2013. c© 2013 Charles University in Prague, Matfyzpress, Prague, Czech Republic

 

 

Rule-based extraction of English verb collocates  

from a dependency-parsed corpus  

Silvie Cinková, Martin Holub, Ema Krejčová, Lenka Smejkalová 

Charles University in Prague, Faculty of Mathematics and Physics 

Institute of Formal and Applied Linguistics 

Malostranské nám. 25 

118 00 Praha 1 Czech Republic 

{cinkova,holub,krejcova}@ufal.mff.cuni.cz  

  

  

Abstract 

We report on a rule-based procedure of 

extracting and labeling English verb 

collocates from a dependency-parsed 

corpus. Instead of relying on the syntactic 

labels provided  by the parser, we use a 

simple topological sequence that we fill 

with the extracted collocates in a prescribed 

order. A more accurate syntactic labeling 

will be obtained from the topological fields 

by comparison of corresponding collocate 

positions across the most common syntactic 

alternations. So far, we have extracted and 

labeled verb forms and predicate 

complements according to their 

morphosyntactic structure. In the next 

future, we will provide the syntactic 

labeling of the complements.  

1 Introduction 

We commonly perceive the verb as the center 

of the sentence. By using a verb to 

interconnect nouns that we want to refer to, we 

make them participants in an event. About one 

half of the entries in the Oxford English 

Dictionary are noun entries whereas only one 

seventh of the entries are verb entries ‘OED 

Online. March 2013. Oxford University Press.’ 

<http://www.oed.com/view/Entry/113184 

(accessed April 11, 2013).>.. The percentage 

rates vary slightly in European languages, but 

there are always fewer verbs than nouns. Isn't 

it astonishing that we need relatively few verbs 

to describe all events we want to comment on?  

No wonder that verbs are used in a variety of 

different argument structure patterns and with 

very different collocates. Let us consider a 

common verb such as give: 

(1) The wooden chair gave a 
frightened squeak. 

(2) Mom gave me a cookie. 
(3) The results gave them 
quite a shock. 

(4) Joanna gave her a 
disgusted look. 

(5) The audience gave him 
the raspberry. 

(6) Eventually, they had to 
give up. 

We intuitively perceive combinations of 

syntactic patterns and collocates as different 

word senses, but in fact there is no such thing 

as a universal set of senses for each verb: the 

number of word senses in a dictionary, as well 

as their definitions, is based on individual 

judgments of the lexicographer and regulated 

by the editorial policy of a particular 

dictionary. Thus, making a dictionary is by no 

means objective modeling of the meaning of a 

lexical item, and lexicographers have never 

even claimed that ambition:  "I don't believe in 

word senses", goes a thought-provoking quote 

of Sue Atkins, a respectable practitioner and 

pioneer of modern lexicography. On the other 

hand, the concept of semantic grouping of 

some sort is deeply anchored in our linguistic 

intuition, and we can hardly think of a different 

starting point, should the lexical description be 

intelligible. The question remains what sort of 

grouping should be applied and what the 

perception of a meaning shift is based on, 

which is where the lexicographical policies 

differ with respect to the intended use of each 

particular lexicon.  

Already in 1997, Adam Kilgarriff, a 

visionary of computational lexicography, used 

Atkins' remark for the title of his influential 

paper (Kilgarriff 1997)  to argue that "the 

corpus citations, not the word senses, are the 

basic objects in the ontology. The corpus 

citations will be clustered into senses 

according to the purposes of whoever or 
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whatever does the clustering. In the absence of 

such purposes, word senses do not exist." (p. 

91).  

2 Related Work 

Many important authors have elaborated the 

intuitive observation that what is perceived as 

lexical meaning arises from an interplay of 

syntactic and  semantic features in the context 

of each actual use of the lexical unit under 

examination (e.g. Firth 1957; Sinclair 1991; 

Hoey 2005; Hanks 2013, Levin 1993, Gross 

1994; Fillmore 2006; Palmer et al., 2005; 

Hudson 2006). They all describe, with a 

varying degree of formalization, the behavior 

of individual words; sometimes by their own 

or a collective introspection (Firth, Levin, 

Gross), sometimes based on the manual 

findings in a text corpus (Sinclair, Hanks, 

Fillmore and Palmer). However, their approach 

results again in man-made lexicons. These are 

necessarily biased towards the data on which 

they are based, and the word senses are hard-

wired.      

On the other hand, a number of collocation 

analysis tools are available; e.g. Sketch Engine 

(Ki lgarriff et al. 2004) and DeepDict (Bick 

2009). While the Sketch Engine uses linear 

search, DeepDict extracts collocates from 

dependency trees.   

3 Five-slot forms and Canonical 

Sequence 

We have a working hypothesis regarding verbs 

that their selectional preferences can be 

modeled by a statistical analysis of the surface-

syntax structures of their uses and the 

distributional similarity of the nouns that occur 

as their complements and perhaps in some 

other positions. Since we do not want to 

confine ourselves to verb arguments and 

adjuncts, we refer to them as verb collocates. 

Under collocations we do not only  understand 

idiosyncratic combinations of content words, 

but, more broadly, significantly co-occuring 

combinations of a given lexical verb with other 

content words as well as with the grammatical 

patterns surrounding it. Our conception of 

collocation overlaps e.g. with Hoey's term 

textual colligation (Hoey 2005), p. 52).     

Unlike Sketch Engine and DeepDict, we 

want to regard the significance of each 

collocate noun with respect to its syntactic 

function in a given clause template (CLT). We 

have therefore selected the most common 

clause structures and are recording them as 

conditions in  dependency trees. We 

formulated the templates with the Prague 

Markup Query Language (Pajas and Štěpánek 

2009). The clause templates are in fact corpus 

queries. They highlight the verb under 

examination (target verb) and the present 

collocates. The collocates are numbered 

according to the position in the linear order of 

a statement clause in active verb voice with a 

neutral word order (no topicalizations, no verb-

subject inversions), to which we refer as 

Canonical Sequence (Fig 1). Besides, they are 

marked with a letter. For instance, number 3 in 

the label a3 encodes the information that the 

particular node would occur in the third 

position in a regular statement clause. The 

letter a indicates that it occurred in the first 

position in the given template. That would be 

the case of the subject of a passive clause.  

   

1 2 3 4 5 

Agent TV OBJ1/SC OBJ2/OC 

Prep+NP/ADV 

/RP/NPquant 

Figure 1: Canonical Sequence of sentence elements  

 

We have introduced the character-digit pair to 

consider the similarity of the lexical population 

of positions across different clause templates. 

We hope to be able to e.g. densify our data by 

neglecting passivization or the to-alternation.  

The Canonical Sequence is one of the Five-

slot forms that cover the most common clause 

structures. A target verb that matches a clause 

template will obtain the label of that template 

and the matching collocates will obtain the 

collocate labels.  

The first position in the Canonical Sequence 

belongs to the Agent. The second position 

occupies the target verb (finite and in the 

active voice). The third position belongs to the 

first noun phrase in the row or to a verb clause. 

This is also the right position for an adjective 

phrase that is not preceded by a noun phrase 

right of the target verb position. The fourth 

position hosts the second of two noun phrases, 

whenever they occur in the clause, or an 

adjective phrase preceded by a noun phrase 

right of the target verb, or a verb clause. The 

fifth position is meant for prepositional noun 

phrases, adverbs, verb particles (tagged as RP), 

and non-prepositional noun phrases identified 

as adverbials of time or quantity. We use a 
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heuristic rule to identify these noun phrases. 

Our rule lists the most common lemmas of 

time/quantity information, such as names of 

weekdays, months and seasons, and quantity 

measures. Of course we do our best to avoid 

heuristic rules; this is an exception in our 

system. 

 As we are not able to differentiate between 

a prepositional object, obligatory modifier and 

a free adjunct, the position of the prepositional 

phrase is always optional in the query. Fig. 2 

shows the visualizations of several clause 

templates.  

 

4 Template sets 

To find the clause templates in the corpus, we 

need the following information on the target 

verb: 

 verb finiteness   

 verb voice   

 type of clause that it governs 

 

 

We also need to find all words that can act as 

nouns and thus fill a position in the five-slot 

form, including their possible prepositions. 

Eventually, we want to identify adjectives and 

adverbs.  

With these requirements we hit just between 

the part-of-speech tagging (Santorini 1990) 

and the syntactic labels provided by the parsers 

available to us. For instance a verb form 

marked as VBN (past participle) can represent 

a finite active verb form (has/had read), 

a finite passive verb form (is/was/is  
being/was being/has been/had 

been read), or an infinite passive verbform 

to be read, to have been read, 

etc., or the future tense will be read or 

will have read. The syntactic labels 

functions in their turn describe mostly the 

verb's syntactic relations to their governing 

syntactic elements. Therefore we have been 

creating our own labels. We have introduced a 

set of labels for the verbs, which we call Verb  

Form Templates. All verb forms are 

captured in approximately 40 templates. We 

keep a separate class for verbs combined with 

modal and a few auxiliary verbs, such as be 
going to, used to and have 

(got) to. 

We have also sketched about 30 collocate 

templates (Verb Argument Templates, VAT).    

Figure 2: Visualization of two clause templates 
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Figure 3: Verb form template of a lexical verb governed by a modal verb (regarded as a finite form 

of the lexical verb 

We distinguish the following VAT:  

 noun phrase (including numbers, 

determiners and personal pronouns) 

 possessive noun phrase (Saxon genitive 

and possessive forms of personal 

pronouns) 

 relative expression in a wh-clause or a 

relative clause, antecedent identification 

added  

 relative expression in a pseudocleft 

clause, antecedent identification added  

 expletive it.  

Fig. 3 shows the VFT of a lexical verb 

governed by a modal verb.  

 

5 Overcoming parser errors with 

Five-slot forms 

We have introduced the Five-Slot forms to 

overcome the weaknesses of the automatic 

parsing.  

In traditional grammars, such as (Quirk et al. 

2004), verbs are neatly grouped according to 

the number of objects. The problem is that the  

parsers available, unlike human experts, are 

not able to deal with structural ambiguities.  

Therefore they often give random results in 

syntactic labeling. For instance, a head noun 

following an active verb is mostly classified as 

an object, even when it is a subject 

complement or a temporal adverbial (e.g. He 

arrived Sunday).  

 Making use of the fixed word order in  

English, we use the structured parser output to 

provide relevant collocates with positional  

63



 

 

labels. So we can bypass the errors in the  

syntactic analysis and are still able to compute 

occurrences of nouns.  

We also have to deal with the fact that the 

parser is forced to overdo the semantic 

interpretation of a sentence to achieve a fully 

structured tree (and it often does it in a way a 

human never would). One interesting example 

of this sort is the to-infinitive following a noun 

phrase that follows the target verb. 

There are three structure options for a 

number of structurally ambiguous cases. Cf.: 
(7) ... persuaded the 

visitor to leave/... shut the 

door to hide  

(8) ... hated the woman to 

go 

(9) ... became the first 

player to score  

 

In the first case, persuade and shut have 

two complements each: the visitor and 

leave (persuaded the visitor 

that the visitor should leave, 

shut the door in order to hide). 

Note that we ignore the labeling. In the first 

case, the infinitive clause with leave is a 

regular argument, while in the second clause 

hide is a free adjunct, that is, a purpose 

clause. In the second example, hate has only 

one argument – go, whereas the woman is 

the subject of go (hated that the 

woman went). In the third case, the only 

argument of become is player, which is 

modified by the attributive infinitive to 

score (became the first player 

who scored).  

The statistical parser has learned about these 

three structures. It even produces correct 

results in verbs that occurred in the training 

data frequently enough, such as expect and 

hate. Nevertheless, the resulting structure is 

completely unpredictable in most verbs, and, 

even worse, the resulting structures are 

inconsistent in different occurrences of the 

same verb. This inevitably causes a strong bias 

in the collocation statistics.  

We had to bypass this problem by querying 

all three structures in each verb occurrence and 

merging the results (Figures 4,5 and 6). 

The parser provides labeling of syntax 

elements, but is often grossly wrong. For 

instance, prepositional phrases are typically 

labeled as adverbials: the prepositional objects 

of the verbs rely and indulge would be 

labeled as adverbials. On the other hand, non-

prepositional adverbials, such as last year 

or two miles would be labeled as objects. 

Nor is the (i.e. any) parser particularly good at 

making a difference between the direct object 

of a bitransitive verb and the object 

complement expressed by a noun, and 

therefore we cannot retrieve them as two 

separate categories. Cf.:   

 
John bought me a book.  

John called me an idiot.  

 

 

 
Figure 4: Control 

 

All these structures are simple to recognize 

for a human, since the human uses their lexical 

knowledge to resolve the structural ambiguity, 

and they also make the human conceptualize 

the events in very different ways. As the parser 

is not able to tell them apart correctly, we have 

to merge these categories and try to separate 

them later. 

Also, the parser very often picks the first 

verb form in the sentence to be the main 

predicate, even when it is a participial phrase 

and/or is introduced by a subordinator. The 

misindentification of the main predicate affects 

the argument recognition not just in the first 

predicate, but also in the second and further in 

an unpredictable way.  

The issues mentioned above are both 

homogeneous and frequent enough to be 

detected by manual inspection. Their 

frequency slightly varies with respect to 

different verb lemmas, whose context we 

examine.  
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Figure 5: Raising  

 

 

Figure 6: Attributive infinitive  

 

6 The corpus 

We perform the labeling on BNC50, a 50-

million-token subset of BNC used in the 

Pattern Dictionary of English Verbs (Hanks 

and Pustejovsky 2005). 

We have chosen to work with a syntactically 

parsed corpus, since our earlier (unpublished) 

preliminary study showed that collocation 

extraction has better recall on a parsed corpus 

than on a plain text corpus, with all tested 

parsers (McDonald, Lerman, and Pereira 2006); 
(de Marneffe, MacCartney, and Manning 2006) 
giving similar results.  We use our in-house 

NLP infrastructure tool Treex (Žabokrtský 

2011) to transform the outputs of different 

parsers into a uniform dependency 

representation in the annotation style of the 

Prague Dependency Treebank family (Hajič, 

2004). The rules are tailored to the PDT-

scheme and thus not specific to one of the 

original parsers, which means that they are 

applicable to any parser output processed by 

Treex. We have been using the MST parser.   

At the beginning, we had to decide which 

annotation layer we should write our rules for, 

since Treex offers two different PDT-style 

linguistic representations. The PDT-like 

corpora have two different but interlinked 

syntax annotation layers: the analytical (i.e. 

surface syntax) and the tectogrammatical layer 

(i.e. underlying syntax with semantic labeling 

and coreference).  

At first, the tectogrammatical layer was the 

apparent favorite, since it offers a 

straightforward extraction of verb arguments: 

 It abstracts from regular syntactic 

alternations, such as passivization and 

reciprocity. Both active and passive 

clauses have the same tree 

representations and the same semantic 

labels (functors) of the arguments.  

 Semantic labels (functors) distinguish 

arguments from adjuncts and give a 

semantic classification of the adjuncts. 

 Missing verb arguments are substituted 

with labeled substitute nodes according 

to a valency lexicon. This feature 

compensates not only for textual 

ellipsis, but, more importantly, also for 

grammatical ellipsis; e.g. artificial 

subjects of controlled infinitives are 

inserted. 

 Anaphora are resolved even in the 

grammatical coreference. For instance, 

the artificial subject node of a controlled 

infinitive contains a reference to a real 

node that would be the subject of the 

infinitive, if it were not controlled by 

another verb. 

For all these enhancements, the 

tectogrammatical representation would have 

been our first choice, at least considering the 

manually annotated data (Hajič et al. 2012).  

However, the automatic English 

tectogrammatical annotation is very unreliable, 

compared to the manual standard: the semantic 

labels are often wrong, and hardly any missing 

nodes are reconstructed. Besides, the 

tectogrammatical representation takes away 

word forms and auxiliary words. To retrieve 

the auxiliary words or word forms, one has to 

refer to the lower (analytical) layer, increasing 
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the complexity of the corpus queries. Hence 

we preferred the analytical layer. 

We had to reflect and compensate for 

systematic errors in the analytical parse. Most 

of them had propagated already from the 

constituency parser. By our manual estimation, 

all parsers known to us have similar problems, 

so we could not just switch the constituency 

parser at the beginning of the process pipeline 

to avoid these problems. 

 

7 Future work 

At the moment we are implementing the 

templates to be able to evaluate them. We have 

been testing the corpus queries continuously 

and revising the templates accordingly. 

However, we still have to do a quantitative 

evaluation. In the future we want to use the 

template labels as features in a model of 

selectional preferences of verbs.  

 

8 Discussion 

There are at least two well-working tools for 

collocation sorting for English: the Sketch 

Engine (Kilgarriff et al. 2004) and DeepDict 

(Bick 2009). However, the sorting we intend to 

do goes slightly beyond what they provide. To 

the best of our knowledge, neither the Sketch 

Engine nor DeepDict consider the collocates 

across different syntactic alternations. We 

believe that the quality of our syntactic 

labeling will rapidly increase with the growing 

data, so that collocate lists based e.g.  on the 

English GigaWord (Graff and Cieri 2003) or 

CzEng (Bojar et al. 2012) will reflect the 

mapping of collocate positions between clause 

types well. A preliminary manual evaluation of 

the VFT and VAT annotation of several 

hundred sentences revealed minor 

inconsistencies, which are being fixed at the 

moment, but the labels proved generally 

appropriate. Inaproppriately labeled instances 

almost always occurred in trees with 

substantial parsing errors. 

9 Conclusion 

In this still initial investigation we have been 

labeling verb occurrences in a dependency 

treebank with clause types and their 

complements with numbers of positions they 

would occupy in the linear scheme of a finite 

statement clause with neutral word order. We 

have been pursuing this exercise because we 

believe that clause types and complement 

position labels will represent a useful set of 

features for statistical modeling of the 

selectional preferences of English nouns and 

verbs.  
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Abstract 

Systemic Functional Linguistics provides a 

semiotic perspective on language. The text 

analysis described in Systemic Functional 

Linguistics (SFL) can be of critical value in 

real-world applications. But parsing with SFL 

grammars is computationally intensive task 

and parsers for this level of description to date 

have not been able to operate on unrestricted 

input. This paper describes a graph-based 

method to automatically generate simplified 

SFL mood and transitivity parses of English 

sentences from Stanford Dependency parses 

and a database providing transitivity categories 

for each verb.  

1 Introduction 

Broad coverage natural language components 

now exist for several levels of linguistic abstrac-

tion, ranging from tagging and stemming, 

through syntactic analyses, to semantic specifica-

tions. In general, the higher the degree of ab-

straction, the less accurate coverage becomes.  

Transitivity descriptions
1
 as developed within 

Systemic Functional Linguistics (SFL) offer a 

semantically-oriented decomposition of clauses 

that is still sufficiently closely tied to observable 

grammatical distinctions as to offer a powerful 

bridge for automatic analysis. Transitivity anal-

yses, like those in Table 1, provide descriptions 

analogous to frame descriptions (Fillmore, 1985; 

Minsky, 1974) as found in FrameNet (Baker, 

Fillmore, & Lowe, 1998) or VerbNet (Kipper, 

Korhonen, Ryant, & Palmer, 2008) which are 

applied in Semantic Role Labelling tasks. 

CoNLL-2004/5(Carreras & Màrquez, 2005) 

shared tasks on SRL, revealed a major perfor-

mance drop when when the test corpus differs 

from the training one. This can be due to the use 

of machine learning or due to annotation sche-

mas. By contrast to VerbNet & FrameNet, the 

                                                 
1 Note that transitivity in SFL is a clause-level representa-

tion and not a verb property such as in traditional grammars.  

SFL transitivity descriptions enforce a further 

generalisation across the kinds of frame roles 

that can be used. This generalisation allows de-

scriptions to be preserved when clauses are real-

ised in different forms and also provides the ba-

sis for making a more robust connection to struc-

tural syntactic features of clauses.  

Mood descriptions offer a functional syntactic 

decomposition of clauses that serves as a well-

argued foundation for transitivity analysis 

(Halliday & Matthiessen, 2004). 

SFL adopts a semiotic perspective on lan-

guage and distinguishes different meaning-lines 

fused in the text. Therefore parsing in terms of 

mood and transitivity (e.g. Table 1) can be of 

tremendous value for Natural Language Under-

standing and Critical Discourse Analysis. Pro-

vided automatic mood and transitivity parsing 

can have applications well beyond those tradi-

tionally explored with automatic semantic and 

syntactic analysis.  

example 1 
the 

duke 
had given the teapot to my aunt. 

mood 

clause: [mood type: declarative; tense: past perfect simple; 

voice: active: polarity: positive] 

subject 
predicate 

complement complement 
finite predicator 

transitivity 
agent-

carrier 
possessive process possessed beneficiary 

example 2 
the 

lion 
caught the tourist yesterday. 

mood 

clause: [mood type: declarative; tense: past perfect simple; 

voice: active: polarity: positive] 

subject predicator/finite complement adjunct 

transitivity 
agent-

carrier 
possessive process 

affected-

possessed 

temporal 

location 

Table 1 sample mood and transitivity analyses 

Parsers for this level of description to date have 

not been able to operate on unrestricted input. To 

parse directly in terms of SFL is a computation-

ally difficult task. However there have been suc-

cessful attempts to produce SFL parses in two 

steps. This paper describes a method to automat-

ically generate English sentences parses of mood 

and transitivity from Stanford Dependency pars-

es (Marneffe, MacCartney, & Manning, 2006; 

Marneffe & Manning, 2008) and from the Pro-

cess Type Database (Neale, 2002).  
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Typed dependency grammars (like SD) and 

systemic functional grammars are different anal-

ysis approaches. The typed dependency analysis 

results in word pairs bound by a syntactic rela-

tion. The systemic functional analysis results in 

constituents and feature structures. The constitu-

ents are text chunks labelled with their functional 

grammatical role in the clause, while feature 

structures are sets of attribute-value pairs repre-

senting properties of constituents. 

The main issues addressed here are: how to 

determine the boundaries of constituents and 

their (mood/transitivity) roles in a clause and 

how to further determine their features based on 

constituent position and lexico-grammatical re-

sources. The Stanford Dependency Parser (SDP) 

offers a suitable backbone for bootstrapping 

mood analysis. The defined grammatical roles 

are syntactically compatible with functional 

grammar and contribute to the solving constitu-

ency problem (see Section 4.3). For the second 

problem we employ pattern graphs correspond-

ing to choices in systemic networks together with 

lexical-semantic resources such as the PTDB to 

further enrich the constituents with semantic in-

formation. 

The Process Type Database (PTDB) is a dic-

tionary-like database of verb lexical items, each 

of which is bound to list of verb senses and cor-

responding semantic frames that dictate the pro-

cess type and participant roles selection. 

In the remainder of this paper we briefly in-

troduce key SFL concepts with focus on mood 

and transitivity along with simplified MOOD
2
 

and TRANSITIVITY systems in terms of which 

we currently consider parsing (Section 2). Then, 

in Section 3, are presented the main contributions 

in SFL parsing followed, in Section 4, by de-

scription of our graph-based parsing approach 

detailed with parsing method, computational im-

plementations and resources that support it. In 

Section 5 we conclude on presented approach.  

2 SFL preliminaries 

In Systemic Functional Linguistics there are 

three lines of meaning expressed in any clause: 

textual, interpersonal and experiential. Textual-

ly, a clause acts as a message (or an information 

unit) that contributes to the creation of the dis-

course as a whole. Interpersonally, a clause is a 

unit of exchange between speaker and listener, 

and so serves social relations and speech func-

                                                 
2 Capitalized notation refers to a SFG system network 

whereas non-capitalized terms refer to concept s. 

tions enacted in a clause. Within SFL, however, 

speech acts are expressed by means of typical 

grammatical variations and expressions, thus 

maintaining a tighter link between the speech act 

and the grammatical realization. Mood analysis 

provides the framework to grasp and use these 

grammatical variations.  Experientially, a clause 

is the representation of some “process in on-

going human experience”(Halliday & 

Matthiessen, 2004, p. 170) and is described 

through transitivity. 

Systemic Functional Grammar approach to 

syntactic structure is to focus on systematizing 

the choice possibilities a speaker has for constru-

ing her utterances. Each choice shapes the 

grammatical realization and is accompanied by a 

range of semantic implications. These choices 

are then structured in hierarchical system net-

works so that early choices restrict latter ones.  

There are two large variants of Systemic Func-

tional Grammars: the Sydney Grammar  pro-

posed by Halliday (Halliday & Matthiessen, 

2004), who originated SFL, and the Cardiff 

Grammar proposed by Fawcett (Fawcett, 2008), 

who, based on Sydney Grammar, has constructed 

an alternative account focusing more directly on 

syntactic generalizations.  

In the present paper, the Cardiff Grammar is 

used for transitivity analysis because the PTDB 

is build according to it and, a simplified version 

of Sydney Grammar is used for mood analysis as 

described in the next section. 

2.1 Mood constituency and MOOD system-

ic network  

Mood constituency analysis in SFL supports the 

interpersonal perspective on language and re-

sembles the analysis of Quirk (1985) or that of 

Fawcett (2008) where the clause is syntactically 

split into constituting elements. We will refer to 

it as mood constituency, because, in SFL, all 

analyses have their own specific way of splitting 

the clause into constituents. An example of such 

analysis is exhibited in Table 1. The following is 

a brief description of clause constituents and 

their functional roles in exchange (argument) 

structure. 

The Finite is a part of the verbal group ex-

pressing the tense or modality. It either precedes 

the Predicator (introduced below) or is conflated 

with it in present and past simple tenses. The role 

of the Finite is to make the clause finite by an-

choring it into the here and now, so to speak, 

bringing the clause into the context of the speech 

event. This is done either by reference to the time 
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of speaking via tense or by reference to the 

judgment of the speaker via modality.  

The Subject is the nominal group or a nominal 

clause that precedes the Predicator in a clause 

and it is something by reference to which the 

proposition can be affirmed or denied. It is con-

sidered to be “modally responsible” for the valid-

ity of what is being predicated (stated, com-

manded, questioned or offered) in the clause. 

Note that the predication is not interpreted as an 

experiential relation but as an interpersonal rela-

tion. Hence there is no interpretation in terms of 

truth values of a clause (because for e.g. offers, 

and commands cannot be attributed truth values). 

The Predicator is the part of verbal group mi-

nus the finite constituent when they are not con-

flated. It specifies additional temporal and aspec-

tual relations, voice and the process type (e.g. 

action, relation, mental process etc.) that is pred-

icated about the Sub-

ject. It can contain one 

or more Main Verbs. 

The Main Verb is a 

non-auxiliary and non-

modal verb at the end 

of the verbal group. If 

there is more than one 

Main Verb we say that 

it is a complex clause. 

To enforce the syntac-

tic and functional 

analysis proposed in 

the Cardiff analysis 

methodology (Fawcett, 

2008), the complex 

clauses need to be sep-

arated into individual 

clauses so that each 

comply with the “one 

main verb per clause” principle. Sentence divi-

sion into clauses is explained in Section 2.5.  

The Complement is a part of the clause that 

follows the Predicator and has the potential of 

becoming a Subject, i.e. it can become an axis of 

the argument. Usually it is a nominal group and 

rarely a prepositional phrase. For example in 

passive clauses the agent easily loses the preposi-

tion “by” to become Subject.  

Complements correspond to “objects” in tradi-

tional grammars. 

The Adjuncts are the last type of clause con-

stituent. They do not have the potential of be-

coming a Subject; therefore arguments cannot be 

constructed around adjunct elements. They are 

realized by adverbial, nominal and prepositional 

groups. 

The system of MOOD used in this paper 

(Figure 1) is a simplified version of Sydney 

Figure 1 simplified MOOD system of Sydney Grammar 

Figure 2 TRANSITIVITY system of Cardiff Grammar 
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Grammar mood. It focuses four features
3
: mood 

type, voice type, clause polarity, and mod-

al/temporal deixis. These are clause-level fea-

tures which are determined either by: (1) constit-

uent presence, (2) constituent order, or (3) lexical 

items within a constituent. In section 4.3 is ex-

plained how to generate the mood structure and 

its features from the dependency graph.  

2.2 Transitivity constituency and TRANSI-

TIVITY systemic network 

TRANSITIVITY (Figure 2) defines the process 

types, participant roles that correspond to each 

process type and circumstances that can occur in 

the language (English in this case). These are 

functional units of a configuration whose syntac-

tic counterpart is the clause. 

The Process is the central element of a con-

figuration. Each process type (classification in 

Figure 2) provides its own model or schema for 

construing a particular domain of experience by 

defining a configuration of participant roles for 

that particular process type. The Process is filled 

by Finite and Predicator constituents but the 

Main Verb dictates systemic selection of the 

Process Type.  

  Participants are filled by Subject and Com-

plement constituents and their roles are selected 

by the configuration schema. A configuration 

can have from one to three Participants just as a 

clause has a Subject up to two Complements. 

The vast majority of Processes require two Par-

ticipants whereas only a small number of pro-

cesses ask for one or three Participants. 

The last unit type in a configuration is the cir-

cumstance. It introduces additional information 

about the configuration such as time, space, 

cause, manner, etc. Circumstances are filled by 

Adjunct constituents and are optional units in a 

configuration. The clause is syntactically valid if 

adjuncts are removed whereas if a Subject, Pred-

icate or Complement is missing the clause 

changes its meaning or becomes syntactically 

invalid. The same holds for a configuration; if a 

participant or process is removed then it becomes 

another configuration or invalid.  

One might argue that in “John behaved well”, 

if we remove or substitute the adjunct “well”, 

then the meaning of the entire clause is modified. 

The Manner is treated as circumstance in Sydney 

Grammar but in Cardiff grammar, it has been 

given a participant role. Since we are bond to the 

                                                 
3
 Feature values are further determined by their own 

sub-systems.  

latter, syntactically manner is still an adjunct but 

semantically it becomes a participant role. 

Due to space limitation, the detailed process 

type, participant role or circumstances classifica-

tion are not covered further in the current paper. 

They are treated with great detail by Halliday 

and Matthiessen (2004), Neale (2002) and Faw-

cett (2009).  

Seldom, a clause can be interpreted as corre-

sponding to more than one configuration type 

which implies different participant role and pro-

cess type selections. This principle, enounced by 

Halliday, is called systemic indeterminacy 

(Halliday & Matthiessen, 2004, p. 173) and ap-

plies to all systems but especially to TRANSI-

TIVITY.  

2.3 The Process Type Database  

The Process Type Database (Neale, 2002) is the 

key resource in the automatisation of transitivity 

analysis because the selection of the process type 

during transitivity analysis is a semantically 

driven operation. PTDB provides information on 

what possible process types and participants can 

correspond to a particular verb.  

The PTDB is a dictionary-like dataset of verb 

lexical items, each of them, bound to an exhaus-

tive list of verb senses and the corresponding 

Process Configuration for each sense. It is the 

result of Neale’s work (2002) on improving the 

TRANSITIVITY system of the Cardiff Gram-

mar. She systematizes according to the Cardiff 

Grammar over 5400 senses (and process configu-

rations) for over 2750 verbs. A small example is 

presented in Table 2. Each verb sense has its own 

Process Configuration and can coincide or differ 

from the Process Configurations of other verb 

senses. 

verb form informal meaning  configuration 

calculate work out by mathematics 

(commission will then 

calculate the number of 

casted votes) 

cognition:  

Ag-Cog + Ph 

 plan (newspaper articles 

were calculated to sway 

reader's opinions) 

two role action:  

Ag + Cre 

catch run after and seize (a 

leopard unable to catch its 

normal prey) 

possessive:  

Ag-Ca + Af-Pos 

 (did you catch a cold?) possessive: 

 Af-Ca + Pos 

catch (up 

with) 

reach (Simon tried to 

catch up with others) 

two role action: 

 Ag + Ra 

Table 2  sample PTDB entries (simplified) 
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2.4 The interplay between mood and transi-

tivity – the case of prepositional groups 

There are cases in mood analysis when deciding 

the unit type is impossible by relying solely on 

syntactic analysis (including typed dependency 

analysis). Prominent cases are the prepositional 

phrases. These can fill both a Complement and 

an Adjunct role. For mood analysis this implies 

that the same syntactic unit can fill a Comple-

ment and an Adjunct, while for transitivity anal-

ysis, it implies that the same syntactic unit can 

fill a Participant or a Circumstance.  
(1) John goes home through London. 

(2) John is building a house for Bob. 

(3) her teardrop shines like a diamond. 

(4) John is building a house for ten years now. 

(5) John goes to London by fast train. 

In examples (1) and (2) the prepositional phrases 

“through London”
4
 and “for Bob” are Comple-

ments and Participants (Path and Beneficiary 

roles) while in examples (3), (4) and (5), “like a 

diamond”, “for ten years now” and “by fast 

train” are Adjuncts and Circumstances (of com-

parison, temporal duration and manner-means). 

prep role5 Sydney grammar Cardiff grammar 

by Ag material: actor; 

mental: phenome-

non; 

relational: token 

action: actor;  

mental (emotive): 

phenomenon; 

relational: token 

to Ben material: recipi-

ent;  

verbal: receiver 

action: client / re-

ceiver6 

to Dest material: location 

/ place 

action: destination 

for Ben material: client action: receiver 

as Attr relational: attrib-

ute 

relational (attribu-

tive): attribute 

on, in Ra material: scope; 

verbal: verbiage; 

material: loca-

tional / place 

action: range / desti-

nation 

Table 3  Prepositions introducing participants 

To solve this problem of undetermined role allo-

cation there are two complementary solutions. 

The first one is to mark the every prepositional 

phrase as Complement and as Adjunct. This just 

                                                 
4 In Sydney Grammar it is a circumstance for a material 

process. However, in Cardiff Grammar for Directional and 

Locative Processes some circumstances are treated as par-

ticipants therefore they are Complements (Fawcett, 2009). 
5 General functions defined in Sydney Grammar: 

Ag(Agent), Ben(Beneficiary), Dest(Destination), 

Attr(Attribute), Ra(Range), etc.  
6 Beneficiary and Client are not directly specified in Cardiff 

system. This role is identified as Destination in two and 

three role actions. The test distinguishing between benefi-

ciary and destination is checking whether the participant is 

animate or non-animate. 

postpones the decision of selecting the right unit 

type, however.  

The second solution is to decide based on the 

preposition and potential process type as speci-

fied in the PTDB. Most of prepositions introduce 

only circumstances and only a few prepositions 

can introduce participants as well. And when 

they do, it is for only specific process types. Ta-

ble 3 we present prepositions known to introduce 

participants for process types. This table is an 

extension of the one from (Halliday & 

Matthiessen, 2004, p. 278) and contains transla-

tions to Cardiff Grammar counterparts. 

2.5 Sentence partition into clauses 

Dependency Graphs (will be introduced in Sec-

tion 4.2) are graphs of a whole sentence whereas 

transitivity analysis is at individual clause-level. 

This implies that DG need to be split into indi-

vidual clauses before transitivity analysis. We 

propose to detect and delimit clauses during the 

mood analysis. For some commonly occurring 

situations we propose treatments aligned with 

Fawcett’s (2008, 2009) methodology as follows. 

When the clauses are connected by a conjunc-

tion and have their own subject/objects then the 

conjunction is the clause border marker.  
(6) The lion chased the tourist but she escaped alive.  

(6a) The lion[Ag-Ca] chased[Pr] the tourist[Af-Pos] 

(6b) she[Ag] escaped[Pr] alive[Ra] 

When the predicators are conjoined and share 

subject and/or objects then each predicator will 

form a new clause and borrow the subject/objects 

from the other clause.  
(7) The lion chased and caught the tourist. 

(7a) the lion[Ag-Ca] chased[Pr] the tourist[Af-Pos] 

(7b) the lion[Ag-Ca] caught[Pr] the tourist[Af-Pos] 

In the case of mental, influential and event re-

lating processes (classification in Figure 2) the 

predicates are often complex. Verbs in these 

classes are known as control and raising verbs 

(Haegeman, 1991) where a superordinate con-

trols subordinate non-finite verb and binds its 

participants (Subject/Complement).  

In order to comply with “one main verb per 

clause” principle, each Main Verb of the com-

plex clause becomes a governor of a distinct 

clause. The subordinate verb with all of its de-

pendent nodes is assigned to a placeholder. The 

superordinate verb receives the placeholder as 

Complement with the role of Phenomena. If the 

subject is missing in the subordinate clause then 

it is copied from the superordinate one.  
(8) The lion wanted/began to chase the tourist. 

(8a) the lion[Cog] wanted/began[Pr] X[Phen] 
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(8b) X= the lion[Ag-Ca] to chase[Pr] the tourist[Af-

Pos] 

The meaning of complex clause decomposi-

tion can be expressed with an equivalent rephras-

ing by inserting “something that is” between the 

Main Verbs, as in example (9).  

(9) The lion wanted/began something that is to chase 

the tourist. 

3 Literature review 

Most of the parsing attempts in SFL dealt with 

the Nigel grammar (Matthiessen, 1985), which is 

a large and complex natural language generation 

(NLG) grammar. One of the early attempts was 

done by Kasper (1988). He recompiles
7
 the Nigel 

grammar as feature structures employing Func-

tional Unification Grammar (FUG) (Martin Kay, 

1985) which is a well-established and a formally 

understood representation. Kasper used phrase-

structure trees which served as backbones to 

which were mapped systemic feature choices.  

O’Donnell use a different approach to recom-

piling the Nigel grammar which allowed him to 

parse text directly without appeal to the phrase-

structure backbone that Kasper had required 

(O’Donnell, 1993, 1994). However he could not 

parse with the entire Nigel grammar because of 

the sheer size of the grammar and its inherent 

complexity introduced by multiple parallel clas-

sifications (Bateman, 2008). O’Donnell 

(O’Donnell, 2005) subsequently, in UAM Parser, 

decided, for pragmatic reasons, to return to a 

syntactic backbone and restrict the grammar so 

that functionally only the Mood structure of 

clauses is accounted for.  

In a very different style of approach, Honnibal 

and Curran (2005) constructed a parser to con-

vert Penn Treebank into a corresponding 

SFGBank. This managed to provide a good con-

version from parse trees into systemic functional 

representation covering sentence mood and the-

matic constituency (the third kind of analysis in 

SFL which has been mentioned in Section 2). 

Transitivity was not been covered because of its 

inherently semantic nature.  

More recently, O’Donnell (2012) in UAM 

Corpus Tool, created a parser that uses Stanford 

Parser(Klein & Manning, 2003) output as a 

backbone, which then is transformed into mood 

parse and then further derives the Sydney 

                                                 
7 Recompilation is employed to adopt a resource for appli-

cation needs. Nigel grammar was initially created for NL 

generation. That grammar structure is not applicable for the 

parsing task. 

Grammar transitivity parse. He uses a mood 

backbone and enriches this with semantic fea-

tures that are derived based on lexical choices 

and structural patterns. 

Our approach is aligned with Honnibal’s and 

O’Donnell’s work with respect to using mood 

constituency as a backbone and enriching it with 

syntactic and semantic features. When approach-

ing transitivity, O’Donnell provides the possible 

process types that a verb can have by employing 

a large lexicon where each word has syntactic 

and semantic features. The approach described 

here differs both in terms of the lexical resource 

and parsing method used. We employ PTDB, 

which provides entire configurations (frames) for 

each verb sense and the parsing method is a 

graph-based pattern matching. 

4 The parsing method 

In this section implementations are proposed and 

their capacities described, as well as methods 

that perform mood and transitivity parsing. The 

Stanford Dependency Schema proposed in 

(Marneffe et al., 2006) and re-motivated in 

(Marneffe & Manning, 2008) constitutes the de-

parting point of our current approach in building 

a  Mood Constituency Graph (MCG). MCG is 

the structure reflecting mood analysis and serves 

as the backbone for performing transitivity anal-

ysis via Graph Matching operations. Our method 

involves three types of graph structures: (1) De-

pendency Graphs, (2) Mood Constituency 

Graphs and (3) Pattern Graphs. We now intro-

duce the specifics of a generic graph structure 

and the operations that these graphs support and 

then we present the parsing algorithms.  

4.1 The graphs and operations over them  

Graphs are defined as usual as a data structure 

consisting of a finite set of directed edges con-

necting node entities. The nodes, however, are 

not atomic data but Feature Structures 

(Carpenter, 1992), whereas the edges are triples 

(x,y,f) where x and y are nodes being connected 

and f is the feature structure of the edge. A ge-

neric feature structure (FS) is a set of attribute-

value pairs where the value can be of an atomic 

or a complex data-type such as list, dictionary or 

feature structure. 

The literature on mood and transitivity analy-

sis specifies a range of methods for detecting and 

selecting a particular feature (Fawcett, 2008, 

2009; Halliday & Matthiessen, 2004). In order to 

support those methodological specifications the 
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graphs need to allow a number of operations: (1) 

querying over nodes and edges, (2) graph match-

ing, (3) pattern matching and (4) pattern-based 

node extraction.  

Querying over the node or edge FS return 

nodes or edges that comply with the constraints 

of the query. For example one can ask for all 

nodes that contain an “NP” part of speech or all 

node pairs connected by “det” relation. 

Graph matching enables answering questions 

of whether a graph is identical to a sub-graph of 

the second one. This is the graph isomorphism 

problem, and is known to be NP-complete. How-

ever, the available algorithm (Cordella, Foggia, 

Sansone, & Vento, 2004) nevertheless performs 

this task very quickly when the graphs addressed 

are of limited size. In our case the graphs are of 

(English) sentences composed in average of 15-

20 words. This lies well within the limits of prac-

tical computability. 

An extension of graph matching is the pattern 

matching operation. A graph pattern (GP) is a 

graph whose feature structures can either be un-

der or over specified. In the case of underspeci-

fied FS, the attributes and/or their values can be 

omitted down to an empty feature structure. In 

the case of over specified FS, the values are a list 

of possible values for an attribute. 

For example, Figure 3 depicts a GP for detect-

ing present perfect continuous tense. The slash 

(“/”) symbol stands for part of speech attribute, 

“at” (“@”) stands for the lexeme attribute while 

square brackets (“[,]”) indicate a list of values 

that are accepted for a match. Note that this pat-

tern is underspecified for most attribute-value 

pairs and over specified for one edge indicating 

two acceptable edge types (“[aux, auxpass]”) 

and for one node POS (“[vbz, vbp]”). 

 
Figure 3 sample GP 

The last operation is pattern-based node extrac-

tion. The purpose of the operation is returning 

nodes that have been marked in GP for extraction 

in the case of GP match. The matched nodes are 

returned together with the values of extraction 

markers in GP. An extraction marker is simply 

another attribute-value pair in the node’s FS. 

This gives the possibility to assign new function-

al-semantic features to nodes, such as participant 

roles during transitivity parsing. 

 
Figure 4  sample GP with marked nodes 

For example, Figure 4 represents a GP used for 

transitivity analysis, where the dollar sign (“$”) 

notation stands for an extraction marker. This 

means that whenever a verb is encountered that 

has a noun subject (“nsubj”) and a direct object 

(“dobj”), then the subject node can receive agent, 

carrier or agent-carrier roles (“[Ag,Ca,Ag-Ca]”), 

while the object node can be attributed with af-

fected, possessed or affected-possessed roles 

(“[Af,Pos,Af-Pos]”). 

4.2 The sentence dependency graph 

Stanford Dependency Parser (Marneffe et al., 

2006) generates, for each sentence, a set of typed 

dependencies between the words and the follow-

ing information for each word token: word, lem-

ma, part of speech, named entity type (if applica-

ble) and word index in the sentence (for order 

preservation). This output can re-represented as a 

graph which we call Dependency Graph (DG). 

DG is instantiated from SDP output whose nodes 

and edge FSs are filled with corresponding in-

formation. 

4.3 Generating mood parse 

The mood constituency graph (MCG) is a di-

rected graph which partitions the sentence into 

constituents at various hierarchical levels. A con-

stituent has one corresponding MCG node. 

Therefore MCG node FS, among other attributes, 

contains the list of DG nodes which the constitu-

ent covers. The generation of MCG is executed 

in two phases: creation and enrichment. 

A. Creation of MCG is based on breadth-first 

traversal of DG. The edge type, at every step de-

cides what generative operation to execute on the 

MCG. The operation choices are: (1) create a 

new constituent (subject, predicator, finite, com-

plement or adjunct as described in section 2.1), 

(2) extend the current constituent by a new to-

ken, (3) create a subordinate clause constituent 

and (4) create a sibling constituent.  

Creation of a new constituent adds a new 

MCG node under the current one and fills it with 

the current DG node and all of its children. Ex-

tension of constituent means adding the current 

DG node to MCG node. This is a passive opera-
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tion since the current DG node was added al-

ready when the new constituent was created. 

Creation of the clause constituent is similar to the 

creation of a simple constituent, but additionally, 

one more clause constituent is added under the 

former one and they both span over the same DG 

nodes. Sibling constituent creation adds a new 

constituent under the parent of the current one. 

The current DG node and all its children are 

moved from the current MCG node to a newly 

created sibling.  

Table 4 rules for MCG creation 

The decision of what operation to execute is 

based on the DG edge type, and in a few cases, 

on edge type plus the word’s part of speech. De-

pendency types that require edge part of speech 

context are: “dep” and “conj”.  lists the rules 

binding (1) Stanford Dependency relations, (2) 

generative operation in MCG and (3) the con-

stituent type. The following algorithm outlines 

how the MCG is created. 
current_constit = create root node in mcg 

bfs traverse DG: 

 for each edge: 

  oper_type,conit_type = get_rule(edge,nodes) 

  new_constit = exec_oper(oper_type,         

                contit_type, current_constit) 

  current_constit = new_constit 

B. In the enrichment phase Finite and Predi-

cate components are added. Their creation re-

quires more than one edge information available 

during the DG traversal and therefore, for the 

simplicity and clearness of the algorithm, these 

components have been left out of the creation 

phase. Moreover, in the cases of complex predi-

cates the empty constituents need to be created 

according to subject/object control rules as de-

scribed in Section 2.5 in order to constitute full 

clauses.  

Finally, voice, polarity, mood type and modal 

deixis features are added to each clause. For each 

feature selection in the MOOD system (Section 

2.1) a corresponding graph pattern is provided. 

The algorithm attempted to match these graph 

patterns in the MCG in order to determine which 

feature to add to the MCG clause constituent. 

The following algorithm outlines the enrichment 

phase of the MCG: 

for each clause in MCG: 

 create finite and predicate constituents 

 create empty constituents 

 match voice patterns & add features 

 match polarity patterns & add features 

 match mood type patterns & add features 

 match modal deixis patterns & add features 

4.4 Generating transitivity parse 

MCG divides the sentence into clauses and their 

constituents and so it is an ideal structure to carry 

transitivity descriptions. Transitivity is a clause-

level analysis that decorates the constituents with 

semantic roles, i.e. the Predicate with Process 

Type, the Subject and Complements with Partic-

ipant Roles, the Adjuncts with Circumstances 

type (not covered here).  

Transitivity parsing is very similar to enrich-

ment phase of MCG generation. The following 

algorithm outlines how to enrich the MCG with 

transitivity descriptions: 
for each clause in MCG: 

  get process types (main verb) 

  for each process type: 

    get all configuration GPs 

    for each configuration GP: 

      if GP matches clause: 

        add process type to clause 

        extract marked nodes  

        add roles to clause constituents 

The graph patterns used in this task are called 

Configuration Graph Patterns (CGP). They rep-

resent the graph form of the clause configura-

tions as described by Fawcett (2009). Fawcett’s 

configurations are given in a “normalised” form. 

It resembles Chomsky’s kernel sentences which 

are of declarative mood type, active voice and 

unmarked positive polarity. This fixed functional 

feature set accompanying semantic descriptions 

dependency  

relation 

operation on mcg constituent type 

nsubj, nsubjpass, 

xsubj 

new constituent subject 

csubj, csubjpass new clause con-

stituent 

subject 

attr, dobj, acomp new constituent complement 

ccomp new clause con-

stituent 

complement 

agent new constituent complement 

agent 

iobj new constituent complement 

dative 

prep, prepc new clause con-

stituent 

complement or 

adjunct 

advcl new clause con-

stituent 

adjunct 

advmod, tmod new constituent adjunct 

infmod, purpcl, 

rcmod, ref, rel, 

parataxis 

new constituent clause 

expl, complm, 

mark 

new sibling con-

stituent 

Marker 

vb-dep-vb,  

vb-conj-vb,  

new constituent clause 

amod, appos, aux, 

auxpass, cc, det, 

mwe, neg, nn, 

npadvmod, num, 

number, pobj, 

poss, possessive, 

preconj, predet, 

prt, punct, quant-

mod, xcomp 

Extends current 

constituent 

--- 
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of a configuration yields a particular realisation 

form. Any alternative feature set yields a predict-

able alternative realisation that can be grasped by 

the corresponding Graph Patterns for the same 

configuration. For example, a variation in voice 

of a two-role configuration would require two 

CGPs differing by participant positions. CGP 

with a passive voice would have switched partic-

ipant roles between Subject and Complement 

constituents. So, every configuration may have 

several realization variations (as a result of con-

flation with other functions) and each configura-

tion, therefore, has several corresponding CGPs 

covering those realisation variations.  

In the Cardiff Grammar there are 16 distinct 

process types which cover 65 possible configura-

tions. The process type dictates which configura-

tions are allowed to occur and therefore the pro-

cess type dictates which set of CGP shall be at-

tempted for matching to clause DG. CGPs are 

grouped according to the process type and stored 

in a graph pattern repository. 

Transitivity parsing process employs pattern-

based node extraction. For each clause in MCG, 

process types are looked up in PTDB via Main 

Verb lexeme. Then, for each process type, all 

CGPs are matched against the clause MCG and 

in case of a successful match the marked nodes 

are extracted and enriched with semantic infor-

mation carried in CGP. The final result is a MCG 

with a richer feature structure containing func-

tional-semantic information specific for each 

clause constituent covered by the clause. 

5 Conclusions 

The present paper describes a graph-based ap-

proach to generate SFG mood and transitivity 

parses from the Stanford Dependency parse and 

Process Type Database. It is a computationally 

and linguistically viable text parsing approach 

for natural language understanding which en-

compasses framed semantic roles together with 

an adequate syntactic structure to support those 

semantic roles. 

The presented method relies on correctness of 

dependency parse produced by SDP and on cor-

rectness of entries from PTDB. This constitutes a 

weak point because errors in SDP or PTDB can 

lead to decreased overall correctness. In case of 

missing verb items or verb senses for that verb 

items the parser will fail to produce transitivity 

analysis. Or if the verb sense has a faulty config-

uration specification then it will lead to incorrect 

semantic labelling. In case of incorrect depend-

encies or dependency types the mood parsing is 

likely to be erroneous as well. We cannot tell yet 

to what extend these limitations influence the 

correctness of our approach and it constitutes a 

future work. 

A valuable investigation would be to check 

whether the Semantic Role Labelling with Car-

diff Grammar suffers from the same limitation as 

the approaches describe in CoNLL-2005 which 

records a dramatic drop in parse correctness 

when the test corpus differs from the training 

corpus.  

The semantic analysis provided by TRANSI-

TIVITY covers process and participants. Cur-

rently no circumstance type has been taken into 

account as it would require additional lexico-

grammatical resources.  

No wide coverage parser employing the full 

Sydney Grammar has yet eventuated. However, 

the demand for systemic-oriented sentence anal-

ysis is on rise. Another increasing demand is for 

semantic text analysis to further support natural 

language understanding process. Concurrently 

there is a pragmatic need to work with unrestrict-

ed text and within reasonably small time for of-

fline tasks like information extraction from large 

documents, and within significantly small time 

for online tasks like in the case of Dialogue Sys-

tems. The current method manages to satisfy 

demand for systemic sentence analysis via a 

trade-off between the richness of Sydney Gram-

mar and pragmatic needs regarding coverage and 

execution time. Even so, a wide coverage sys-

temic parser could have applications well beyond 

those traditionally explored with automatic se-

mantic and syntactic analysis and become of crit-

ical value for solving real-life problems.  
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Abstract 

Closely related words tend to be close 

together in monolingual language use. 

This paper suggests that this is differ-

ent in bilingual language use. The Dis-

tance Hypothesis (DH) proposes that 

long dependency distances between 

syntactically related units facilitate bi-

lingual code-switching. We test the DH 

on a 9,023 word German/English and a 

19,766 word Chinese/English corpus. 

Both corpora support the DH in that 

they present longer mixed dependen-

cies than monolingual ones. Selected 

major dependency types (subject, ob-

ject, adjunct) also have longer depend-

ency distances when the head word and 

its dependent are from different lan-

guages. We discuss how processing 

motivations behind the DH make it a 

potentially viable motivator for bilin-

gual language use. 

1 Introduction 

Corpus linguistic, computational linguis-

tic and experimental language research 

has produced a considerable body of evi-

dence over the past thirty years that there 

is a preference for linguistically related 

words to be close together in monolingual 

sentences (Gildea and Temperley 2010). 

Hudson (1995), Gibson (1998, 2000), Liu 

(2008) and others have worked on this 

from the comprehension side; Hawkins 

(1994, 2004), Temperley (2008) and col-

laborators have addressed the production 

side.  

Most of this research captures the no-

tion of linguistically ‘closely related’ and 

‘close together’ with the concept of de-

pendency distance/length. Dependencies 

are asymmetric syntactic relations be-

tween two words, a head/governor and a 

dependent. The head of each dependency 

is then the dependent of another word (un-

less it is the root of the sentence), forming 

a recursive structure which connects all 

the words of the sentence. Dependencies 

are (a) of a certain type, (b) directed, and 

(c) have a length.  

(a) Dependencies can be semantic, mor-

phological and/or syntactic. In this paper 

we are only looking at syntactic depend-

encies; the arrows representing dependen-

cies are therefore labelled for grammatical 

functions, e.g. subject, adjunct etc. 

(b) Dependency arrows point from the 

head to the dependent. Many languages 

have a dominant dependency direction: 

Arabic is predominantly head initial, 

Turkish head final; other languages like 

English, German and Chinese are more or 

less mixed. 

(c) Every arrow spans a specific number 

of words (unless it indicates the root of 

the sentence). The linear distance between 

a head and its dependent, measured in 

terms of intervening words, is the depend-

ency relation’s distance
1
 (Hudson 1995). 

The Mean Dependency Distance (MDD) 

of a sentence/text is the sum of its indi-

vidual distances divided by the number of 

its dependencies. 

Dependency distance (DD) is an im-

portant property of dependencies because 

of its implications for language produc-

tion/processing. Constructing and inter-

preting sentences involves incrementally 

connecting words to arrive at meaning. 

                                                           
1 Dependency distance can be quantified in differ-

ent ways. Gibson (1998), for example, quantifies 

it in terms of new intervening discourse referents.  
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This process consumes human/ computa-

tional resources; it is ‘costly’. DD has 

been shown to correlate with the cognitive 

cost of processing syntactic relations in 

terms of the memory resources required to 

keep track of incomplete dependencies 

(Gibson 1998, 2000; Hudson 2010: 279); 

and in terms of the cost of connecting a 

new/incoming word to syntactically relat-

ed ones. The computational cost of inte-

grating a word into sentence structure has 

been shown to depend on the distance be-

tween a word and the most local head or 

dependent to which it attaches (Depend-

ency Locality Theory DLT, Gibson 2000). 

The DLT predicts that structures with 

longer dependencies are more difficult to 

process. It can account for a number of 

processing complexity phenomena, e.g. 

the relative ease of subject- vs. object-

extracted relative clauses; ambiguity reso-

lution in e.g. prepositional phrase attach-

ment decisions, heaviness effects, and 

processing overload effects of multiple 

center-embedded structures. 

Considerations of parsing complexity 

have also been proposed to affect lan-

guage production (Hawkins 1994, 2004, 

Temperley 2008). Synchronically and on 

the level of the individual speaker this 

seems to manifest itself mainly in phe-

nomena of syntactic choice, e.g. default 

word order vs. extraction/extraposition 

(Temperley 2008); diachronically Liu 

(2009) and Gildea and Temperley (2010) 

suggest dependency length minimization 

may also play a role in the shaping of 

grammars, i.e. language evolution. 

As DD has implications for the cost of 

language processing, factors influencing 

dependency length need to be considered. 

Liu (2008) suggests that projectivity, no 

crossing arches in the dependency graph 

of a sentence, influences DD. Liu com-

pared the MDDs of natural languages with 

those of artificial random languages, pro-

jective and non-projective ones. He found 

that non-projective artificial grammars 

have the longest MDD, followed by pro-

jective artificial languages and natural 

ones. Liu interprets his results as showing 

“the usefulness of a no-crossing approach 

to dependency length reduction” (Liu 

2008: 14) and the reduced DD of natural 

languages as a consequence of projectivi-

ty (see also Gildea and Temperley 2010: 

307). Most well-formed strings in natural 

languages are projective (Marcus 2007: 

159).  

Another factor that has been proposed 

to influence DD is dependency direction. 

If each word in a sentence has exactly one 

dependent, uniformly head-first or head-

last structures yield shorter dependency 

distances than ones with pre- and post-

dependents (Frazier 1985, Hawkins 1994, 

Rijkhoff 1994). Predominantly head-first 

or head last-languages, such as Arabic and 

Japanese, should therefore have the short-

est MDDs. Liu (2010) has shown that this 

is not the case. The reason is that words 

can and do have more than one dependent.  

If a word has more than one dependent, 

and the grammar requires all dependents 

to point in the same direction, and there is 

syntactic choice in terms of constituent 

order (e.g. a verb that has two preposi-

tional dependents), placing the shorter 

dependent (phrase) closer to the head re-

sults in shorter dependencies. Hawkins 

(1994, 2004) reports that the preference of 

placing the shorter dependent closer to the 

head is found in head-first and head-last 

languages.  

If a head has several dependents, plac-

ing all of them on the same side of the 

head creates a kind of ‘crowding’ effect. 

German subordinate clauses, which are 

head final (rather than V2), illustrate that 

all dependents of the verbal head (haben) 

crowd to its left.  

(1) 

 

 

 

 

 
 

 
 

In this case, there is no word order choice; 

if there was, placing some dependents to 

the left and some of the right of the verb 

would result in a shorter MDD. If a head 

has several dependents, balancing them on 

either side of the head results in shorter 

dependency lengths (Temperley 2008).  

Languages that have a prevailing de-

pendency direction but allow some short 

dependent phrases to branch in the oppo-

site direction have shorter MDDs than 

consistently same branching languages 

 
 

 

 
 

   
 

I forgot, dass wir eine neue partie angefangen haben. 

               that we all again a new game started have 

   Jen1.cha, line 2541 

 

   Jen1.cha, line 2541 
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(Dryer 1992, Liu 2010). English is gener-

ally regarded as a predominantly head-

first language. In the Penn Treebank, 

however, only 48.8% of the English de-

pendencies are head-first; German was 

found to be, on average, 54.5% head-first 

and Chinese 31.5% (Liu 2010: 1571). Of 

the three languages we are looking at in 

this study, English has the best balance 

between left and right dependents and 

should therefore have the shortest MDD 

(followed by German and then Chinese). 

Section 5 presents empirical support for 

this hypothesis. 

So far we have established that DD is 

an appropriate and widely used measure 

for establishing the linear proximity of 

linguistically related words. DD can 

therefore be used to test whether closely 

related words tend to be close together in 

monolingual and bilingual language use. 

Other properties of dependencies, the type 

of relationship they encode and their di-

rection, were discusses as factors influ-

encing dependency distance. Most im-

portantly, the effect DD seems to have on 

the computational resources required for 

language processing and production was 

reviewed. Keeping track of long incomplete 

dependencies is a burden on memory load, and 

the cost of linking a new word into sentence 

structure - by connecting it to a head and/or 

dependent - also seems to be influenced by DD 

(Gibson 1998, 2000).  

In the next section we will look at DD in the 

three languages involved in our data. 

2 DD in English, German and 

Chinese 

MDDs differ cross-linguistically. Alt-

hough there is considerable variation in 

the type of language data analyzed to date 

(spoken, written; formal, informal) and 

ways in which distance is measured and 

calculated
2
, there is a surprising amount 

of agreement as to which languages have 

short, and which ones have long DDs. 

Out of the three languages we are look-

ing at, we anticipated English to have the 

shortest MDD, followed by German and 

                                                           
2 Eppler (2010) and Hiranuma (1999) measure dependen-

cy distance in terms of the number of intervening words; 

Liu (2008, 2009, 2010) in terms of the difference be-

tween the words’ position numbers. Liu (2009) found the 

resulting difference in MDD to be small (1.81 vs. 1.89). 

Chinese. This is exactly what Liu (2008: 

10) found: English (2.54) has a shorter 

MDD than German (3.35) and Chinese 

(3.66). Features of the three grammars 

that may account for this difference length 

will be looked at next. 

The fact that English has fairly fixed 

word order and a prevailing dependency 

direction (head-first), but allows some 

short dependent phrases to branch in the 

opposite direction, seems to account for 

the short MDD of English (1.39, 1.49, 

1.67 in Hiranuma’s (1999), Eppler’s 

(2010) and Wang and Liu’s (2013) spoken 

data; 2.30 and 2.54 in the written data an-

alysed by Gildea and Temperley (2010: 

301) and Liu (2008: 12). In English, most 

words that are syntactically related are 

also adjacent; between 63% according to 

Collins (1996), 76% according to Pake 

(1998) and 78% according to Eppler 

(2010), but only slightly over 50% ac-

cording to Liu (2008).  

The mean distance between two 

syntactically related German words is 

longer than the mean distance between 

two related English words: 1.87 according 

to Eppler (2010), 3.07 according to Gildea 

and Temperley (2010), and 3.35 according 

to Liu (2008). The main reasons why 

German has a longer mean distance are 

the generally freer word order; the 

discontinuity between auxiliaries and their 

verbal complements (the Verbalklammer); 

and the different word orders in main 

(V2) and subordinate clauses (SOV). 

According to Liu (2008: 17) German has 

more adjacent dependencies than both 

Chinese and English. 

Chinese has the longest MDD, not only 

of the three languages we are looking at in 

this paper, but also of the 20 languages 

Liu (2008) compared: 2.85 in spoken 

news data (Wang & Liu’s 2013: 63), and 

3.66 in written news data (Penn Chinese 

Treebank; Liu 2008: 12). The facts that 

Chinese has fewer mixed (head-first/head-

last) dependencies than German and Eng-

lish and that Chinese is an isolating lan-

guage, which marks e.g. tense, number 

and aspect with free (rather than inflec-

tional) morphemes, has a significant  in-

fluence on dependency length and the 

number of dependencies in a text.  
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This brief cross-linguistic discussion of 

dependency length in English, German 

and Chinese has shown that rigidity of 

word order, consistency of dependency 

direction, and language type (isolating, 

inflecting) impact on a language’s MDD. 

Collins (1996), Pake (1998), Eppler 

(2010) and Liu (2008) have looked into 

the relationship between dependency 

length and adjacency. These preliminary 

findings are difficult to interpret and more 

work needs to be done on this in the fu-

ture. 

The comparison of MDDs in different 

data sets furthermore supports the idea 

that DD is positively correlated with style 

(Liu et al. 2009: 171, Temperley 2008). 

Casual speech has shorter distances than 

more formal speech and writing, even 

when of the same genre (e.g. news, Liu 

2009, Wang and Liu 2013). The average 

difference in dependency length between 

spoken and written data in English, Ger-

man and Chinese is approximately one 

(1.02), with little variation between the 

three languages (Chinese 0.81, English 

0.91 and German 1.34). 

In the next sections we will look at bi-

lingual data, speech which is constructed 

from lexical items and grammatical struc-

tures from typologically different lan-

guages (English and German, English and 

Chinese). We will test whether syntacti-

cally related words from different lan-

guages also prefer to be close together, or 

whether long dependency distances facili-

tate code-switching (DH); i.e. we will in-

vestigate the effects of DD on syntactic 

code-switching. 

3 The data 

The present paper is based on two bilin-

gual corpora, a 9,023 word sample of a 

93,235 word corpus of German/English 

(Eppler 2003), and a 19,766 word corpus 

of Chinese/English (Wang & Liu 2013). 

Both data sets were analyzed in the same 

dependency theoretic framework (Hudson 

2007, 2010). 

The German/English data was recorded 

in January 1993 among a close-knit net-

work of members of the German-speaking 

Jewish refugee community who settled in 

London in the late 1930s. All speakers 

included in this sample are female and in 

their late sixties or early seventies. Their 

L1 is Austrian German. The age of onset 

of their L2, British English, was during 

adolescence (15-21 years of age) for all 

speakers. In informal settings like the 

ones recorded, the participants use a bi-

lingual mode of interaction sometimes 

called ‘Emigranto’ (Eppler 2010). Lin-

guistically this mixed code is character-

ized by frequent switching at speaker turn 

boundaries and heavy intra-sentential 

code-switching. The audio data were tran-

scribed in the CHAT/LIDES (LIPPS 

Group 2000) format. The transcripts were 

manually annotated for word class, dependen-

cy type, dependency direction and dependency 

distance. See Table 1 for a summary of the 

data. 

The Chinese/English data (Wang and Liu 

2013) were audio-recorded from mainland 

China and Hong Kong TV or broadcasting 

programs from June to September 2011. Ap-

proximately 20% of the data are from inter-

view programs; about 80% of the materials are 

news, social news, and entertainment news. 

Intra-sententially code-switched sentences 

were selected from the data, transcribed and 

syntactically annotated to build a Treebank 

containing the following information: linear 

position of the head and the dependent in the 

sentence, word class, language and a selected 

number of dependency types. The MDD of the 

corpus and of individual dependency types 

were calculated from the Treebank using for-

mulae proposed by Liu (2009). See Table 1 for 

a summary of the data. 
 

 German English Total Chinese English Total 

Word 

Tokens 

5591 3432 9023 16267 3499 19766 

Percentage 61.9 38.1 100 82.3 17.7 100 

Table 1. Distribution of languages in the German/English 

and Chinese/English (Wang and Liu 2013) data 

4 The Distance Hypothesis 

In monolingual dependencies the head and 

the dependent are from the same lan-

guage; in ‘mixed’ dependencies they are 

from different languages. The main point 

of interest for this paper is whether the 

MDDs of monolingual and mixed depend-

encies are similar or different. If they are 

significantly different, DD may have an 

effect on intra-sentential code-switching.  

Theoretically the MDDs of mixed de-

pendencies can be shorter, intermediate or 

longer than the MDDs of the monolingual  
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dependencies. They would, for example, 

be shorter, if code-switching consumed 

additional processing resources which are 

counterbalanced by the reduced pro-

cessing cost of short dependencies (Gib-

son 2000). Dussias (2001) found that 

complexity and switch frequency are in-

versely related. As the German/English 

data is heavily switched, its production is 

expected to have incurred not additional 

resources. Mixed MDDs might be between 

monolingual means, because syntactic 

dependency properties of both languages 

are involved. Or they might be longer, if 

the influence of a word’s language on that 

of its dependent reduces with increased 

distance. In activation-based frameworks 

the activation level of a word and its 

properties (e.g. its sense or language) will 

decay with distance. Comprehension stud-

ies have shown that structural integration 

involves reactivating a word to a target 

threshold level so that aspects relevant for 

its integration can be retrieved from 

memory. This reactivation is not only 

costly (Gibson 1998), but may also be 

incomplete; information about a word’s 

properties may degrade partially or com-

pletely. If we assume similar processes to 

drive production
3
, we may hypothesise 

that long dependency distances (DD ≥ 2) 

increase the likelihood of an ‘other’ 

language dependent, i.e. a code-switch 

(DH). 

A decay in activation levels of 

syntactically related words over distance 

is assumed to be the motivating factor 

behind code-switching. Both the head and 

the dependent need to be - or be made - active 

at the point in language production when the 

dependency between them is being established. 

Activation levels of words (and their 

properties) decay as intervening words are 

being produced. In long dependencies the 

processing load is therefore high (Gibson 

1998, 2000) and the priming effect between 

the head and the dependent low. Mixed 

dependencies/code-switches may result 

from long DDs because the influence the 

head and the dependent have on each oth-

er decreases with increased distance. The 

                                                           
3 Dussias’ (2002: 98) study of the psycholinguistic com-

plexity of code-switching revealed “a relatively clean 

convergence from [...] corpus analysis [which reflects 

production data] and on-line comprehension effects”. 

DH is a syntactic processing hypothesis; 

evidence in its support would therefore 

shed light on grammatical and processing 

aspects of code-switching. 

5 MDDs in the two corpora 

The MDDs for monolingual and mixed 

dependencies in the German/English and 

Chinese/English copra are presented in 

Table 2. 
 
 G E AVG C E  AVG 

Mono 1.87 1.49  1.68 2.85 1.67 2.26 

Mixed  1.85 2.26  2.06 3.54 2.81 3.18 

Table 2: MDDs of monolingual and mixed depend-

encies with German, English and Chinese heads  
 

The results for monolingual German and 

English support the hypothesis that mono-

lingual German dependencies will be 

longer than monolingual English ones 

(made on the basis of the word order 

properties of the two languages in Section 

2), and findings by Liu (2008) and Gildea 

and Temperley (2010).  

The mean distances of mixed 

dependencies with a German head either 

indicate that heads do not have a more 

significant effect on dependency distance 

than dependents, or that German verbs, 

the word class that increases German 

MDD through bi-directional long-distance 

dependencies, are infrequently involved in 

mixed dependencies with a German head.  

The mean distance of mixed dependen-

cies with an English head suggests that 

English words enter into more remote syn-

tactic relations with German dependents. 

We therefore expect a) English words to 

‘head’ more dependency relations that are 

characterized by long distances (adjuncts, 

extractees and extraposees); and b) Ger-

man dependents of English heads to be 

more frequently located at the clause pe-

riphery (Treffers-Daller 1994, Muysken 

2000). 

The highly significant difference be-

tween monolingual and mixed dependency 

distances (p<0.001) supports the idea that 

DD affects code-switching. 

The recent analysis of a 19,766 word Chi-

nese/English corpus (Wang and Liu 2013) 

supports the DH and has revealed interesting 

similarities and differences between the Ger-

man/ English and Chinese/English data.  
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Chinese dependencies are longer than Eng-

lish ones (p<0.005). This was expected from 

the morphological and word-order properties 

of the two languages (Section 2) and supports 

findings by Liu (2008, 2009). 

The MDD of mixed dependencies with a 

Chinese (L1) head and an English (L2) de-

pendent is longer than that of monolingual 

Chinese dependencies (p<0.001; this is differ-

ent to what we found in the German/English 

data), and also longer than the MDD of mixed 

dependencies with an English head and a Chi-

nese dependent (p<0.05).  

MDD increases more from monolingual 

English to mixed with an English head (+1.14) 

than from monolingual Chinese to mixed with 

a Chinese head (+ 0.69). This is similar to what 

we found in the German/English data, where 

the MDD between monolingual English and 

mixed dependencies with an English head in-

creases by (+ 0.77); the MDD between mono-

lingual German and mixed dependencies with 

a German head is virtually the same. Heads 

from the speakers’ L1s (German and Chinese) 

therefore hold their dependents ‘tighter’ than 

L2 heads. 

The mean distance of mixed dependencies 

with an English (L2) head and a Chinese (L1) 

dependent is also longer than that of monolin-

gual English dependencies, but the difference 

is not quite as marked as in the Ger-

man/English data (p<0.05 vs. p<0.001).  

The average MDD of mixed dependencies 

(3.18) is longer than that of monolingual de-

pendencies (2.26), and the average MDDs of 

mixed dependencies is longer than the MDDs 

of both English and Chinese monolingual de-

pendencies (p<0.05).  

In summary, the comparison of the MDDs 

from the German/English and Chinese/English 

data (Table 2) shows that  

- MDDs are cross-linguistically different with 

English having the shortest MDD, followed by 

German and Chinese 

- monolingual dependencies in mixed corpora 

are not significantly different to those found in 

comparable monolingual corpora 

- the average MDDs of mixed dependencies 

are significantly longer than those of monolin-

gual dependencies. 

The patterns in the Chinese/English da-

ta (Wang and Liu 2013) largely corre-

spond to those in the German/English da-

ta. Most importantly, greater DD also 

seems to increase chances of code-

switching in Chinese/English bilingual 

speech. The findings from a typologically 

different language pair and data set there-

fore support the hypothesis that long DDs 

affect the language of dependents in that they 

render other language dependents more likely 

(DH).  

6 MDDs of individual dependency 

types 

In this section we will compare individual de-

pendency types from the two data sets in 

terms of distance. The German/English 

data were analysed for the full range of 

syntactic relations used in Word Grammar 

(Hudson 2010). The Chinese/English data 

were analysed for four syntactic relations 

(subjects, objects, attributes and adverbi-

als – both of the latter two are considered 

as adjuncts in the German/English data). 

To facilitate the comparison, we will fo-

cus on subjects, objects, and adjuncts. 

Section 6.1 briefly looks at monolingual 

dependencies, Section 6.2 compares mon-

olingual L1 dependencies with mixed de-

pendencies with an L1 head, and Section 

6.3 compares monolingual L2 dependen-

cies with mixed dependencies with an L2 

head. The findings support the main idea 

outlined in the Section 5, the DH, and re-

lated findings from the code-switching 

literature (Treffers-Daller 1994, Mahoo-

tian and Santorini 1996, Muysken 2000).  

6.1 Monolingual dependencies 

Table 3 illustrates how individual depend-

ency types contribute to the average DD 

of 1.87 for monolingual German and 1.49 

for monolingual English dependencies in 

the German/English data. 
 

 s < > s > o o < > a a < total 

G-

G 

1.54 

(142) 

1.07 

(45) 

1.78 

(54) 

1.83 

(36) 

2.1 

(100) 

1.37 

(86) 

1.87 

(754) 

E-

E 

1.07 

(130) 

-  

(7) 

1.5 

(82) 

- 

(0) 

2.26 

(72) 

1.38 

(44) 

1.49 

(596) 

Table 3. MDDs and frequencies of selected mono-

lingual German and English dependency types;  
s- subject; o- object; a - adjunct; left- (<) and right 

dependent (>) 

 

The column entries of Table 3 demon-

strate that different dependency types 

have different mean distances (Liu et al. 

2009: 170); the rows show that MDDs dif-

fer cross-linguistically (Liu 2008, 2009) 
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and that the German/English bilinguals’ 

grammars seem to be intact in terms of 

topological fields: there are no English 

left-dependent objects (nor x-comps). The 

MDDs that differ most significantly be-

tween German and English are subjects 

(and x-comps). These differences are 

caused by the subjects of clause-final fi-

nite verbs (which are at almost opposite 

ends of subordinate clauses) and the Ver-

balklammer. Gildea and Temperley (2010: 

301) also found that verb position con-

tributes to the longer dependency distanc-

es in German, but stress that it is not spe-

cifically the distance from subject to verb 

that results in this effect. Given that sub-

jects tend to be short and can frequently 

be placed on either side of the verb in 

German (s< or >s), this finding is in line 

with the interrelation between dependency 

direction and distance discussed in Sec-

tion 1. 

The biggest difference in mean distances be-

tween monolingual Chinese and English also 

lies in the subject relation (p<0.001).  
 

 S O Atr Adv Average 

C-

C 

2.55 

(940) 

2.74 

(849) 

1.59 

(1505) 

2.45 

(3039) 
2.33 

E-

E 

1.41 

(130) 

1.65 

(91) 

1.17 

(296) 

1.92 

(104) 
1.54 

Table 4. MDDs and frequencies of four monolingual 

Chinese and English dependency types 

 

Chinese prepositional constructions, such as 

bei, ba, jiang or ge and the complement of di, 

which are used as adverbials, must follow the 

subject but precede the modified verb; this in-

creases the DD between the subject and the 

root of Chinese sentences, as in Example (2) 

where the DD between the subject wo and the 

verb dang is 3 in Chinese; the DD between I 

and treat, on the other hand, is only 1.  

(2) wo ba ta dang pengyou. 

   I PREP him treat friend 

‘I treat him as my friend.’ 

Wang and Liu (2013) found longer MDD of 

Chinese objects in comparison with English 

ones (p<0.001). Tense is realized by inflec-

tional morphology in English; in Chinese tense 

is usually handled by function words which 

separate the object and the head. In Example 

(3) the DD between the object book and its 

head bought is 2. In Chinese, the DD between 

mai and shu is 4, because the complement of 

the classifiers zhe and ben and the perfect-

tense auxiliary le intervene between the object 

and its verbal head. 

(3) wo mai le zhe-ben shu. 

   I buy AUX this-CL book    

   ‘I bought the book.’  

Examples like these raise the question 

what size unit DD should be measured in. 

6.2 Monolingual L1 and mixed de-

pendencies with an L1 head  

Table 5 shows that in the German/English 

data the distances for most mixed syntac-

tic relations (subjects, adjuncts and post-

dependent objects) are longer than their 

monolingual German equivalents. 
 

 s< >s >o o< >a a< total 

G-

G 

1.54 

(142) 

1.07 

(45) 

1.78 

(54) 

1.83 

(36) 

2.1 

(100) 

1.37 

(86) 

1.87 

(754) 

G-

E 

1.7 

(10) 

1.5 

(2) 

2.38 

(29) 

1.5 

(20) 

3.9 

(38) 

1.52 

(27) 

1.85 

(525) 

Table 6. MDDs and frequencies of monolingual 

German and mixed dependencies with a G head 
 

The slightly shorter mean distance of 

mixed dependencies with a German head 

is mainly due to the large number of bor-

rowed English nouns complements of 

German determiners (> c: G-G MDD 1.65 

(155) vs. G-E MDD 1.1 (309)).  

That English post-dependent adjuncts 

are, on average, two words further away 

from their German head than monolingual 

German ones supports the notion that 

code-switching is favoured in adjoined 

peripheral positions (Treffers-Daller 

1998, Mahootian and Santorini 1996, 

Muysken 2000), as in Example (3). 
(3) 

*MEL: ich bin draussen # as per usual. 

%tra: I    am  out         

Jen2.cha: line 185. 

The MDD of mixed adverbials with a Chinese 

head is also much longer than that of monolin-

gual Chinese adverbials (p<0.001), see Table7.  
 

 S O Atr Adv Average 

C-

C 

2.55 

(940) 

2.74 

(849) 

1.59 

(1505) 

2.45 

(3039) 
2.33 

C-

E 

2.7 

(161) 

2.85 

(310) 

1.48 

(43) 

5.65 

(54) 
3.17 

Table 7. MDDs and frequencies of monolingual Chinese 

and mixed dependencies with a Chinese head  

 

The Chinese/English corpus furthermore con-

tains data that support the notion that code-
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switching is favoured in clause peripheral posi-

tions. In Example (4) the English subject fans 

is dislocated from its default position 

(preceding zhuanmen) and moved to the left 

clause periphery. Because of extraposition and 

obligatory pre-posing of prepositional phrases 

before the verb, the distance between fans and 

its Chinese head jisong is 6; in the 

corresponding monolingual Chinese sentence, 

the distance between the Chinese subject 

fensimen and its head jisong is only 2.  
(4) Fans  weile     xiang  ta   zhijing         zhuanmen  

jisong  xianhua. 

      Fans  in order to  to   him  pay their respects specially    

posted  flowers 

‘In order to pay their respects to him, fans specially 

posted flowers.’  

 
In Section 2 we suggested that the mean 

distance of mixed dependencies with a 

German head might be shorter than the 

mean distance of monolingual German 

dependencies because the word class that 

increases DD through a change in depend-

ency direction, German verbal heads, is 

infrequently involved in mixed dependen-

cies. An analysis of all German verbs in 

the German/English data revealed that, 

overall, German verbs are not significant-

ly less frequently involved in mixed de-

pendencies than monolingual ones 

(p=0.112). The same holds true for Ger-

man main verbs (p=0.192). German auxil-

iaries and modals, however, are signifi-

cantly more frequently involved in mixed 

dependencies than English ones 

(p<0.001). German auxiliaries are fre-

quently in the V2 topological field in 

German, a position that frequently coin-

cides with SVO. German AUX/MOD are 

therefore placed in congruence sites (Seb-

ba 1998). Congruence sites have been 

identified as facilitators of code-switching 

(Muysken 2000).  

6.3 Monolingual L2 and mixed de-

pendencies with an L2 head  

In Section 5 we suggested that mixed de-

pendencies may be the result of distance. 

As a consequence of their long DDs, 

code-switches were expected to be more 

frequently located at the clause periphery 

in predominantly SVO and V2 languages.  

More specifically, on the basis of the 

MMDs in the German/English data (Table 

2) we proposed that English heads may 

enter into ‘looser’, literally more remote, 

syntactic relations with German depend-

ents. We anticipated English words to 

‘head’ more dependencies that are charac-

terised by long distances, i.e. adjunct, ex-

tractee and extraposee relations, and pre-

dicted more German dependents of Eng-

lish heads to be located at the left or right 

clause periphery (Treffers-Daller 1994). 

This is what we find in the data.  
 

 s < > o > a a < > x x < Total 

E-

E 

1.07 

(137) 

1.5 

(82) 

2.26 

(116) 

1.38 

(116) 

1 

(1) 

2.3 

(3) 

1.64 

(596) 

E-

G 

1.9 

(11) 

1.18 

(18) 

2.33 

(55) 

1.78 

(55) 

1.45 

(7) 

4.5 

(15) 

2.06 

(165) 

Table 8. MDDs and frequencies of monolingual 

English and mixed dependencies with an E head; 

extraposee and extractee > x <  

Table 8 demonstrates that all mixed de-

pendencies with an English head (apart 

from objects) are longer than their mono-

lingual English counterparts (this is unlike 

the MDDs of monolingual German and 

mixed dependencies with a German head; 

Table 6). Table 8 furthermore illustrates 

that all dependency relations that yield a 

significantly higher number of mixed to-

kens than monolingual ones (German ad-

juncts, extractees), are further away from 

their English heads than their English 

counterparts. This finding supports the 

DH. 

Table 8 shows that the adjunct relation 

is very popular for switching between an 

English head and a German dependent. 

(5) 
*MEL: als kind I didn't like anything   

           aber I love food . 

%tra:   as a child I didn’t like anything  

           but I love food  

   Jen2.cha, line 2058 

The pre-adjunct in (5) is also moved out 

of its default word order position and ex-

tracted to the left clause periphery, which 

increases its DD by 4.  

Example (6) illustrates a German long-

distance clausal extraction.  

(6)    was die Dorit wieder geschmissen hat,  

 I [/]  I would have liked . 
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It appears that for reasons of syntactic 

choice (Temperley 2008), speaker MEL 

increases the distance of a mixed depend-

ency relation from zero to six in Example 

(6).  

The hypothesis that L2 heads predomi-

nantly enter ‘looser’ longer syntactic rela-

tions with L1 dependents is also supported 

by the Chinese/English data, both numeri-

cally and in terms of DD. 
 

 S O Atr Adv Average 

E-

E 

1.41 

(130) 

1.65 

(91) 

1.17 

(296) 

1.92 

(104) 
1.54 

E-

C 

2.75 

(87) 

2.88 

(32) 

1.67 

(446) 

2.07 

(311) 
2.55 

Table 9. MDDs of four monolingual English and mixed 

dependencies with an English head 

 

The MDDs of all mixed dependencies 

with an English head is longer than that of 

monolingual English dependencies of the 

same type, and there are significantly 

(p<0.001) more switched Chinese adjuncts 

(Atr and Adv) than subjects and objects, 

like in the German/English data. Note, 

however, that the increase in MDD be-

tween monolingual and mixed dependen-

cies is bigger in subjects and objects than 

in adverbials. This may indicate that, if 

close syntactic relations are switched, 

their distance may have to be even longer. 

The distance between the Chinese subject 

tamen and its head is 2 in Example (7), in its 

English translation the DD between they and 

send is only 1. 

(7) Tamen tiantian  send E-mails. 

They  everyday send  

‘They send E-mails everyday.’ 

In Example (8) the distance of understand and 

its object yiqie is 5; in its English translation 

the distance of understand-everything is 1. 
(8) I fully understand ni  gaosu  ta     de    yiqie 

                                   you  tell    him AUX  everything 

     ‘I fully understand everything that you tell him.’ 

The hypothesis that greater DD of syntac-

tic relations increases the chances of 

code-switching appears to apply particu-

larly to mixed dependencies with an L2 

head. Mixed syntactic relations with an 

L2 head seem to pose a particular produc-

tion difficulty for the German/English and 

Chinese/English bilinguals alike, and the 

activation of L2 heads appears to decay 

more rapidly than that of L1 heads. This 

seems to render the retrieval of features of 

the L2 head (e.g. its language) from 

memory more difficult and lead to the 

significantly larger number of mixed long 

distance syntactic relation with an L2 

head in both corpora. The findings from 

the German/English data presented in Ta-

ble 8 and those from the Chinese/English 

Treebank (Table 9) also support the no-

tion that code-mixing is favoured in pe-

ripheral and adjoined positions (Treffers-

Daller 1994, Mahootian and Santorini 

1996, Mysken 2000).  

7 Summary and Conclusion 

We started from a well-established princi-

ple of monolingual language comprehen-

sion and production: closely related words 

tend to be close together in the sentence. 

We then suggested that this may be dif-

ferent in bilingual language use, i.e. that 

DD has an effect on whether both words 

in a dependency come from the same lan-

guage or not. The Distance Hypothesis 

proposes that long dependency distances 

increase the likelihood of an ‘other’ lan-

guage dependent, a code-switch. This syn-

tactic processing claim is based on the 

rationale that both the head and the depend-

ent need to be active at the point in the produc-

tion process when the syntactic relation be-

tween them is being established. If the head 

and the dependent are far apart, the influence 

(priming effect) of a word’s language on 

that of its dependent will decay with 

time/distance (the number of words inter-

vening between them). The longer the de-

pendency link, the less the priming influence, 

and the more likely a change in language.  

The analysis of a 9,023 word corpus of 

German/English monolingual and bilin-

gual speech revealed that mixed depend-

encies have a longer MDD than monolin-

gual ones. In a 19,766 word corpus of a 

typologically very different language pair, 

Chinese/English, mixed dependencies also 

have longer MDDs than monolingual ones 

(Wang and Liu 2013). The MDDs of both 

corpora thus support the DH.  

The analysis of individual syntactic re-

lations in both corpora revealed that, with 
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one exception in the Chinese/English cor-

pus and three in the German/English data, 

all mixed dependency relations are, on 

average, longer than the corresponding 

monolingual ones. Both corpora contain 

considerable numbers of long-distance 

mixed adjuncts, and in the Ger-

man/English data L2 heads predominantly 

enter into mixed long-distance syntactic 

relations that are not essential for building 

sentence structures (adjunction, extraction 

and extraposition). When L1 subjects and 

objects of L2 verbs are switched in the 

Chinese/English data, they have especial-

ly long dependency distances. In lan-

guages in which root verbs tend to occupy 

central sentence positions (SVO or V2), 

such as English, German and Chinese, 

long distance dependents will be located 

near the clause periphery. That code-

switching is favoured in clause-peripheral 

positions has already been established in 

bilingualism research (Treffers-Daller 

1994, Muysken 2000). The DH however, 

captures this notion on a more general 

syntactic processing level. 

The results from the German/English 

and Chinese English data are promising. 

To establish DD between syntactically 

related units as a viable motivator for 

code-switching, the DH will have be test-

ed on other bilingual corpora and with 

controlled psycholinguistic experiments to 

establish, e.g. that distance has similar 

effects in comprehension and production.  
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Abstract

This  paper  presents  the Arborator,  an  online
tool  for  collaborative  dependency  annotation
together with a case study of crowdsourcing in
a  pedagogical  university  context.  In  greater
detail, we explore what generally distinguishes
dependency  annotation  tools  from  phrase
structure annotation tools and we introduce ex-
isting tools for dependency annotation as well
as the distinctive features and design choices
of our tool. Finally we show  how to setup  a
crowdsourced dependency  annotation  experi-
ment  as  an  exercise  for  university  students.
We  explore  constraints,  results,  and  conclu-
sions to draw. 

1 Introduction

The  importance  of  treebanks  in  today's  data-
driven linguistics cannot be overrated. All data-
driven  approaches  to  syntax  require  gold-stan-
dard annotations, and the need for (possibly ma-
chine-aided)  hand annotation  tools  is  more  ur-
gent than ever, as researchers want to go beyond
the  eternal  Penn Treebank derivatives,  because
of  interests  in  different  languages,  annotation
levels,  and  theoretical  backgrounds  underlying
the research.

In  recent  years,  dependency  treebanks  have
become the near-standard representation of anno-
tation  schemes  in  computational  linguistics.
However,  the  inherently  non-local  structure  of
dependencies  make  graphical  annotation  tools
more difficult to develop and commonly less in-
tuitive to use.

This paper presents an online  annotation  tool
named  Arborator, its features, and how it can be
used in  an  educational surrounding  at the same
time for pedagogical purposes as well as with the
goal  to  develop  high-quality  dependency  tree-
banks.

2 Context

Even though a vast majority of dependency links
are projective, even in so-called free word order
languages, one of the major advantages of depen-
dencies is not to presuppose the structure to have
certain properties,  like  being  projective.  Phrase
structure, on the contrary, is based on the under-
lying assumption of a coincidence between word
order and government; contrary cases have to be
taken care of by means of “traces” and “move-
ments”  (Gerdes  2005).  Dependencies  can  thus
represent  more  abstract  relations,  closer  to  se-
mantics, which  is arguably the main reason for
today's success of dependency in NLP.

On the annotation level, however, dependency
is  a  notably harder  notion to  handle  than  con-
stituency. This  holds for the file format because
phrases can very easily be represented by simple
bracketing or  elaborated versions of bracketing
like XML;  dependency needs to separate tokens
and links, the links referring back to the token
objects. But this also holds for the manual anno-
tation process as many tools exist for the explo-
ration and editing of “tree”-like structures similar
to “file/folder  structures”  –  and dependency is
somehow orthogonal to this kind of structure.

2.1 Existing tools

Still  today,  most  dependency treebanks are  de-
rived from phrase structures by means of rule-
based  or  statistical  transformation  of  phrase
structure.  The  manual  quality  control  occurred
on  the  phrase  structure  level  with  appropriate
tools. For  very small  treebanks, some hand-wo-
ven  approaches  are  still  around  (Chen  et  al.
2011),  using  for  example  a  simple  spreadsheet
for annotation.

Only  few dependency treebanks are  directly
constructed as such by use of well-adapted tools,
in this section we will give a short overview over
the existing graphical tools:
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The first tool that included dependency anno-
tation was  probably Annotate (Plaehn & Brants
2000), used for the development of the Tiger cor-
pus. It applies Tiger's mixed syntactic structure:
Labeled  constituents  with  functionally  labeled
edges and crossing branches for  non-projective
structures.

At  about  the  same  time  appeared  the  StrEd
(Structure Editor, Boguslavsky et al. 2000), also
an offline tool meant to facilitate the manual cor-
rection of already pre-annotated data. Its graphic
representation has the particularity that each to-
ken is on a separate line, similar to the common
CoNLL format, and the dependency tree is con-
structed on these tokens, thus turned by 90 de-
grees compared to more common representations
with the root on top. To our knowledge, this is
the first tool to use drag-and-drop creation of de-
pendency links. 

TrEd, the Tree Editor from Prague is an off-
line tool written in perl that helped to create and
correct the Prague Dependency Treebank (Hajič
et  al.  2001,  Hajič  2005)  as  well  as  other  tree-
banks for other languages like English (Rambow
et al.  2002) or more recently Persian (Seraji  &
Nivre 2012) . It includes an interface with a va-
lency lexicon in order to keep the annotations co-
herent and scripting possibility for batch process-
ing. Moreover, it was probably the first tool that
includes visual comparisons between two anno-
tators'  trees,  including the possibility to choose
the correct structure.

NotaBene, developed by Mazziotta (2010)  is
an  open-source  (GPL)  off-line  tool  written  in
Python  that  presents the  above-mentioned  file
manager type interface. Elements are tokenized
when entering data in the tool, but all other forms
of  automization  are  explicitely  excluded.  The
tool includes sophisticasted feature handling, tree
comparison and it follows RDF standards to cap-
ture multi-layer annotations. NotaBene is princi-
pally  used in  an ongoing annotation project  of
Ancient French.

DepAnn, written by Tuomo Kakkonen 2006 is
another offline dependency annotation tool writ-
ten in java. It can represent and modify the de-
pendency  representation  of  Tiger-XML.  It  in-
cludes a consistency checker and comparison of
trees.

Other  dependency  treebank  like  the  Danish
Dependency  Treebank,  the  Alpino  Treebank
(Van der Beek et al. 2002) or the Turin Univer-
sity Treebank have been elaborated with the help
of bootstrapping approaches in a command line
interfaces  and special  dependency tree  viewers

that  allow  for  faster  choices  between  different
automatic parses of the same sentence.

More  recently,  MATE,  a  graph  transduction
workbench (Bohnet  et  al.  2000;  Bohnet,  2006)
has  been  used  for  the  development  of  multi-
stratal  corpora  in  Meaning-Text  style  (Mel'cuk
1986) of Spanish and, with smaller scope, other
European languages (Mille et al. 2009). MATE
is written in java and includes a graphical editor
for graph structures.

The most sophisticated tool and the closest in
design to the Arborator is without any doubt the
very recently presented tool “Brat” (Stenetorp, et
al.  2012).  Like  the  Arborator,  Brat  is  a  web-
based  application  using  SVG  that  allows  for
graphic drag-and-drop dependency-centric multi-
user annotation of text corpora. It also has com-
parable  user  management, annotation  compari-
son, Unicode support, and import and export ca-
pacities. Contrarily to the Arborator, it is not sen-
tence-based, text appears continuously in multi-
line representation, and Brat thus allows for the
annotation of intra-phrase relations like co-refer-
ence  and  discourse  annotation.  Also  the  seg-
ments are not fixed and any continuous chain of
letters  can be marked and then linked to  other
parts. Moreover it contains a constraint language
that  allows  for  on  the  fly  checking  of  annota-
tions.  The Arborator's  search and concordancer
features seem to be slightly more developed as a
search for specific feature  is  possible  and Brat
only includes plain text search. Also the Arbora-
tor's  corpus  distribution  and  user  management
seems  to  be  more  adapted  to  “uncooperative”
surroundings like the classroom where it is im-
portant that  the annotators and validators access
only the texts that have been assigned to them.
These features will be  exposed in greater detail
in the subsequent sections.

The  only  other  web-based  tool  that  we  are
aware  of  is  EasyRef  (De  La  Clergerie  2008).
EasyRef  has  a  constituent  based  representation
even for dependencies: They are represented as
(continuous) segments with a function label. This
tool is designed for human evaluation of parser
performance which makes it the only  other  tool
including techniques for voting systems (see sec-
tion 4).

3 Design of the Arborator

The  Arborator has been developed  over several
years in a two-fold perspective: It was needed for
the annotation of transcribed spoken language in
the  Rhapsodie  treebank project  (Gerdes  et.  al.
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2012), and it is today used as a pedagogical and
crowdsourcing tool in various universities. A de-
scription of such an experiment constitutes  sec-
tion 4 of the present paper.

This  implies  the  following  different  design
choices: 

• Zero  setup:  The  tool  must  run  on  any
computer  without  any  difficult  adapta-
tion or installation procedure.

• Central storage of texts and annotations.
• Multi-audience  interface:  For  profes-

sional annotators, it needs to include nu-
merous keyboard short cuts for all com-
mon  annotation  tasks,  and  for  starters,
the annotation process has to be graphi-
cal and self-explanatory.

These points exclude most existing tools and im-
ply the development of a web-based application
that does not use any plugins but runs directly in
a standard-compliant browser. The graphical na-
ture of the  data including arrows forces us be-
yond simple HTML to an SVG representation of
the corpus.

The Arborator can be used for the correction
of automatically  (or,  less commonly,  manually)
pre-annotated corpora or for the creation of tree
structures from scratch. Every token can depend
on one (or more) governors and can have simple
features attached to them. The choice of features
to be shown (and to be modifiable) directly under
the token is configurable, the most common ones
being of course the syntactic category (POS) and
the token's lemma.

Other technical  design choices of the Arbora-
tor include: 

• Development in Python with an underly-
ing Sqlite database with client-side inter-
actions in Javascript (Jquery). 

• Runs  on  any  Python-CGI  capable
Apache webserver. 

• Optimized  for  the  Firefox  browser  but
runs reasonably well in other SVG capa-
ble browsers.

• Multi-level user hierarchy: site adminis-
trator,  corpus  administrator,  validator,
assigned annotator, visitor.

• The appearance of the dependency struc-
tures  is  highly  configurable  in  simple
configuration files.

• Of course, the Arborator is fully Unicode
capable with non-ASCII characters being
allowed  in  sentences,  annotation
schemes, and login names:

• The  design  choice  of  keeping  the  sen-
tences “readable” with tokens being jux-
taposed horizontally is debatable. The al-
ternative,  stemma-like  structures  like
those  used  in  the  TrEd  from  Prague,
makes  the  hierarchical  structure  of  the
trees  more  visible,  whereas  our  choice
emphasizes the linear sentence structure.
We believe that this makes it easier for
the annotator to understand the sentence
and then to capture the sentence's syntac-
tic structure. But of course, in this mat-
ter, beauty is in the eye of the beholder.

The Arborator is employed in different univer-
sities  for  annotation  tasks,  the  main  site  being
http://arborator.ilpga.fr – the main page also pro-
vides links to tutorial pages and the source code
on Launchpad. The Arborator is distributed un-
der the APGL license, the standard  open-source
license for server software.
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3.1 The user experience

Before  using  the  Arborator,  the  user  has  to
create  an  account  with  email  verification.  The
log-on brings him to the project page containing
different option depending on the user level of
the user.  The normal annotator finds on top of
the page the texts that have been assigned to him
either as a validator or as an annotator1. Each text
(and also each sentence) has a changeable status,
which allows the annotator to indicate to the val-
idator that the annotation process is terminated
The center part of the project page contains a ta-
ble with all the texts of the project. The adminis-
trator of the project can 

• attribute any text to a user's annotation or

validation tasks, 
• export the data in multiple formats and

configurations
• add whole texts to the project, plain texts

or  pre-parsed data  in CoNLL or  Rhap-
sodie-XML format.

• Check the consistency of the annotation
by obtaining tables  of frequency distri-
bution of features and 2-node connected
sub-graphs of the dependency graph.

• Obtain an overview of each annotator's
progress.

1 There are various setup options available to con-
trol the visibility of different annotations, but in 
the most basic configuration, the annotator only 
sees his own trees and the validator can see the 
trees of all annotators of the given text which al-
lows her to compare between annotations and 
choose the correct tree. 

A click on the text name brings the user to the
online editor. Depending on his role and the cho-
sen setup of the annotation project,  he will  see
only  the  words  with  his  own  annotation  (if
present),  the  standard  annotation  (for  example
the pre-parsed structures), or a list of all possible
trees for each sentence.

Each token can be dragged and dropped on an-
other token, thus creating a link in this direction.
A context menu opens and the user has to choose
the  corresponding  function  name  (the  list  of
functions  is set in  the  project  configuration).
When holding the shift key down when choosing
the function name, the governor is added to the
existing governor, allowing thus for the creation
of cyclic graph structures.2

Equally, the shown features can be modified by
means of  a  context  menu that  opens when the
features are clicked upon. A double-click opens a
table of other features, including, for administra-
tors, the possibility to modify,  add, or erase  to-
kens.

2 Some analyses of coordination or of relative 
phrases suppose double governors (for example 
because the relative pronoun is thought to play the
role of the pronoun inside the relative clause and 
of the complementizer heading the relative 
phrase). Similarly, cycles have been proposed for 
the syntactic analysis of collocations and under-
specified PP-attachment (Gerdes & Kahane 2011) 
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All modifications are undoable (during the an-
notation session – the Arborator does not yet pro-
vide automatic versioning) and the whole annota-
tion (or correction) process can be done exclu-
sively by means of keyboard shortcuts,  without
touching the mouse, which is often faster for ex-
perienced users.

If there is more than one tree visible to a user,
he can graphically compare any set
of annotations. The resulting graph
shows in color the differences and
grays out  what  is  in common be-
tween the chosen analyses:

Each tree can individually be exported in the fol-
lowing formats. This allows for an easy integra-
tion of high-quality vectorial images for publica-
tions: SVG (Scalable Vector Graphics), PDF, PS,
ODG, JPG, PNG, TIFF, CONLL  (tab-separated
text table), and XML (an idiosyncratic stand-up
format that allows for the linking of the syntactic
transcription to sound files)

4 The experiment

The second part of this paper addresses the ques-
tion  of  how good the dependency annotation of
non-professional annotators can become, if  we
use a rover, i.e. a voting system (Fiscus 1997), to
establish the best  annotation  among a series of
annotations produced by semi-trained students.

This is  interesting as many linguistic depart-
ments  lack  resources  to  train  and  pay  profes-
sional annotators, but don't lack students with the
desire to learn syntactic analysis.

4.1  Gaudium ex cathedra

Also from a pedagogical point of view, the use of
a collaborative online annotation tool has many
advantages:

First,  the  students  are  often  taught  in  quite
large classes and it is impossible for the teachers
to systematically correct exercises composed of
any larger amount of annotations. The Arborator
allows for different types of exercises: 

1. the  gold-standard  annotation  is  com-
pletely visible to the students – they can
discover the structures. 

2. an  incomplete  structure  is  left  visible,
but the gold-standard remains invisible.
The teacher can thus oblige the student
to complete parts of an analysis that was
the subject of the current class.

3. The  annotation  is  invisible  to  students,
but scoring is public (so students can up-
date  their  annotation until  they  hit
100%).

4. equal to mode 2 but the location of the
errors are indicated  on  the  sentence
which guides the student more quickly to
the right annotation.

Jusqu'

prép

Jusqu'

ici

adv

ici

tout

pro

tout

va

verbe

aller

bien

adv

bien

aj-temp

prép suj

racine

objd
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The teacher, on the other hand can, with little ef-
fort,  create interactive playful syntactic training
sessions, and obtain, for free, a completely auto-
matic list with student evaluations,  thus  forcing
the  students to  work  regularly.  Of  course,  any
e-learning environment allows for the creation of
multiple choice tests, but it is difficult to make
them as interesting and well-adapted to linguistic
analysis.
 Secondly, the task of annotation of raw data
forces teacher and student to abandon easy hand-
crafted  example  sentences  and  allows  them  to
face the cruel realities of language. When collab-
orative  corpus  annotation  is  taken  as  the  main
goal  of  a  class,  the  questions  and debates  that
come up in the classroom are of much more exit-
ing  and  motivated  nature  than  conventional
teaching of syntax.

4.2 Context

The experiment was carried out with a class on
corpus linguistics taught to about 60 3rd year lin-
guistics majors in a French university, about 75%
of  which  have French  as  their  mother  tongue.
Only  3  main  classes  and  3  tutorial  session  in
smaller groups were  held on the subject of this
project. Nearly all those students had have other
classes on syntax, one of which was taught one
year earlier by the same teacher specifically on
dependency syntax, using very similar notational
conventions as those used in the annotation guide
for the experiment. The annotation guide was on-
line and contained many concrete examples, also
including the supposed analysis of language idio-
syncrasies such as dates, numbers and punctua-
tion,  that  are  frequently  encountered  in
Wikipedia and journalistic examples  making up
the essential parts of the texts to be analyzed.

4.3 Annotation task distribution

We have two sets of sentences:

• the mini gold-standard annotated by the
researcher

• the non-annotated sentences, considered
as unlimited

The goal is to distribute the sentence to the stu-
dents in a just and reasonable manner. As online
annotation  does  not  provide  the  possibility  to
control the context in which the student annotate,
it is important to make it difficult to blindly copy
annotations  from one  student  to  the  other  (al-
though theoretically cooperation of students dur-

ing the annotation process could be useful to ob-
tain  better  analyses  of  the  syntactic  structure).
The  system can distribute  the  sentences  of  the
texts  into task sets  using the following parame-
ters:

• t,  total number of tokens per student to
annotate (rounding up or down in order
to distribute complete sentences)

• g,  number of sentences from the pre-an-
notated  mini  gold-standard  to  mix  into
the  student's  task  (to  allow for  evalua-
tion)

• n,  number  of  annotations  per  sentence
(taken from the non-annotated sentences)

• p,  percentage  of  sentences  that  can  be
equal from one task set to the other.3

The Arborator comes with a script that optimizes
this distribution.

4.4 Setup

The students were presented with 48 sentences,
mostly taken from two French Wikipedia articles
and some constructed sentences that contain phe-
nomena  discussed  in  the  class.  The  average
length  of  24.7 tokens  per  sentence  reflects  the
“real world origin” of most sentences, very dif-
ferent  from common  example  sentences  from
syntax classes or textbooks.

The tokenization is simply sign-based and was
done automatically.4 All sentences were also an-
notated by the teachers of the class. This is, of
course,  only  necessary  for  this experimental

3 If p=100%, n students receive equal tasks. When p
decreases, for example to 50%, the first student 
will share 50% of her sentences with the second 
student, and another 50% with the third student, 
and so on.
Note that the total number of students is not part 
of these parameters, because in the natural setting 
of a class taught to a large number of students, 
many inscribed students will drop the class, and 
new students appear. Only when a student creates 
her account on the Arborator, her task is prepared. 
This minimizes the number of sentences that do 
not obtain n annotations in the end of the project.

4 A more sophisticated tokenization would have 
been of use for a few special cases of French syn-
tax. The most problematic case is the token des 
that can be the contraction of de 'of' and les 'the',or
it can just be the plural article des. Other problem-
atic cases include parce que 'because' and c'est-à-
dire 'which means'. A production environment 
would in any case start of with the output of a 
parser that should do better on tokenization.
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setup, and if the tool is to be used in an produc-
tion environment,  only a small  number of sen-
tences need to be annotated by the researchers,
the rest will be done by the “crowd” of students.

This experiment is only concerned with simple
dependency structures.  The labels,  i.e.  the syn-
tactic functions, are left aside for future research.
One reason for this is that the results on func-
tions appear, on a quick glance, much worse than
the government  structure.  This  is  partly  due to
the fact that the students were told that the gov-
ernment structure is more central to the exercise
than the choice of function; and the government
structure  was discussed in  greater  detail  in  the
classes. Another reason is that the set of syntactic
functions was unnecessarily (and uncommonly)
large,  including distinctions  like  locative,  man-
ner, temporal, and other adjuncts, etc.

We only kept  annotations  when 80% of  the
words were annotated  (i.e. had a governor)  and,
in order to get reasonably good evaluations, we
only kept the annotation of students who at least
annotated 5 sentences. This left us with 42 stu-
dent  annotators.  Using the evaluation based on
all sentences, the quality of the dependency an-
notators ranges from 64% to 90% of correct gov-
ernment  relations  (F-score),  the  average  being
79%.  How many sentences do we have to take
into account in the evaluation if we want to keep
similarly precise evaluation scores of the student,
needed for  the  rover?  Interestingly,  the student
evaluation varies very little if we base it on the
first half of the corpus only (less than 1% in av-
erage),  the  quality  of  the  annotation  is  better
(80%) on the first  half,  probably due to symp-
toms of fatigue of the annotators and discussions
in class of problems the students encountered. If
we decrease further the number of sentences that
we base our evaluation on, the evaluation aver-
ages continue to grow, but the students' F-score
decreases quickly.

Nr of sen-
tences used

for evaluation
48

24 
(½)

12
(¼)

6
(1/8 )

1
(1/48)

Min F-score 64% 67% 70% 73% 63%

Max F-score 90% 90% 90% 90% 100%

Average
F-score

79% 80% 81% 83% 87%

Average dif-
ference from

complete 
F-scores

0 1.2% 1.8% 3.5% 9.1%

Note  that  these  F-scores  are  computed  in  the
Arborator and can be exported and thus used di-
rectly  for  grading students.  Let's  now see how
these scores are used in the voting system.

4.5 How many sentences for student evalua-
tion?

When using  one part of the trees for evaluation
of the students, and constructing an optimal tree
on the remaining sentences we obtain the follow-
ing results.  At the present state we always split
into a first part for computing the students' scores
and a second part which are the remaining sen-
tences. Successive studies will try different jack-
knifing techniques.

The construction of an optimal tree is slightly
complicated by the graph structure of the analy-
sis, i.e. the possibility of double governors, as ex-
plained above. So the first  step of the different
voting  systems  is  to  decide  on  the  number  of
governors, 1 most of the time, but sometimes 0
(errors in segmentation) or 2 (only relative pro-
nouns  with  our  annotation  guidelines  for
French).

The Scoring voting system works as follows: 
For every node,  every proposal of a governor

node gets the score the annotator obtained in the
evaluation. Then the governor (or the two gover-
nors, if the first vote decided on two governors)
with the highest score is chosen for the tree. Note
that this does not include explicit coherence tests
(like non-circularity etc.) but we have not discov-
ered any circular tree with our data.

In this first version, only students can take part
in the vote that have annotated ¼ of the trees that
are used for evaluation.

Looking on these numbers,  the first astonish-
ing  fact  is  the  stability  of  the  results indepen-
dently of the number of sentences that are used
for  evaluation.  Put  differently:  With  only  one
tree to annotate, we already get a reasonable esti-
mate of the student's capacities.

¼ have to be annotated

Scoring
algorithm

part of sen-
tences used:

Nr of
students

in

Precision Recall F-score

 ½  (24) 31 0.9465 0.9419 0.9439

¼ (12) 31 0.9472 0.9379 0.9421

1/8 (6) 39 0.9505 0.937 0.9433

1/48 (1) 42 0.9512 0.9405 0.9454
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We also checked whether the threshold (of tak-
ing only evaluations into account that are based
on a reasonable number of annotated sentences)
has an impact on the results, but in fact the dif-
ferences are very slight. This is astonishing when
looking at the annotation quality seen in section
4.4, but can be explained by the stabilizing factor
that most students try to do a good job.

½ have to be annotated

Adding
algorithm

part of sen-
tences used:

Nr of
students

in

Precision Recall F-score

 ½  (24) 19 0.945 0.9371 0.9408

¼ (12) 24 0.9495 0.94 0.9444

1/8 (6) 28 0.948 0.9357 0.9414

1/48(1) 42 0.9512 0.9405 0.9454

1/10 have to be annotated

Adding
algorithm

part of sen-
tences used:

Nr of
students

in

Precision Recall F-score

 ½  (24) 45 0.9464 0.9409 0.9434

¼ (12) 40 0.9476 0.9333 0.9399

1/8 (6) 50 0.9476 0.9333 0.9399

1/48(1) 42 0.9512 0.9405 0.9455

Unsurprisingly,  not  voting  but  just  taking  the
best student for each tree gives quite unstable re-
sults,  depending on the number of sentences an-
notated  by  the  best  students.  The  results  are
partly better, partly worse than the previous  re-
sults.

1/10 have to be annotated

Meritocracy
algorithm

part of sen-
tences used:

Nr of
students

in

Precision Recall F-score

 ½  (24) 1 of 45 0.9702 0.9409 0.9749

¼ (12) 1 of 40 0.9704 0.9634 0.9668

1/8 (6) 1 of 50 0.8778 0.8538 0.8647

1/48(1) 1 of 42 0.8407 0.8403 0.8396

Of course it is unrealistic to have this many an-
notations per sentence. This leads us naturally to

the exploration of how many annotations we ac-
tually need to keep up reasonable results.

4.6 Students to Quality

For a real-world annotation setting, we need to
test  systematically  how  many  annotations  we
need for the required annotation quality.

We explored the range from 2 to 10 annota-
tions  per  sentence  by  choosing  arbitrarily  for
each sentence the annotators among the students
that annotated the sentence (i.e. they attributed a
governor to at least 80% of the words). We com-
puted  this  score  for  10  random attributions  of
each number  of  annotators.  The results  are  re-
ported in the diagram below.

On our data, the quality seems to quickly sta-
bilize between 91 and 92% F-score. As we have
seen, with higher numbers of annotators we don't
get  much beyond 94%. 4 or  5  annotations  per
sentence seems to be a reasonable number to ob-
tain an F-score well-beyond 90%.

Average F-score
over 10 random attributions

5 Conclusion and outlook

In this paper we have presented the different fea-
tures  of  the  Arborator,  a  state-of-the-art  online
tool for collaborative dependency annotation. We
have shown how most design choices were natu-
ral consequences of the annotation requirements.

We  then  showed  that  the  application  of  the
rover  technique  can  give  surprisingly  good re-
sults,  even though syntactic annotation is  com-
monly considered as a task which is difficult to
crowdsource (Munro et al. 2010). The reason is
probably that the “crowd” is partly trained and
the  voting  technique  only  has  to  pick  out  the
“trained” good students. However, the data-set is
too small and specific to draw more general con-
clusions.

We must also point out that an f-score of 0.94
and an average length of 25 tokens per sentence

1 2 3 4 5 6 7 8 9 10 11
0.83

0.84

0.85

0.86

0.87

0.88
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0.9

0.91

0.92
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means that  there  are  on average 1.5 errors  per
sentence, a result which is better than most auto-
matic annotation on out of domain data but noth-
ing  we  would  want  to  call  gold-standard.  But
then  again,  this  is  before  any bootstrapping  or
pedagogical  improvements  taking  into  account
the typical errors – it is a very good result for a
first try.

While  it  seems practically  impossible  to  use
the Arborator in a “real” crowdsourcing task à la
Mechanical Turk  because the necessary training
time is excessively high, it is possible to imagine
crowd-sourcing  of  bootstrapping  techniques  in
dependency  syntax,  too.  It  even  seems  easier
than for phrase structure to find non-ambiguous
paraphrases that Turks could vote on in order to
decide between two equally probable analyses a
parser provides. 

The present experiment was carried out on raw
text,  i.e.  students  had  to  draw  all  dependency
links, including trivial links for example from a
noun to its determiner. The natural next step is to
try  out  this  “pedagogical  crowd-sourcing”  in  a
complete  bootstrapping  setup: The speed of the
students and thus the output could probably be
dramatically  increased  using  statistical  parsers
that indicate uncertainty. This uncertainty can be
rendered graphically in order to attract  the stu-
dents'  attention  to  the  problematic  dependency
link.  And  the  corrections,  after  having  been
voted  on,  can  then  again  be  used  to  train  the
parser on bigger data. However, it is possible that
the results would be different because detecting
errors  in  a  pre-annotated  corpus  is  a  different
task than not making  those errors when starting
from scratch.

Another  possible  improvement  of  the  result
could stem from the application of more general
machine learning techniques, that would, for ex-
ample include lexical information in the predic-
tions  – or  syntactic  functions  if  they  were  in-
cluded in the study. In other words, such an im-
provement should result in a system where a stu-
dent that regularly gets the  dependency  links of
coordinative  conjunctions  like  “and”  wrong,
would have less voting rights when deciding  on
the best analysis around these words.
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Abstract

The paper describes overt marking of in-
formation structure in the indigenous An-
dean language Aymara. In this paper we
show that although the word order is free,
Aymara is not a discourse-configurational
language (Kiss, 1994); instead, informa-
tion structure is expressed only morpho-
logically by pragmatic suffixes. The mark-
ing of ‘topic’ is more flexible that the
marking of ‘focus’ (be it at the clause level
or NP-internal). Since overt marking of
information structure is partial, this pa-
per also devotes considerable attention to
the resolution of underspecification in Ay-
mara.

1 Introduction

Chomsky’s original approach to formal syntax as-
sumes that sentences consist of constituents and
that the type and order of these constituents define
configurations that specify grammatical relations.
As has been shown by Hale (1983), there are lan-
guages in which word order has no or limited rele-
vance for grammatical relations and the respective
constituent trees are flat. In most such languages,
word order is said to specify information struc-
ture (hence the name discourse-configurational
languages coined by Kiss (1994), as opposed
to syntax-configurational languages). We show
that Aymara is neither syntax-configurational nor
discourse-configurational. In this language, in-
formation structure is expressed solely morpho-
logically. This is very rare and therefore Ay-
mara is very important for the research of informa-
tion structure in general. As Bossong (2009) puts
it (referring to Aymara and Quechua): “Cross-
linguistically, grammemes explicitly expressing
the function of theme are not very frequent; gram-
memes expressing the function of the rheme are a

highly marked typological rarity [. . . ]. Still more
idiosyncratic is the combination of the thematic
marker with a grammeme combining the two func-
tions of question and negation.”

We are not aware of any other language (except
for, to some extent, Quechua) in which word or-
der is irrelevant to information structure. Hard-
man (2000) says about Aymaran languages that
“[t]he structural elements of a sentence may occur
in any order and are at the disposal of the speaker
for stylistic play.” Hardman et al. (2001) say that
word order in Aymara “affects only style, not the
grammar nor basic semantics.” Bossong (1989)
says about Quechua (which is typologically very
similar) that “word order is not only free but it
is not primarily used as a means for expressing
pragmatic functions as such.” A detailed analy-
sis of morphological information structure mark-
ing in Aymara can thus shed light on this module
of grammar which is not expressed morphologi-
cally in most languages.

Section 2 presents basic facts about Aymara.
Section 3 describes the overtly marked discourse
categories in Aymara. Section 4 describes the
means of morphosyntactic, semantic and prag-
matic referent identification. Section 5 treats prag-
matic marking in complex predicates. Finally, we
conclude in Section 6.

2 Basic Facts about Aymara

Aymara is spoken by communities in a region en-
compassing Bolivia, Chile and Peru, extending
north of Lake Titicaca to south of Lake Poopó, be-
tween the western limit of the Pacific coast val-
leys and eastward to the Yungas valleys. The lan-
guage is spoken by roughly two million speakers,
over half of whom are Bolivian. The rest reside
in Peru and Chile. The Aymaran family (com-
prised of Aymara, Jaqaru, and Kawki) is a lin-
guistic isolate with no close relative. Aymara is
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an affixal polysynthetic1 language (according to
Mattissen’s (2006) classification) with a rich mor-
phology. It is SOV with modifier-head word order.
Aside from the morphologically unmarked sub-
ject, all syntactic relations are case-marked, typi-
cally on the NP head. Roots can be divided into
nouns (including qualitative words), verbs, and
particles. Suffixes, which may have a morpholog-
ical or syntactic effect, can be classified as nomi-
nal, verbal, transpositional, independent, or prag-
matic suffixes. The category of independent suf-
fixes is comprised of three suffixes which are not
classifiable as members of either nominal or verbal
morphology which likewise cannot be said to be
pragmatic suffixes. These suffixes generally occur
prior to inflectional morphology and/or the prag-
matic suffixes. Pragmatic suffixes, by comparison,
typically suffix to the last word of the entire sen-
tence and/or the NP or VP. As their name suggests,
their function is overall pragmatic in nature. Nom-
inal and verbal suffixes can be subdivided into
inflectional and derivational categories, but given
the ease with which category-changing transposi-
tional suffixes attach to words of any category, of-
ten multiple times, it is common to find words with
several nominal, verbal, transpositional, and inde-
pendent suffixes.

Detailed information can be found in (Hardman
et al., 2001; Briggs, 1976; Adelaar, 2007; Cerrón-
Palomino and Carvajal, 2009; Yapita and Van der
Noordaa, 2008).

3 Overt Marking of Information
Structure

As mentioned in the introduction, word order in
Aymara is not used to express information struc-
ture. As an example, consider the following sen-
tences in English (syntax-configurational), Rus-
sian (discourse-configurational) and Aymara (sub-
script N marks contextually new, i.e. nonpre-
dictable information):

(1)
(a) Peter cameN

It’s PeterN who came (*Came Peter)
(b) Pëtr prišëlN

Prišël PëtrN
(c) Pedrox jutiwaN or JutiwN Pedroxa

PedrowN jutixa or Jutix PedrowaN

1See (Baker, 1996).

Due to overt morphological marking of infor-
mation structure, there are discontinuous phrases
in which the “gap” is not motivated by pragmat-
ics, such as (2)2. The corresponding tree is given
in Figure 1.

(2) Juma-n-x
you-gen-ref

jiw-i-w
die-smpl3→3-npred

kimsa
three

ch’iyar
black

phisi-ma-xa
cat-poss2-ref

“Your three black cats died.”

jiwiwNPRED

phisimaxaREF

jumanxREF kimsa ch’iyar

Figure 1: The surface syntax tree of (2) with a dis-
continuous noun phrase

Of course, the possessive pronoun jumanx could
also form a continuous constituent with the rest of
the NP. Or, it might be omitted since the posses-
siveness is already expressed with the suffix -ma
(phisimaxa).

Overt marking of information structure is oblig-
atory in Aymara. A sentence without proper prag-
matic suffixes (or with marking that would destroy
intersentential cohesion) is considered ill-formed.
It should also be noted that the marking of infor-
mation structure is orthogonal to the morphosyn-
tactic expression of evidentiality.3

3.1 Referentiality
Aymara has overt marking of referentiality. The
notion of referentiality roughly corresponds to

2We use the following abbreviations in the glosses:
ACC=accusative, AG=agentive, AGGR=aggregator,
ALL=allative, BEN=benefactive, CAUS=causative,
COM=comitative, CONJ=conjectural, DIR=directive,
FUT=future tense, GEN=genitive, HON=honorific,
HUM=human, IMPER=imperative, INCMPL=incompletive,
INF=infinitive, LIM=limitative, LOC=locative, MIR=mirative,
NEG=negative, NPRED=nonpredictable, PAST=past tense,
PART=past participle, POSS=possessive, POSS1=1st person
possessive, POSS2=2nd person possessive, POSS3=3rd
person possessive, POT=potential, PROGR=progressive,
QM=question marker, REF=referential, REFL=reflexive,
SMPL=simple tense, TRGRDS=transgressive (differ-
ent subject), TRGRSS=transgressive (same subject),
VRBL=verbalizer

3Aymara has a three-way system of evidentiality: wit-
nessed, knowledge through language, and inferred.
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what Sgall et al. (1986) call ‘contextual bound-
edness’. We follow Sgall’s (2009) terminology
here: “[Contextually bound] items are presented
by the speaker as referring to entities assumed to
be easily accessible by the hearer(s), in the pro-
totypical case ‘given’. They refer to ‘established’
items, i.e. to those that were mentioned in the pre-
ceding co-text and thus still are sufficiently salient,
or to the permanently established ones (indexicals,
those given by the relevant culture or technical do-
main, etc.).”4

For the majority of bilingual speakers, referen-
tiality is optionally marked with the suffix -xa,5

however for monolinguals it is done so more con-
sistently. There are also slight dialectal differ-
ences.

For example, in (3) the verb is marked as refer-
ential because the event is known from the context
(the speaker supposes that the hearer knows that
someone came, otherwise he would not ask).

(3) Khiti-s
who-qm

jut-i-xa?
come-SMPL3→3-REF

“Who did come?”

On the other hand, in (5) the verb is not marked
as referential because it expresses an event which
is apparently unknown to the hearer (since he has
expressed surprise in (4)).

(4) Aka-n-ka-sk-ta-sä
this-loc-vrbl-progr-smpl2→3-mir
“Oh, you are here!”

(5) Jïsa,
yes

wasüru-w
yesterday-npred

kutin-x-ta
return-COMPL-SMPL1→3

“Yes, I came back yesterday.”

The adverbial expression wasüruw “yesterday”
is marked as nonpredictable6 (even though it is
inherently referential) because it is more salient
than the verb7 (B is surprised to see A because

4We do not use the terminology ‘topic-focus’ or ‘theme-
rheme’ because the paradigms of suffixes that express infor-
mation structure do not correlate with it. For example, the
two paradigms are not always mutually exclusive (two suf-
fixes from different paradigms can mark the same word).

5In the literature this suffix is usually called “topic
marker” or “attenuator”.

6This grammatical feature is described in the next subsec-
tion.

7“More salient” means that it is more important in the cur-
rent context. Informally, we could also say “less predictable”.
The scale of salience is important for intersentential referent
identification.

he thought that A had left or was about to leave).
Nonetheless, the verb is nonpredictable, too, be-
cause B does not know what exactly happened (A
may have come back earlier or may not have left
at all).

Note that -xa marks referentiality, not
known/given information, as illustrated in (6).

(6) Qharüru-x
tomorrow-ref

sara-:-wa
go-fut1→3-npred

“I will go tomorrow.”

The adverbial expression qharürux “tomorrow”
is marked as referential because it is inherently ref-
erential but there is no marking which would spec-
ify if it is predictable or not (the verb is already
marked as nonpredictable and there can be at most
one NPRED-marker per clause, as explained in the
next subsection).8

It should be noted the the REF-marking is priva-
tive, i.e. the absence of -xa does not mean that the
entity is not referential.

3.2 Nonpredictability
Entities are nonpredictable if they are ‘new’ to
the hearer (cf. the usual dichotomy of informa-
tion structure known/given vs. unknown/new).9

Overt marking of nonpredictability in Aymara is
much more consequent than that of referentiality.
In affirmative sentences, the most salient nonpre-
dictable entity is marked with the suffix -wa.10

The placement of the NPRED-marker can be best
explained by question/answer pairs, such as (7)
and (8).

(7) Khiti-taki-s
who-ben-qm

ut-x
house.acc-ref

uta-ch-ta-xa
house-caus-smpl2→3-ref
“For whom did you build the house?”

8A reviewer suggested to compare pragmatic marking
in Aymara with ‘topic’-markers in Japanese and/or Korean.
First of all, whereas in the mentioned languages, topic mark-
ing interferes with case marking, in Aymara they are orthog-
onal. Also, in Aymara the use of pragmatic markers does not
affect word order. Finally, there are no free topics as in the
following sentence from (Iwasaki, 2013):

Zoo-waTOP hana-gaNOM nagai
“The elephant; its nose is long.”
In Aymara, even if the word order of a NP is relaxed, all

parts of the NP agree with each other.
9Again, we follow Sgall’s (2009) terminology: “[Contex-

tually non-bound] items are presented as not directly pre-
dictable in the given context, as ‘new’ information (at least
as chosen from a set of available alternatives).”

10In the literature this suffix is often called “affirmative”,
“emphasizing”, or “declarative”.
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(8) Jilata-ja-taki-w
brother-poss1-ben-npred
(uta-ch-t-xa)
house-caus-smpl1→3-ref
“(I built it) for my brother.”

In negative sentences, the NPRED-marker is
usually attached to the negative particle jani, as
in (9).

(9) Jani-w
not-npred

kullaka-ma-r
sister-poss2-all

uñj-k-t-ti
see-incmpl-smpl1→3-neg
“I did not see your sister.”

However, if an argument of the verb is more
salient than the verb (i.e., it is contrastive), it at-
tracts the NPRED-marker, as in (10).

(10) Kullaka-ma-ru-w
sister-poss2-all-npred

jan
not

uñj-k-t-ti
see-incmpl-smpl1→3-neg
“It is your sister whom I did not see.”

There are constructions in which NPRED-marks
are disallowed, for example in imperative con-
structions or in those marked with the conjectural
evidential suffix:

(11) Chur-ita-ya
give-imper2→1-hon
“Give it to me, please.”

(12) Jut-chi-ni
come-conj-fut3→3

“Maybe he will come.”

NPRED-unmarked affirmative sentences in the
future tense tend to have imperative meaning:

(13) Sara-ñäni
go-fut4→3

“Let us go.”

An affirmative sentence without NPRED-
marking in the future tense does not alter the
context of the present discourse and may have
modal meaning (Hardman et al., 2001):

(14) Nay
I

sar-ä-xa
go-fut1→3-ref

“I will go, right? / Should I go?”

Noun phrases introduced by mä “one” are indef-
inite and therefore always nonpredictable. Noun
phrases with the determiners aka “this”, uka
“that”, khaya (khä) “yonder” and khuri “away
yonder” are definite and therefore usually pre-
dictable unless they are explicitly NPRED-marked
(in which case they are contrastive). The following
example illustrates that referentiality and nonpre-
dictability do not exclude each other.

(15) Aka
this

warmi-mpi-w
woman-com-npred

mä
one

jisk’a
small

marka-n
village-loc

jiki-s-t-xa
meet-refl-smpl1→3-ref

“It is this woman whom I met in a small
village.”

In verbal complexes, the main (nonfinite) verb
may be NPRED-marked, as in (16) and (17):

(16) T’ant’
bread.ACC

ala-ñ-w
buy-inf-npred

mun-ta
want-smpl1→3

“I want to buy bread.”

(17) T’ant’
bread.ACC

al-iri-w
buy-ag-npred

sara-sk-ta
go-progr-smpl1→3

“I am going to buy bread.”

3.3 Deeply Embedded Nonpredictable
Elements

Nonpredictability is usually marked at clause level
but it can occur inside a noun phrase11 if it
is required by the discourse context, as in (18)
(from (Hardman et al., 2001)).12

(18) Naya-n-x
I-gen-ref

pusi-w
four-NPRED

uta-ja-x
house-poss1-ref

utj-itu
exist-smpl3→1

“As for houses, I have four.”

This example shows that REF and NPRED mark-
ers need not appear at the end of a (semantic)
phrase. Similarly, a nominal modifier may follow

11Hajičová et al. (1998) call this kind of information-
structural marking proxy focus.

12In this example, pusiw is not contrastive, it is simply an
answer to the question How many houses do you have? Of
course, one could say just Pusiwa.
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its governor if its information structure status dif-
fers from that of its head in which case both words
receive pragmatic marking, as in (19) (from (Hard-
man et al., 2001)).

(19) Uka-x
that-ref

apilla-x
oca-REF

luxu-cha-ta-wa
freeze-caus-part-npred
“That is FROZEN oca.”

Aymara is a radically nonconfigurational lan-
guage.13 However, even languages from this class
may pose word order constraints on “deeply” em-
bedded phrases. Indeed, in Aymara noun phrases
have more rigid word order than clause con-
stituents.14 For example, while (20) is well-
formed, (21) is ill-formed because the modifier
suma “good” does not precede its head.

(20) Suma
good

chuq’i-w
potato-npred

aka
this

marka-n-x
village-loc-ref

ach-u
grow-smpl3→3

“In this village grow good potatoes.”

(21) *Chuq’i-w
potato-npred

suma
good

aka
this

marka-n-x
village-loc-ref

ach-u
grow-smpl3→3

Intended meaning: “In this village grow
good potatoes.”

Nevertheless the order of a nominal modifier
and its head is not restricted if both have a prag-
matic marker, as in (22)–(24).

(22) Suma-w
good-npred

aka
this

marka-n-x
village-loc-ref

chuq’i-x
potato-ref

ach-u
grow-smpl3→3

“GOOD potatoes grow in this village.”

(23) Uta-cha-ña-taki-x
house-caus-inf-ben-ref

qala-x
stone-ref

alluxa-w
a-lot-npred

apthapi-ña
gather-inf

“One must gather MANY stones to build a
house.”

13In terms of the generative grammar, languages with the
rule S → C+ at clause level.

14Unlike, for example, in Latin, where the word order of
NPs is less rigid although not completely free.

(24) Qullq-x
money.acc-ref

allux-w
a-lot.acc-npred

ap-kat-ta
put-dir-smpl1→3

“I collected A LOT of money.”

Thus Aymara, like many nonconfigurational
languages, allows discontinuous constituents. For
example, in (22), the noun phrase sumaw chuq’ix
“good potatoes” is discontinuous because aka
markanx “in this village” is not part of its surface
syntax subtree.

3.4 Focalizers
“Focalizers” (i.e. focusing operators, in English
adverbs such as only, even, also, always, at least,
etc., see (Hajičová et al., 1998)) are mostly ex-
pressed by suffixes in Aymara. In many cases, the
word with a focalizing suffix attracts the NPRED-
marking, as in (25)–(28).

(25) Kimsa-ni-ki-w
three-hum-lim-npred

sar-i
go-smpl3→3

“Only three went.”

(26) Wawa-pa-x
child-poss3-ref

may-ni-ki-wa
one-hum-lim-npred

“He has only one child.”

(27) Iki-ña-k-w
sleep-inf-lim-npred
mun-t-xa
want-smpl1→3-ref
“I only want to sleep.”

(28) Nay
I

kuna-w
what-npred

sar-t-xa
go-smpl1→3-ref

“Even I went.”

Another pattern is attaching the independent ag-
gregator -sa to the focalized word together with
NPRED-marking of the verb, as in (29) and (30).

(29) Naya-s
I-aggr

sara-rak-t-wa
go-‘also’-smpl1→3-npred

“I also went.”

(30) Juma-ki-s
you-lim-aggr

yati-sma-wa
know-pot2→3-npred

“At least you should know it.”

The focalizing negative particle jani “not” at-
tracts the NPRED-marking in unmarked cases (but
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see (10)). Two focalizers can be combined, as in
the case of jani and puni “always” which gives
the form janipuni “never” or jani and raki “also”
which gives the form janiraki “neither”. Both
forms attract the NPRED-marking.

3.5 Resolving Underspecification
As was demonstrated in the above description,
overt marking of information structure in Aymara
is partial, as it leaves some elements underspec-
ified. Since Aymara is a radical pro-drop lan-
guage15 (any argument of the verb may be unex-
pressed, not only the subject), predictable argu-
ments are often omitted. As a consequence, direct
objects are usually omitted if they can be inferred
from the context, as in (31).16

(31) Tata-ja-taki-w
father-poss1-ben-npred
ala-sk-t-xa
buy-progr-smpl1→3-ref
“I am buying it for my father.”

It follows that if a verb is NPRED-marked and
has an overt object, the latter is nonpredictable,
too, unless it is REF-marked, as in (32).

(32) Naya-w
I-npred

um-x
water.acc-ref

wayu-ni-:-xa
carry-dir-fut1→3-ref
“It is me who will bring the water.”

The same holds for other verbal arguments.
The only ambiguity arises from inherently referen-
tial expressions which appear REF-marked or un-
marked (e.g., qharürux/qharüru “tomorrow”) and
this marking does not correlate with their nonpre-
dictability.17

3.6 Intersentential Cohesion
Overt marking of information structure, described
in the previous section, has crucial importance
for intersentential cohesion and can be helpful for
coreference resolution. Consider, for example, the
following two sentences:

15See (Cole, 1987).
16The sentence is an answer to the question Who are you

buying it for?
17It is possible that the category of referentiality is under-

going a reanalysis as a result of language contact. A more
detailed analysis of the speech of monolingual speakers is
needed.

(33) Mä
one

marka-n
village-loc

mä
one

jisk’a
small

imilla-w
girl-NPRED

utj-i
exist-smpl3→3

“There was a little girl in a village.”

(34) Jupa-x
she-ref

Mariya
María

suti-ni-wa
name-poss-npred

“Her name was María.”

In (33), both noun phrases as well as the verb
are nonpredictable. The noun imilla “girl” is
NPRED-marked (i.e., marked as the most salient
part of the utterance) because in (34), it is referred
to by the pronoun jupa “he/she”.

The analysis of utterances in texts such as sto-
ries and narratives reveals that Aymara speakers
consequently take intersentential cohesion into ac-
count when they decide where to place pragmatic
markers.

4 Referent Identification

Surface and deep syntax as well as semantics oper-
ate on isolated sentences. Now we will discuss the
formalization of pragmatics, the level of discourse
context.

For the purposes of this subsection we assume
that we have a discourse that consists of sentences
s1, . . . , sn and that we have the corresponding fea-
ture structures f1, . . . , fn. An entity we call a fea-
ture structure that represents a person, an object or
an event (an event may be dynamic if described by
a verb or statal if described by a nominal predi-
cate). Every entity has a special attribute, INDEX,
to represent coreferences.

The discourse context is formally a list of
indices (values of the INDEX attribute) C =
〈i1, . . . , im〉. The sentences are processed one by
one. At the beginning, C = ∅. For every fi, we do
the following:

1. For every entity in fi, we try to find its refer-
ent in C (we describe below how referents are
identified). If a referent was found for an en-
tity, its index in C is moved to the beginning
of the list. Otherwise, a new index is assigned
to the entity and prepended to the list.

2. The index of the NPRED-marked entity is
moved (or prepended) to the beginning of C.

There are various strategies of identification of
referents in the preceding discourse that can com-
bine to resolve ambiguities.
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4.1 Morphosyntactic Referent Identification
Aymara has a rich system of switch-reference suf-
fixes that help to identify referents in the discourse
context. For example, the sentence

(35) Tumasi-xi
Thomas-ref
klasi-n-ka-ska-:n-wa
class-loc-vrbl-progr-past3→3-npref
“Thomasi was in the class room.”

may be followed by the following sentence:

(36) Yatichiri-xj
teacher-ref

manta-n-isin-x
enter-dir-trgrss-ref

nuw-i-wa
hit-smpl3→3-npred
“When the teacherj entered, hej hit himi.”

The first sentence adds the index of the en-
tity Tumasixi “Thomas” to C. The second sen-
tence adds the index of the entity Yatichirixj “the
teacher” to C. Furthermore, there are two unre-
solved (covert) pronouns that represent the actor
and the patient of nuwiwa “to hit”. In this case the
switch-reference transgressive suffix -sina speci-
fies that the actor of nuwiwa is the actor of man-
tasinx “entered”, thus the actor of nuwiwa has the
index i. The patient is coindexed with the next
entity in C with which it agrees morphologically
(e.g., in terms of animacy) or semantically. On the
other hand, the sentence

(37) Yatichiri-xj
teacher-ref

manta-n-ipan-x
enter-dir-trgrds-ref

nuw-i-wa
hit-smpl3→3-npred
“When the teacherj entered, hei hit himj .”

changes the indexes of the pronouns in the ma-
trix sentence because the switch-reference trans-
gressive suffix -ipana specifies that the subject of
mantanipanx is different from that of nuwiwa.

4.2 Semantic Referent Identification
If there is the sentence

(38) Tumasi-mpi
Thomas-com

Marya-mpj
Mary-com

uñj-t-wa
see-smpl1→3-npred
“I saw Thomasi and Maryj .”

followed by

(39) Jani-w
not-npred

usuri-:-ta-p
pregnant-vrbl-part-poss3

yat-k-t-ti
know-incmpl-smpl1→3-neg
“I did not now that shej was pregnant.”

the referent identification of the covert pronoun
which is the actor of usurïtap “that she was preg-
nant” is not morphosyntactically restricted (Ay-
mara has one pronoun, jupa, for both “he” and
“she”) but it is semantically restricted. It is obvi-
ous that the semantic information of this kind has
to come from the lexicon. Likewise, there will be
lexically encoded semantic gender for words such
as tayka “mother”, jilata “brother”, imilla “girl”,
etc.

4.3 Pragmatic Referent Identification
As described in Subsection 3.6, explicitly NPRED-
marked entities are more salient than other non-
predictable entities in the same sentence. If there
is the sentence

(40) Tayka-ma-wi

mother-poss2-npred
yatichiri-ma-mpj
teacher-poss2-com

jik-i-si
meet-smpl3→3-refl

“Your motheri met your teacherj .”

followed by

(41) Usuta-:-ta-m-x
sick-vrbl-part-poss2-ref
yat-x-i-wa
know-compl-smpl3→3-npred
“Shei already knew that you were sick.”

the actor of yatxiwa “s/he already knew” is coin-
dexed with taykamaw “your mother” because this
entity is NPRED-marked in the first sentence and
therefore more salient (it precedes other entities in
C). If we move the NPRED-marker in the first sen-
tence to the “teacher”, the meaning of the second
sentence will change:

(42) Tayka-ma-xi
mother-poss2-ref
yatichiri-ma-mpi-wj

teacher-poss2-com-npred
jik-i-si
meet-smpl3→3-refl
“Your motheri met your teacherj .”
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(43) Usuta-:-ta-m-x
sick-vrbl-part-poss2-ref
yat-x-i-wa
know-compl-smpl3→3-npred
“Hej already knew that you were sick.”

5 Complex Predicates

A special case of pragmatic marking represent
the so-called complex predicates, i.e. monoclausal
predicates composed of (at least) two predicative
elements. In such constructions, a (fully) semantic
verb combines with a modal or auxiliary element
to express complex predication such as causative,
volitive, supine, etc. The concept of complex
predicates, elaborated by Alsina (1996), has been
applied to a number of phenomena and languages
including, for example, Hindi light verbs (Mo-
hanan, 1994) or Turkish causatives (Çetinoğlu et
al., 2008). We will leave aside the rather compli-
cated formal treatment of these constructions in
unification-based grammars (Homola and Coler,
2013) and focus on the linguistic description of
these form in Aymara from the pragmatic point of
view here.

Sentences (16) and (17) are examples of com-
plex predicates. The constructions contain only
one NPRED-marker, i.e. they are monoclausal and
should be represented by a single feature structure
with a complex functor. For (16), we get:

(44)



FUNC ‘muna-’

ARGS

〈
subjact,




FUNC ‘ala-’
ARGS 〈subjact,

dobjpat〉


pat

〉




For (17), we get:

(45)



FUNC ‘sara-’

ARGS

〈
subjact,




FUNC ‘ala-’
ARGS 〈subjact,

dobjpat〉


pat

〉




In a more concise notation, (44) can be written
as:

(46) muna(subjact, ala(subjact, dobjpat)pat)

Likewise, (45) can be written as:

(47) sara(subjact, ala(subjact, dobjpat)pat)

Unlike in languages with morphologically
formed volitive verbal complexes, such as

Guaraní, in Aymara such constructions are formed
syntactically (i.e. the complex predicate value is
not created in the lexicon). As for motion verbs,
such as (45), there is a morphological alternative:

(48) Jichha-x
now-REF

t’ant
bread.ACC

ala-ni-rapi-:ma-wa
buy-DIR-BEN-FUT1→2-NPRED

“I will go to buy bread for you now.”

Further evidence that such predicates are mon-
oclausal is the fact that polypersonal agreement is
expressed on the auxiliary or modal verb, not the
full one, as in (49) and (50).

(49) Ch’uq
potato.ACC

alja-ñ-w
sell-INF-NPRED

mun-sma
want-SMPL1→2

“I want to sell potatoes to you.”

(50) Tump-iri-w
visit-AG-NPRED

jut-sma
come-SMPL1→2

“I came to visit you.”

It is noteworthy that a complex predicate with a
motion verb can have two complements, namely a
locative phrase and a verbal complement:

(51) Al-iri-w
buy-AG-NPRED

Chukiaw
La.Paz.ACC

sara-:na
go-SMPL3→3

“He went to La Paz to buy it.”

Even more evidence for monoclausality can be
found in sentences like (52):

(52) Chukiaw
La.Paz.ACC

sara-ñ-w
go-INF-NPRED

mun-t-x
want-SMPL1→3-REF

irnaqa-ña-taki-xa
work-INF-BEN-REF

“I want to go to La Paz for work.”

In (52), the nominalized verb irnaqañatakixa
“to work” depends on sarañw “to go” creating a
long-distance dependency. Without considering
the verbal complex sarañw muntx a monoclausal
predicate, it would be linguistically counterintu-
itive and computationally hard to parse the sen-
tence.

It is obvious from the mentioned examples
that the NPRED-marker tends to attach to the full
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verb. This fact supports the hypothesis that modal
(deictic) syntactic elements should be considered
synsemantic, i.e. at the level of deep syntax they
should be represented as attributes of the nodes of
their heads rather then autonomous nodes or fea-
ture structures. This approach, adopted by us, is
consistent with (Sgall et al., 1986).

We omit from the discussion morphologi-
cally built complex predicates, such as causatives
(e.g. (53)). In other languages where they are ex-
pressed syntactically, they would be treated in the
same way as the constructions described above.

(53) Jacha-y-t-wa
cry-CAUS-SMPL1→3-NPRED

“I made him/her cry.”

(54)



FUNC ‘caus’

ARGS

〈
subjact,

[
FUNC ‘jacha-’
ARGS 〈dobjact〉

]
pat

〉



6 Conclusions

We have described the overt marking of informa-
tion structure and its pivotal role both in intersen-
tential cohesion in Aymara as well as coreference
resolution. Through an analysis of morphological
information structure marking with pragmatic suf-
fixes in this language, we illustrate the irrelevance
of word order for information structure. While
overt marking of referentiality is not always conse-
quent, nonpredictability is marked with strict regu-
larity. Having demonstrated that nonpredictability
can be marked both at clause level and inside a NP
and that focalizing suffixes tend to attract NPRED

morphology, we explained how underspecification
is resolved, noting, for example, that the overt ob-
ject of a NPRED-marked verb is also unpredictable
unless it is REF-marked. We also treated the iden-
tification of morphosyntactic, semantic and prag-
matic referents through a formalization of prag-
matics. The specifics of pragmatic marking in
complex predicates show how the NPRED-marker
typically attaches to the full verb thus supporting
the hypothesis that modal syntactic constructions
should be considered monoclausal.
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Abstract

The overall goal of our work is to build
a dependency grammar-based human sen-
tence processor for Hindi. As a first step
towards this end, in this paper we present
a dependency grammar that is motivated
by psycholinguistic concerns. We describe
the components of the grammar that have
been automatically induced using a Hindi
dependency treebank. We relate some as-
pects of the grammar to relevant ideas in
the psycholinguistics literature. In the pro-
cess, we also extract statistics and pat-
terns for phenomena that are interesting
from a processing perspective. We fi-
nally present an outline of a dependency
grammar-based human sentence processor
for Hindi.

1 Introduction

Human sentence processing proposals and mod-
eling works are overwhelmingly based on phrase-
structure parsing and constituent based representa-
tion. This is because most modern linguistic theo-
ries (Chomsky, 1965), (Chomsky, 1981), (Chom-
sky, 1995), (Bresnan and Kaplan, 1982), (Sag et
al., 2003) use phrase structure representation to
analyze a sentence. There is, however, an alter-
native approach to sentential syntactic representa-
tion, known as dependency representation, that is
quite popular in Computational Linguistics (CL).
Unlike phrase structures where the actual words
of the sentence appear as leaves, and the inter-
nal nodes are phrases, in a dependency grammar
(Mel’čuk, 1988), (Bharati et al., 1995), (Hud-
son, 2010) a syntactic tree comprises of sentential
words as nodes. These words/nodes are connected
to each other with edges/arcs. The edges can be
labeled to show the type of relation between a pair
of node. For example, in the sentence John kissed

Mary, ‘John’ and ‘Mary’ are connected via arcs
to ‘kissed’; the former arc bears the label ‘sub-
ject’ and the latter arc the label ‘object’. Taken
together, these nodes with their connections form
a tree. Figure 1 shows the dependency and the
phrase structure trees for the above sentence.

Figure 1: Dependency tree and Phrase structure
tree

There have been some previous attempts to use
lexicalized grammars such as LTAG, CCG, etc.
in psycholinguistics. These lexicalized grammars
have been independently shown to be related to
dependency grammar (Kuhlmann, 2007). For ex-
ample, Pickering and Barry (1991) used catego-
rial grammar to handle processing of empty cat-
egories. Similarly, Pickering (1994) used depen-
dency categorial grammar to process both local
and non-local dependencies. More recenly, Ta-
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bor and Hutchins (2004) used a lexical grammar
based parser and Kim et al. (1998) used lexical-
ized tree-adjoining grammar (LTAG) to model cer-
tain processing results. Demberg (2010) has re-
cently proposed a psycholinguistically motivated
LTAG (P-LTAG). Despite the success of depen-
dency paradigm in CL, it has remained unex-
plored in psycholinguistics. To our knowledge,
the work by Boston and colleagues (Boston et al.,
2011), (Boston et al., 2008) is the only such at-
tempt. There are some very interesting open ques-
tions with respect to using dependency representa-
tion and dependency parsers while building a hu-
man sentence processing system. Can a process-
ing model based on dependency parsing paradigm
account for classic psycholinguistic phenomena?
Can one adapt a high performance dependency
parser for psycholinguistic research? If yes, then
how? How will the differences in different depen-
dency parsing paradigms affect the predictive ca-
pacity of the models based on them?

This paper is arranged as follows, in Section 2
we mention some experimental works that have
motivated the grammar design. Section 3 dis-
cusses the grammar induction process and lists out
the main components of the grammar. In Section
4 we present statistics of Hindi word order varia-
tions as found in the treebank and point out some
patterns that are interesting from a processing per-
spective. We also talk about prediction rules that
are an important component in the grammar. Sec-
tion 5 then presents a proposal for developing a
human sentence processing system by adapting
graph-based dependency parsing. Finally in Sec-
tion 6 we discuss some issues and challenges in
using dependency grammar paradigm for human
sentence processing. We conclude in Section 7.

2 Motivation: Some relevant
experimental work

Some crucial design decisions in our research have
been inspired by psycholinguistic experimental
work. In this section we will mention these works.
But before that, we will briefly discuss Hindi, the
language that we are working with.

Hindi is one of the official languages of India.
Hindi is the fourth most widely spoken language
in the world1. It is a free-word order language
and is head final. It has relatively rich morphol-

1(http://www.ethnologue.com/ethno docs/distribution.asp?
by=size).

ogy with verb-subject2, noun-adjective agreement.
Examples (2) to (6) below show some of the possi-
ble word order variations possible with (1). These
permutations are not exhaustive - in fact all 4! per-
mutations are possible.

(1) malaya
Malaya

ne
ERG

abhiisheka
Abhishek

ko
DAT

kitaaba
book

dii
gave

‘Malaya gave a book to Abhishek.’ (S-IO-O-V)

(2) malaya ne kitaaba abhiisheka ko dii (S-O-IO-V)

(3) abhiisheka ko malaya ne kitaaba dii (IO-S-O-V)

(4) abhiisheka ko kitaaba malaya ne dii (IO-O-S-V)

(5) kitaaba abhiisheka ko malaya ne dii (O-IO-S-V)

(6) kitaaba malaya ne abhiisheka ko dii (O-S-IO-V)

A great deal of experimental research has shown
that working-memory limitations play a major role
in sentence comprehension difficulty (e.g., Lewis
and Vasishth (2005)). We find numerous instances
in natural language where a word needs to be tem-
porarily retained in memory before it can be in-
tegrated as part of a larger structure. Because of
limited working-memory, retaining a word for a
longer period can make sentence processing diffi-
cult. Abstracting away from details, on this view,
one way in which processing complexity can be
formulated is by using metrics that can incorporate
dependent-head distance (Gibson, 2000), (Grod-
ner and Gibson, 2005). This idea manifests itself
in various forms in the psycholinguistics literature.
For example, Gibson (2000) proposes integration
cost and storage cost to account for processing
complexity. Lewis and Vasishth (2005) have pro-
posed a working memory-based theory that uses
the notion of decay as one determinant of memory
retrieval difficulty. Elements that exists in mem-
ory without being retrieved for a long time will
decay more, compared to elements that have been
retrieved recently or elements that are recent. In
addition to decay, the theory also incorporates the
notion of interference. Memory retrievals are fea-
ture based, and feature overlap during retrieval, in
addition to decay, will cause difficulty.

As opposed to locality-based accounts men-
tioned above, expectation-based theories appeal to
the predictive nature of sentence processor. On
this view, processing becomes difficult if the up-
coming sentential material is less predictable. Sur-
prisal (Hale, 2001), (Levy, 2008) is one such
account. Informally, surprisal increases when a

2This is the default agreement pattern. The complete
agreement system is much more complex.
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parser is required to build some low-probability
structure.

Expectation-based theories can successfully ac-
count for so called anti-locality effects. It has
been noted that in some language phenomena, in-
creasing the distance between the dependent and
its head speeds up reading time at the head (see
Konieczny (2000) for such effects in German, and
Vasishth and Lewis (2006) for Hindi). This is,
of course, contrary to the predictions made by
locality-based accounts where such an increase
should cause slowdown at the head. There is con-
siderable empirical evidence supporting the idea
of predictive parsing in language comprehension
(e.g. Staub and Clifton (2006)). There is also
some evidence that shows that the nature of pre-
dictive processing can be contingent on language
specific characteristics. For example, Vasishth et
al. (2010) argue that the verb-final nature of Ger-
man subordinate clauses leads to the parser main-
taining future predictions more effectively as com-
pared to English. As Hindi is a verb-final lan-
guage, these experimental results become perti-
nent for this paper. Locality-based results are gen-
erally formalized using the limited working mem-
ory model. Such a model enforces certain re-
source limitations within which human sentence
processing system operates. On the other hand,
expectation/prediction-based results have to be ac-
counted by appealing to the nature of the process-
ing system itself.

Hindi being a free word order language, exper-
imental work that deal with the processing cost of
word-order variation is also important to us. Ex-
perimental work points to the fact that human sen-
tence processing is sensitive to word order vari-
ation (e.g. Bader and Meng (1999), Kaiser and
Trueswell (2004) ). However, it is still not clear as
to why/how word order variation influences pro-
cessing costs. Processing costs could be due to
variety of reasons (such as, syntactic complexity,
frequency, information structure, prosody, mem-
ory constraints, etc).

So, there are three streams of experimental
research that are relevant for us: (a) locality
effects, (b) anti-locality/expectation effects, (c)
word-order variation effects. In section 3 and 4 we
will discuss how insights from (b) and (c) inform
some of our design decisions. Later in section 5
while discussing human sentence processing, we
will touch upon the notion of locality in our pars-

ing approach.

3 Inducing a grammar

To develop a dependency grammar we will make
use of an already existing Hindi dependency tree-
bank (Bhatt et al., 2009). The treebank data is
a collection of news articles from a Hindi news-
paper and has 400k words. The task of auto-
matic induction of grammar from a treebank can
be thought of as making explicit the implicit gram-
mar present in the treebank. This approach can be
beneficial for a variety of tasks, such as, comple-
menting traditional hand-written grammars, com-
paring grammars of different languages, building
parsers, etc. (Xia and Palmer, 2001), (Kolachina
et al., 2010). Our task is much more focused, we
want to bootstrap a grammar that can be used for
a dependency-based human sentence processor for
Hindi.

3.1 Lexicon

The lexicon comprises of syntactic properties of
various heads (e.g. verbs). Based on a priori selec-
tion of certain argument relations (subject, object,
indirect object, experiencer verb subject, goal,
noun complements of subject for copula verbs)
we formed around 13 verb clusters3. These clus-
ters were then merged into 6 super-clusters based
on the previously mentioned relations (this time
acting as discriminators4). These clusters corre-
spond to, (1) intransitive verbs (e.g. so ‘sleep’,
gira ‘fall’), (2) transitive verbs (e.g. khaa ‘eat’),
(3) ditransitives (e.g. de ‘give’), (4) experiencer
verbs (e.g. dikha ‘to appear’), (5) copula (e.g. hai
‘is’), (6) goal verbs (e.g. jaa ‘go’).

These 6 verb classes can be thought of as tree-
templates and can be associated with various class
specific constraints such as, number of mandatory
arguments, part of speech, category of the argu-
ments, canonical order of the arguments, relative
position of the argument with respect to the verb,
agreement constraints, etc. Figure 2 shows a sim-
plified transitive template that can be associated
with all the transitive verbs in the lexicon. Its

3Clustering originally gave us 31 classes that were manu-
ally checked to give us 13 correct classes. Although this fil-
tering was done manually, most of the remaining 18 clusters
could have also been identified automatically. The proportion
of verbs associated with them is very low. These clusters are
mainly due to annotation errors.

4Each of these clusters were then compared to each other
in order to remove common verbs.
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first argument (subject) is represented by a vari-
able i, and its second argument (object) is repre-
sented by a variable j. The verb itself is shown as
variable x. These variables (i, j, x) will be instan-
tiated by those lexical items that are of a particu-
lar type. For example, x can only be instantiated
by transitive verb class members5. Similarly, only
those items that satisfy the dependent constraints
can be instantiated as subject or object. These con-
straints can be of various kinds, such as the part of
speech (POS) category, semantic type, etc. The
tree-template in figure 2 also encodes the arity of
the verbal head, as well as the canonical word or-
der of its dependents (cf. figure 3). Lastly, the
tree-template shows that adjuncts are not manda-
tory. Figure 3 shows a template for a transitive
argument structure but with object fronting. In the
figure, object is indexed with j, and its canonical
position is shown by øj . Note that the arc com-
ing into the empty node (øj ) is not a dependency
relation; the arc and the node are just a representa-
tional strategy to show word order variation in the
tree-template.

i . . . j x . . .
V-transitive aux-finite

Subj
Adjunct*

Obj
Aux*

Figure 2: A simplified transitive tree-template.
aux = Auxiliaries. * signifies 0 or more instances.

j i . . . øj x . . .
V-trans aux-finite

Obj
Subj

Adjunct* Aux*

Figure 3: A simplified transitive tree template
showing object fronting. trans = Transitive, aux
= Auxiliaries, øj = canonical position of object j

3.2 Frame variations
The tree-templates we saw in section 3.1 have
been induced automatically using the finite verb

5Only finite verbs were considered to form the verb clus-
ters. Syntactically, non-finite verbs in Hindi behave differ-
ently than their finite counterpart. This is not only reflected
in the inflection, but also in the number of visible arguments.
We discuss such cases in Section 3.2.

occurrences in the treebank. While inducing the
clusters we neglected the differences in tense, as-
pect and modality (TAM) of the verbs (e.g. per-
fective, obligational) that sometime leads to dif-
ferent case-markings on the arguments. This is
because we are focusing on the number of argu-
ments, not the case-markings on the arguments.
But, finite-templates cannot be used for non-finite
verbs. This is because the surface requirements
of non-finite verbs are different from that of finite
verbs6. For example, when khaa ‘eat’ occurs as
khaakara ‘having eaten’, its original requirement
for a subject changes to mandatorily not taking any
visible subject. In addition, it requires another fi-
nite or a non-finite verb as its head.

. . . j x y
V-kara V-fin/V-Nonfin

Adjunct*
Obj

vmod

Figure 4: A -kara tree-template. fin = Finite.

One way to think about -kara template is that it
is an outcome of transforming the transitive argu-
ment structure (Bharati et al., 1995). The transfor-
mation will perform a series of add/modify/delete
operations on the transitive-template leading to the
template shown in figure 4.

Another way to think about this would be ba-
sically a non-transformational account, where we
assume that the non-finite templates are obtained
independently of the transitive templates. This
would amount to looking at only the non-finite
verbs in the treebank and identifying some gen-
eralization about various non-finite instances, i.e.
creating classes based on the inflections such kara
(encodes causality/sequentiality), e (hii) (sequen-
tiality), taa huaa (signifies co-occurring event),
naa (gerundive form), etc.

From a grammar extraction perspective, the
method that is used to get the non-finite templates
is not that important. As long as one can extract
the correct requirements of the non-finite verbs, it
should suffice. On the other hand, such a distinc-
tion could, in fact, be very relevant from a lexical
processing perspective. Do we build the kara tem-
plate on the fly or do we just access its information
from a stored entry? Such a design decision will
have to await future investigation.

6This also holds true for passives.
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3.3 Probability distribution of dependency
types

Each verb class (i) is associated with a probability
distribution of its dependents (j=1..n). The prob-
ability of a node (x) being a dependent of i with
relation r, is computed as:

Px,r,i =
λ(x ,r ,i)
n∑

j=1
λ(j ,i)

(1)

where λ(x ,r ,i) is the count of i → x (with de-
pendency relation r), and the denominator signi-
fies the total count of all the dependents of i.

Such probabilities can be used to score a depen-
dency tree at any given point during the parsing
process. This is of course a simplification and as
we will note in section 5, there are other ways to
induce the probability model that can be used to
score a dependency tree.

The dependency grammar that we have been
building will be used to model a human sentence
parser. The incrementality of the parser and the
observation that many nouns can appear without
any post-position makes it necessary to identify if
the two nouns appearing together are collocations
or independent arguments.

One way to compute the collocational strength
between words x′ and y′ is by using pointwise mu-
tual information (Manning and Schütze, 1999):

I(x′, y′) = log
p(x′, y′)
p(x′)p(y′)

(2)

Again, as we will see in section 5, there might
be other ways in order to incorporate this knowl-
edge for parsing purposes.

3.4 Prediction rules
As each incoming word is incorporated into the
existing structure, predictions are made about up-
coming words based on current information. In
order for the parser to proceed in such a fashion it
must have ready access to such information. The
grammar that we propose provides this informa-
tion in the form of prediction rules. The kind of
information that the (implemented) parser utilizes
to make such predictions can be influenced by var-
ious theoretical assumptions (and/or experimental
results). For illustrative purpose, while gathering
statistics to formulate predictions shown in this
section, we consider only verbal arguments. The
presence of adjuncts has been neglected.

We begin with one simple cue, case of the argu-
ments. Considering the occurrence of the first ver-
bal argument in a sentence and its case, we tried to
predict the verb class using the data in the Hindi
dependency treebank. Here are some predictions
based on frequent case-markings: ne (ERG) →
transitive, ko (ACC) → transitive, se (INST) →
ditransitive, 0 (NOM)→ intransitive.

The verb classes that we get for ne, se and 0
reflect the default distribution of ERG, INST and
NOM case-markers vis-à-vis the type of verbs
they tend to occur with. Of course, predictions
will become more precise as more words are pro-
cessed. When the first two argument case-markers
are considered we get:

0 0: copula
0 -: intransitive
0 se: transitive
0 ko: transitive
0 ne: transitive
ne 0: transitive
ne ko: transitive/ditransitive
ne se: ditransitive
ko 0: ditransitive
ko ko: ditransitive
ko se: ditransitive
ko ne: transitive
ko -: transitive
se 0: ditransitive
se ne: ditransitive

And as we get more information, we might have
to revise our previous predictions and make neces-
sary structural changes (or rerank multiple struc-
tures). For example, the first ko occurrence pre-
dicts a transitive-template, but that is later revised
to a ditransitive if we happen to see a 0 or a ko
case-marker.

The prediction rules shown above have been au-
tomatically extracted from the dependency tree-
bank. Other than the case-marker, one can also
use other features to make our predictions more
realistic. For example, we could use features such
as sentence position, animacy feature (using a re-
source such as WordNet), etc.

4 Processing concerns

Having discussed the main components of the
grammar, in this section, we will raise some pro-
cessing concerns based on the statistics gathered
from the treebank.
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4.1 Canonical and non-canonical structures
4.1.1 Argument structure variation
As mentioned previously, the tree-template for
each verb class also encodes the canonical order
in which its argument should appear. For exam-
ple, in a transitive class, it is expected that the sub-
ject should precede the object, and that the object
should immediately precede the verb. Such word
order information can be extracted from the tree-
bank.

Reflecting each verb class, following word
orders were extracted from the treebank:

Transitive
- Subj Obj
- Subj Obj-cm (cm=case-marker; ko (ACC), se
(INST))
Ditransitive
- Subj Indirect-Obj Obj
- Subj Indirect-Obj Obj-cm
- Subj Indirect-Obj Obj-LOC
- Indirect-Obj Obj (missing Subj)
- Indirect-Obj Obj-LOC (missing Subj)
- Subj Indirect-Obj (missing Obj)
Experiencer verbs
- DAT NOM
Copula
- Subj Noun-complement: Copula
Others
- Subj Obj-LOC: Verbs such as jaa ‘go’
- Object verb collocation (whether the object
appears immediately before the verb)
- Object verb order (the relative position of the
object with respect to the verb; left or right)

Based on the above patterns, following are
some main trends:

- Close to 11% of argument structures are
non-canonical,
- Non-canonical order for “Subj Obj”, “Subj
Noun-complement” (for copula verbs) is rare;
“Obj Subj” = 6.7% out of all “Subj Obj” instances,
while “Noun-complement Subj” = 3.6% out of all
“Subj Noun-complement” instances,
- When Obj is not case-marked it is more likely to
appear next to the verb (82.2%), than when it is
case-marked (47.2%)
- Total number of Obj appearing after the verb is
extremely rare (.35% of all object verb instances)7

7We note here that this pattern and the fact that non-

(this is not considering clausal objects that occur
with verbs such as kaha ‘say’).

The canonical order is encoded in the tree-
template and non-canonical word order is there-
fore reflected in a separate tree. We can see this in
the representations in figure 2 and figure 3. Fig-
ure 2 represents the canonical order and figure
3 the order with object fronting. To reflect that
this is a non-canonical word order, a null node is
also shown in object’s canonical pre-verbal posi-
tion and indexed to the fronted object.

As just noted, non-canonical word order due
to changes in argument structure order is not so
frequent. The occurrence of non-canonical word
order has been attributed to information structure
constraints. For example, (Butt and King, 1996)
have argued for the following word position - dis-
course function mapping for Urdu/Hindi: Sen-
tence initial→ TOPIC, Pre-verbal (immediate)→
FOCUS, Post-verb → BACKGROUND INFORMA-
TION, Pre-verbal (others) → COMPLETIVE IN-
FORMATION.

Other related work on Hindi word order (e.g.
Kidwai (2000)8, Gambhir (1981), Kachru (2006))
also have a discourse-centric explanation. There is
some work that has investigated word order vari-
ation effects during sentence processing. Vasishth
et al. (2012), Vasishth (2004) investigated the ef-
fect of discourse on word order variation, while
Patil et al. (2008) looked at effects of word order
and information structure on intonation.

4.1.2 Non-projective dependencies
A dependent and its head can sometimes be dis-
contiguous; the constraint that the head-dependent
pair is contiguous is called the projectivity con-
straint. More formally, an arc i → j is projective
if, for node i with j as its child, any node k, such
that i < k < j (or i > k > j) is dominated by i (i
→* k) (Nivre and Nilsson, 2005).

The dependency treebank being used has 3755
non-projective arcs. Amongst these, intra-clausal
dependencies related to verbal heads account for
16.2% of non-projective arcs and 5% of such de-
pendencies are due to intra-clausal dependencies
with nominal head. While relative clauses (RCs)

canonical structures are rare, might be because our corpus is
a written corpus. Spoken Hindi has more postverbal material
and non-canonical structures than written Hindi.

8Kidwai (2000) has a syntactic explanation but her syn-
tactic features have discourse motivations (topic, focus etc.).
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account for close to 25% of all non-projective
arcs. For a more detailed classification of non-
projective dependencies in Hindi, see Mannem et
al. (2009).

Embedded relative clauses and correlatives with
canonical word order lead to projective structures,
while right extraposed relative clauses such as the
one shown in figure 5 are non-projective. A right
extraposed relative clause can also be projective,
this can happen in certain non-canonical configu-
rations and is quite rare (see Table 1).

that boy thin is who there is standing

subj
pred

subj
loc

nmodrelc
root

Figure 5: Right extraposed relative clause (non-
projective).

Type Projective Non-projective Total
Embedded 2.4 .2 2.6
Correlative 17.3 .5 17.8

Right extraposed 2.5 76.7 79.2

Table 1: Relative clause types (Occurrence in %).
Total RC count = 1198.

Recently, Levy et al. (2012) have shown that
extraposed RC structures in English are difficult
to process. Such structures in English are non-
projective and are quite rare9. As opposed to
this, right-extraposed RCs in Hindi are the most
frequently occurring structures amongst all rela-
tive clause types (cf. table 1). Like English,
these structures are also non-projective in Hindi.
The question then arises as to whether these non-
projective structure are also difficult to process in
Hindi, and if yes, why Hindi speakers prefer such
configurations, as opposed to a projective structure
of embedded relative clause or correlatives?10

At this point in time, we can pose the following
questions:
- What is the difference between the processing

9Table 1 in Levy et al. (2012), P(extraposedRC|context)
is 0.00004, while P(RC|context) is 0.00561.

10Recently, Kothari (2010) in a judgement study found no
effect of discourse in Hindi native speakers’ preference for
correlatives over right extraposed RCs. In another judgement
study involving non-restrictive RCs, Kothari shows that Hindi
native speakers prefer embeddings for short RCs while right
extrapositions are preferred when the RC is long.

of a canonical structure and its non-canonical
counterpart in Hindi?
- How can we quantify this difference?

To answer these questions one needs to conduct
targeted experiments. We need to investigate these
questions because it will help us make more in-
formed decisions to implement the grammar and
the sentence processor. For instance, if it turns
out that processing non-projective relative clause
structures in Hindi is easy, then what does it say
about the parser adaptability based on specific lan-
guage patterns? And how will that knowledge af-
fect the design of the parser?

4.2 Prediction rules

Given the observation that predictions made
by the parser will go wrong and the parser will
have to make revisions (or rerank), we need to ask:

- What is predicted?
- What are the different cues that are pooled to
make a prediction?
- What is the processing cost when a prediction is
incorrect?
- How can we quantify this cost?
- How does the prediction system interact with
other aspects of the comprehension process?

Table 2 shows how our predictions based on
case-markers (when the first two arguments have
been seen) can vary in terms of correctness in
word order and verb class. For example, after the
1st ko is seen, it predicts a canonical transtive-
template, this prediction changes to non-canonical
transitive template in case ne happens to be the
next case-marker; on the other hand if a 0 case-
marker was encountered instead, the parser revises
its prediction to a canonical ditransitive-template.
These predictions have been made before arriv-
ing at the verb, this means, sometimes these pre-
dictions could be incorrect. In such a case, the
verb (or additional arguments) itself will eventu-
ally help make the final revision.

So, based on the above discussion, there are 2
factors that will influence the processing cost of a
prediction:

- Correct/Incorrect verb-template prediction,
- Correct/Incorrect word-order prediction
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Prediction CO NCO
Correct prediction Predicted→ 0 0: copula Predicted→ ko ne: transitive

Correct→ 0 0: copula Correct→ ko ne: transitive
Incorrect prediction Predicted→ 0 0: copula Predicted→ ko ne: transitive

(incorrect class) Correct→ 0 0: transitive Correct→ ko ne: ditransitive
Incorrect prediction Predicted→ ko ko: ditransitive Predicted→ ?
(incorrect word order) Correct→ ko ko: ditransitive Correct→ ?

(NCO)
Incorrect prediction Predicted→ ko 0: ditransitive Predicted→ ?

(incorrect class Correct→ ko 0: transitive (NCO) Correct→ ?
and word order)

Table 2: Different prediction scenarios. Canonical
order: CO, Non-canonical order: NCO

Based on the presented grammar design, the
processing hypothesis about the cost of such a pre-
diction is:

Correct prediction < Incorrect prediction
(argstr order or verb class)< Incorrect prediction
(argstr and class)

This hypothesis will of course need to be evalu-
ated experimentally.

5 An outline of human sentence
processing using dependency parsing

We will adapt the graph-based dependency pars-
ing paradigm (Kübler et al., 2009) to model hu-
man sentence processing. The parser will be used
to compute certain cognitive measures (such as
surprisal, retrieval cost; cf. Boston et al. (2008),
Demberg and Keller (2008)) that will in turn be
used to predict processing difficulty.

Graph-based parsing data-driven models pa-
rameterizes directly on subtrees. Arc-factored
models that only exploit single head-child node
pair will be implemented. The parsing algorithm
comprises of finding a maximal spanning tree
(MST) out of a complete graph using the arc pa-
rameters. Note here that this formulation of the
parsing algorithm (McDonald et al., 2005a), (Mc-
Donald et al., 2005b) needs to be modified in or-
der to adapt it for the goals of this paper. In
particular, the algorithm needs to be incremental.
It is easy to see how this can be done. Instead
of starting with the complete sentence, one needs
to form complete graphs out of all the available
words. If the length of the sentence is n, this
will involve extracting an MST n-1 times, i.e., af-
ter hearing/reading each word. By doing so, the
worst case complexity of the algorithm remains
unchanged. Another modification that needs to be
incorporated is the use of prediction rules within
the parsing process; this will involve forming
complete graphs using unlexicalized tree-template

(that will be predicted by already seen tokens),
and extracting MST out of it. The other impor-
tant task after implementing the parser will be to
use the parser to compute certain measures (such
as surprisal, locality-based costs). These measures
can then be used to predict processing difficulty.
Within the graph-based parsing paradigm, a prob-
ability model can be induced using the method
proposed by McDonald et al. (2005a), McDonald
et al. (2005b)11. Once we have such a probability
model, surprisal and locality-based costs can then
be computed.

To the best of our knowledge the work by
Boston and colleagues (Boston et al., 2008),
(Boston et al., 2011) is the only other work that
has employed dependency parsing to model hu-
man sentence processing difficulty. Unlike what
has been proposed here, they used a transition-
based dependency parsing model (Nivre, 2003).
However, their parser will not be able to correctly
analyse crossing/discontiguous dependencies. In
addition, they have no notion of prediction explic-
itly built into their system.

The other work that bears similarity with our
work is that of Demberg (2010). Demberg (2010),
unlike us, used a variant of lexicalized tree-
adjoining grammar (a psycholinguistically moti-
vated LTAG called P-LTAG). And although, LTAG
is related to dependency grammars (Kuhlmann,
2007), the choice of grammar has a considerable
impact on the parsing system that one employs to
model processing difficulty. Our predicted tree
template looks similar to the prediction tree of
Demberg (2010). But again, the operations and
mechanisms that will be employed by us to con-
struct the syntactic structure will be influenced by
the constraints put in by the properties of depen-
dency grammar and the graph-based parsing algo-
rithm, and will be significantly different from the
P-LTAG based operations such as substitution, ad-
junction (and verification).

6 Issues and Challenges

Our dependency grammar based human sentence
processing system presents itself as an attrac-
tive alternative to phrase structure based mod-
els currently dominant in the psycholinguistic lit-
erature. This is because of its representational
simplicity and availability of efficient dependency

11Such a probability model can be used as an alternative to
the one mentioned in section 3.3
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parsing paradigms. It seems to be well suited
to model expectation-based psycholinguistic the-
ories. However, there are certain issues that will
need to be eventually addressed in order for the
dependency model to have comprehensive cover-
age.

The first issue is related to the representational
aspect of dependency structures. There is con-
siderable evidence that while processing some de-
pendencies, for example, filler-gap dependencies,
anaphora resolution, etc., human sentence com-
prehension system uses certain grammatical con-
straints (Phillips et al., 2011). These constraints
(e.g. c-command) have been traditionally for-
malized using phrase-structure representation. If
it is true that the parser does employ configura-
tional constraints such as c-command then it will
be imperative to formulate a functionally equiv-
alent definition of c-command within the depen-
dency framework.

The second issue is related to parser adaptation.
Adapting the graph-based dependency parser in
order to effectively compute the cognitive mea-
sures will be the most challenging task of this
work. In particular, the same parser has to be
conceptualized to compute both locality-based as
well as expectation-based measures (Boston et al.,
2008). In addition, the prediction system needs
to be seamlessly integrated within the parsing pro-
cess.

7 Conclusion

In this paper we introduced our work towards
building a psycholinguistically motivated depen-
dency grammar for Hindi. We outlined the main
components of such a dependency grammar that
was automatically induced using a Hindi de-
pendency treebank. We discussed certain lan-
guage patterns that were interesting psycholin-
guistically. We sketched how a graph-based de-
pendency parser can be used to model sentence
processing difficulty. We finally mentioned some
issues with using a dependency based human sen-
tence processing model.
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Abstract 

This paper addresses a hot topic of Hunga-
rian syntactic research, viz. the treatment of 
“discontinuous” constructions involving 
auxiliaries. The case is made for a projective 
dependency grammar (DG) account built on 
the notions of rising and catenae (Groß and 
Osborne, 2009). Additionally, the semantic 
basis of the dependency created by rising is 
described with a view to analogy and con-
structional meaning. 

1 Introduction 

The topic of this paper is the word order pat-
tern illustrated below. 

(1)  János  el      fog        utazni  Párizsba. 
  John   away  will.3SG travel  Paris.to 

   ‘John will travel to Paris.’ 

(2)  Részt     akar   venni a    kiállításon. 
       part.ACC wants take   the exhibition.on 
   ‘He/she wants to take part in the exhibition’ 

Both examples include a discontinuity, with 
the auxiliaries fog ‘will.3SG’ and akar ‘wants’ 
intervening between two parts of the complex 
verbs elutazni ‘to travel away’ and részt venni 
‘to take part’, respectively. Under the standard 
assumption that the finite auxiliaries are the 
roots here, taking lexical verbs as their infini-
tival complements, the simplest DG analysis 
incurs a projectivity violation: 

(3)                   fog 

 János       utazni  

   el           Párizsba 

  János el  fog  utazni  Párizsba 

The goals of the paper are twofold.  
Firstly, I will compare possible analyses of 

the construction, and argue for a projective DG 
account along the lines of Groß and Osborne 

(2009). In particular, it will be proposed that 
while utazni acts as the governor of el (licens-
ing its appearance), the latter element takes the 
auxiliary as its head (a case of rising). Formal 
evidence in favour of the account will come 
from ellipsis, coordination, prosodic structure, 
and the placement of adverbs. 

Secondly, with the above syntactic analysis 
in mind, I will turn to the issue whether the 
dependency created by rising has any asso-
ciated meaning or function. It will be argued 
that it does, but in a way which crucially in-
volves aspects of (clausal) constructional se-
mantics. 

The paper is concerned with a syntactic con-
struction rather than the word class of auxilia-
ries. It has to be mentioned, though, that both 
traditional (Lengyel 2000) and generative ap-
proaches (Kenesei 2008) to Hungarian tend to 
narrow down the group to a few elements (in-
cluding fog ‘will’ but excluding akar ‘want’, 
for example). I side with Kálmán C. et al. 
(1989), however, who identify Hungarian aux-
iliaries on the basis of syntactic and prosodic 
behaviour; roughly, appearance in the kind of 
construction illustrated in (1) and (2) above. I 
regard verbs which participate in this construc-
tion (in other words, which are collexemes of it 
in terms of Stefanowitsch and Gries, 2003) as 
auxiliaries, when and to the extent that they do 
so. However, this does not prevent them from 
being verbs, i.e. “auxiliary” is not viewed here 
as a distinct (let alone closed) word class of 
Hungarian. 

In section 2, I will present the relevant data, 
and make three observations against which the 
analyses will be matched. Section 3 compares 
four syntactic accounts, two each from the tra-
ditions of phrase structure grammar and de-
pendency grammar. Section 4 addresses the 
relationship between rising and constructional 
meaning. Finally, summary and conclusions 
follow in section 5. 
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2 Data and observations 

In this section, I make three observations about 
the construction, which will serve as a basis for 
evaluating analyses in section 3. These obser-
vations are highlighted below for convenience. 

1. There is a syntactic relationship between 
the verb modifier (VM, e.g. el, részt) ap-
pearing to the left of the root auxiliary 
and the infinitive (e.g. utazni, venni, 
with the -ni infinitive suffix) on its right. 

2. There is also a syntactic relationship be-
tween the VM (e.g. el, részt) and the root 
auxiliary (e.g. fog, akar). 

3. The three elements (i.e. the VM, the root 
auxiliary and the infinitive) form a 
grammatical unit, which, however, is 
subject to word order variation. 

2.1 The link between VM and infinitive 

The first, rather trivial observation is that in 
patterns like el fog utazni ‘he/she will travel 
away’ and részt akar venni ‘he/she wants to 
take part’, there is a syntactic relationship be-
tween the first and the third element. This rela-
tionship is one of licensing: the so-called verb 
modifiers (el ‘away’, részt ‘part.ACC’) could 
not occur in these structures were it not for the 
lexical verbs appearing in an infinitive form. 

The two elements form a semantic unit with 
a higher or lower level of compositionality (cf. 
the oft-cited example berúg ‘get drunk’, where 
the VM be literally means ‘in’, and rúg literally 
means ‘kick’). In addition, it is noteworthy that 
there is often a morphological dependency be-
tween the two elements: for example, the -t 
accusative suffix of részt ‘part.ACC’ is as-
signed by venni ‘to take.’ While morphological 
dependencies are considered separable in prin-
ciple from syntactic ones (cf. Mel’čuk 1988), 
there is a clear tendency for such dependencies 
to hold between elements which are also syn-
tactically related. 

In Hungarian linguistics, the term “verb 
modifier”1 (also known as “preverb”) denotes 
a category of elements with the following 
properties: “(i) they occupy the position im-
mediately preceding the verb,2 and (ii) in the 
typical case they form semantically a complex 
                                                           
1 As a reviewer points out, the term may be misleading as 
VMs are not in fact modifiers (in the sense of being ad-
juncts). However, I still adopt it, following standard prac-
tice in Hungarian grammar (cf. É. Kiss, 2002: 67). 
2 At least in so-called neutral clauses, cf. section 2.3. 

verb with the base verb” (Kiefer 2003: 17). 
Thirdly, it can be added that the VM + verb 
sequence tends to behave as a single phonolog-
ical word, with the word-initial stress of Hun-
garian falling on the first syllable of the unit. 

 VMs come in two subgroups, illustrated by 
the expressions in (4) and (5). 

(4) a. moziba     megy 
     cinema.to goes 
     ‘[he/she] goes to cinema’  
 b. újságot     olvas 
     newspaper.ACC  reads 

‘[he/she] reads newspaper’ / ‘[he/she] 
is engaged in newspaper-reading’ 

(5) a. ki-megy 
     out-goes 

‘[he/she] goes out’  

 b. el-olvas 
       away-reads 
       ‘[he/she] reads [to the end]’ 

Whereas the VMs of the complex verbs listed 
in (4) satisfy an argument of the base verb, so-
called verbal particles such as el ‘away’, be 
‘in’ and ki ‘out’ fail to do so (cf. Kiefer ibid.). 
Nevertheless, there is considerable agreement 
in the literature that the two types of VMs are 
amenable to essentially the same syntactic 
analysis, cf. the analogous examples in (6). 

(6) a. moziba fog menni 
      ‘[he/she] will go to cinema’ 

 b. újságot akar olvasni 
     ‘[he/she] wants to read newspaper’ 

 c. ki fog menni 
     ‘[he/she] will go out’ 

 d. el       akarja               olvasni 
     away wants.DEF.OBJ  read 
     ‘[he/she] wants to read it’ 

In conclusion, it would be hard to deny that 
there is a relationship between VMs and infini-
tives in the construction under study. The link 
is evident at several levels of analysis includ-
ing the lexicon, morphology, syntax and se-
mantics. From a syntactic perspective, the rela-
tionship can be defined as licensing, a point 
that will be taken up later in section 3. 

2.2 The link between VM and auxiliary 

Less immediately apparent is the fact that there 
is also a syntactic relationship between the VM 
and the root auxiliary. Although the two ele-
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ments are adjacent, adjacency alone is clearly 
insufficient to establish the link as syntactical-
ly significant. For instance, in this obviously 
contrived example, this and obviously have 
little to do with one another. 

However, the following data strongly sug-
gest that the VM and the root auxiliary are 
more intimately related. 

(7) A: János  el     fog    utazni Párizsba? 
    John away will.3SG travel  Paris.to  

      ‘Will John travel to Paris?’ 

 B: Igen, el       fog. 
      yes    away will.3SG 
      ‘Yes, he will.’   

In speaker B’s utterance, the VM and the root 
auxiliary together form a well-formed clause. 
This would hardly be possible in the absence 
of a direct syntactic relationship (more specifi-
cally, a dependency) between them.3 In partic-
ular, the analysis in (3) is rendered unlikely, 
since it implies the possibility of eliding an 
intermediate element (utazni ‘travel’) while 
preserving the phonological content of ele-
ments both above and below it in the tree. We 
will see in section 3 that this goes against what 
seems to be a valid generalization about the 
relevant cases of ellipsis. 

A second argument for a direct syntactic 
link between the VM and the root auxiliary 
comes from prosodic structure. As noted 
above, VMs immediately preceding their base 
verbs form a single phonological word with 
them; for example, 'elutazik ‘[he/she] travels 
away’ has a single stress assigned to the first 
syllable. Importantly, a similar situation holds 
when the VM is followed by an auxiliary. For 
example, in 'el fog 'utazni ‘[he/she] will travel 
away’, el and the first syllable of utazni are 
stressed, while fog is unstressed, presumably 
because el and fog belong to the same phono-
logical word. Under the reasonable assumption 
that elements forming phonological words tend 
to be syntactically closely related, this suggests 
that there is a direct link between el and fog in 
the syntactic hierarchy. 

Thirdly, the distribution of certain adverbs 
also supports the conclusion that the VM and 
                                                           
3 As a reviewer observes, disjointed elements may appear 
in answer fragments, cf. German [Wem gefällt das? ‘Who 
likes that?] Mir gefällt das nicht ‘Not me.’ However, 
speaker B’s utterance in (7) crucially includes the root 
auxiliary, whereas in the German example, the root verb 
is elided. It seems plausible to suppose that remnants 
which do include the root must be continuous. 

the root auxiliary form a tightly integrated unit. 
For example, the epistemic adverb talán ‘per-
haps’ cannot occur between the VM and the 
auxiliary (8a), only between the auxiliary and 
the infinitive (8b) or externally to the VM + 
auxiliary + infinitive pattern (8c, 8d). 

(8) a. *János el talán fog utazni Párizsba. 

  b.   János el fog talán utazni Párizsba. 

     c.   János talán el fog utazni Párizsba. 

    d.   János el fog utazni talán Párizsba. 
             ‘John will perhaps travel to Paris.’ 

Finally, the following coordination pattern also 
suggests the existence of a direct link between 
the VM and the auxiliary. Coordinating el akar 
and el is fog (where is means ‘also’) would 
hardly be possible if VM + auxiliary sequences 
were not grammatical units. 

(9) J. el        akar    és   el      is      fog  utazni Párizsba. 
      J. away wants and away also will travel  Paris.to 
      ‘John wants to, and also will, travel to Paris.’ 

All in all, ellipsis and coordination facts, pros-
ody, and the distribution of adverbs such as 
talán ‘perhaps’ provide converging evidence 
that the adjacency between the VM and the root 
auxiliary is syntactically significant. Precisely 
how this can be incorporated in a DG analysis 
is an issue to be addressed in section 3. 

2.3 Evidence that the three elements form 

a grammatical unit 

Finally, a third observation about the construc-
tion is that the VM, the auxiliary and the infini-
tive form some kind of grammatical unit. In 
this regard, note first that strings such as el 
akar utazni and el fog utazni can be substituted 
by one-word predicates with a similar dis-
course function (10, 11).  

(10) a. János el akar utazni Párizsba. 
       ‘John wants to travel to Paris.’  
    b.  János elutazna                    Párizsba. 
        John   away.travel.COND.3G Paris.to 

          ‘John would [gladly] travel to Paris.’ 

(11)  a. János el fog utazni Párizsba. 
       ‘John will travel to Paris.’ 
    b. János elutazik             Párizsba. 
        John  away.travel.3SG Paris.to 

         ‘John is [soon] travelling to Paris.’ 

Secondly, the strings mentioned can be coordi-
nated (12) or elided by gapping (13). In the 
latter example, pedig is a marker of topic shift. 
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(12) János el akar utazni és el is fog utazni P.-ba. 
     ‘J. wants to, and also will, travel to Paris.’ 

(13) J. el fog utazni Párizsba, Mari pedig Rómába. 
    ‘J. will travel to Paris, and Mary to Rome.’ 

Such facts are easiest to explain if the VM + 
auxiliary + infinitive pattern is treated as a 
grammatical unit. However, it is important to 
observe that the unit in question is highly flex-
ible. In particular, the word order of its ele-
ments is subject to variation, as demonstrated 
by the examples below. 

(14) János el fog Párizsba utazni. 
     ‘John will travel to Paris.’  

(15) JÁNOS fog elutazni Párizsba. 
     ‘It is John who will travel to Paris.’ 

As (14) shows (compared with (1)), the rela-
tive position of the infinitive and its dependent 
is not fixed by the construction: Párizsba ‘to 
Paris’ may precede as well as follow its head 
utazni ‘travel.’ And as (15) illustrates, certain 
sentence types may also rearrange the order of 
the VM and the auxiliary. When an identifica-
tional focus (cf. É. Kiss 1998a) such as JÁNOS 
is present in the structure, it attracts the finite 
auxiliary to its right, and the VM is attached to 
the infinitive. More precisely, it is attached to 
the infinitive which licenses it, a qualification 
made necessary by examples such as (17). 

(16)  János el      fog  tudni   utazni  Párizsba. 
    John  away  will  be.able travel  Paris.to 

‘John will be able to travel to Paris.’ 

(17)  JÁNOS fog tudni elutazni Párizsba. 
‘It is John who will be able to travel to P.’ 

In Hungarian linguistics, examples such as 
(14) and (16) are often called neutral clauses, 
whereas patterns like (15) and (17) are known 
as non-neutral ones. Roughly, whereas a neu-
tral declarative clause answers the question 
What happened? or What is the situation?, a 
non-neutral one is felicitous under more spe-
cial communicative circumstances. The gene-
ralization that VMs immediately precede the 
finite verb or auxiliary is construction-specific. 
Clauses with identificational foci, a negative 
particle, an interrogative pronoun, etc. display 
a different word order (see also section 4). 

To conclude this section, the facts are fairly 
complex but substitution, coordination and 
ellipsis tests do suggest that the VM + auxiliary 
+ infinitive pattern forms some kind of gram-
matical unit. However, this unit is hardly a uni-

tary block that always appears in exactly the 
same form. Rather, it is subject to significant 
variation regarding the word order of its ele-
ments. In section 3, I will argue that this unit 
status combined with a high degree of flexibili-
ty can be best captured with the notion of cate-
nae as proposed by Osborne et al. (2012). 

3 Competing analyses 

We are now in a position to assess competing 
syntactic analyses of the construction. The 
main criterion for evaluation will be the extent 
to which they comply with the observations 
made in the previous section. Of the four ac-
counts to be considered, the first two come 
from the tradition of phrase structure grammar. 
These will be presented in 3.1, followed by a 
comparison of two DG-based solutions in 3.2. 

3.1 Phrase structure grammar 

In the last decades of the 20th century, phrase 
structure grammar enjoyed a virtual monopoly 
in analyses of Hungarian word order, so much 
so that even those not committed to Choms-
kyan generative grammar chose to adopt it for 
descriptive purposes. Thus in their classic pa-
per on the system of Hungarian auxiliaries, 
Kálmán C. et al. (1989: 52) assigned the tree 
diagram in (19) to the sentence below. 

(18) A MIGÉRT részt akart venni a kiállításon. 
        ‘MIGÉRT [name of Hungarian company] 

wanted to take part in the exhibition.’ 

(19)            Sentence 
 
  Subject       Predicate Phrase 

 
            Verb Phrase        Complement 
 
       Carrier  Verb 
 
           Carrier Ni-stem 
 
A MIGÉRT   részt       akart  venni   a k.-on 

Dated as it undoubtedly is, the account is not 
without merits. Firstly, it captures the intuition 
that the three elements form a grammatical unit 
(2.3): specifically, részt akart venni ‘wanted to 
take part’ is analysed as a VP within the predi-
cate phrase. Secondly, the relationship between 
the VM részt ‘part.ACC’ and the infinitive venni 
‘take’ is signalled (cf. 2.1), with the two form-
ing a constituent called “carrier” in the VP. 

On the other hand, the link betweeen the VM 
részt ‘part.ACC’ and the auxiliary verb akart 
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‘wanted.3SG’ is not directly indicated, despite 
evidence from prosodic structure ('részt akart 
'venni), coordination (részt akar és részt is fog 
venni ‘wants to, and will, take part’) and the 
placement of adverbs.4 

(20)  a. *részt mindenképpen akart venni 

       b.  részt akart mindenképpen venni 

c.  mindenképpen részt akart venni 

d.  részt akart venni mindenképpen 
     ‘wanted to take part by all means’ 

As shown in (20), the adverb mindenképpen 
‘by all means’ has the same distribution vis-à-
vis részt akart venni ‘wanted to take part’ as 
talán ‘perhaps’ did with respect to el fog utazni 
‘will travel away’ in (8). This suggests that 
részt and akart form a tightly integrated unit. 

The biggest problem with (19) though is that 
it violates the No Crossing Branches principle 
widely adopted in the tradition of phrase struc-
ture grammar. Kálmán C. et al.’s flexible ap-
proach to what passes as a well-formed tree is 
problematic because it grossly overgenerates 
the set of possible sentences. In the absence of 
clearly defined restrictions on the emergence 
of discontinuities, any word order is predicted 
to be possible, and the analysis is lacking ex-
planatory power. 

The second phrase structural analysis consi-
dered here is couched in transformational ge-
nerative grammar. Rather than presenting a 
specific account found in the literature, I will 
attempt to come as close as possible to com-
plying with the observations made in section 2 
as well as the basic assumptions of the theory. 
Also, the analysis will only make use of ideas 
that are present in one or another version of the 
standard generative model of Hungarian (see 
in particular É. Kiss, 1998b, 2002). 

Transformational generative grammar al-
lows one to recognize the link between the VM 
and the infinitive at an underlying level of re-
presentation, and to let movement rules pro-
duce the surface word order. Thus, under the 
account in (21), the VM and the (non-finite) 
verb form a constituent at “deep structure” be-
fore the VM is moved out of the VP into a 
phrase called PredP, cf. É. Kiss (2008).  

  

                                                           
4 The kind of ellipsis shown in (7) works perfectly with 
verbal particles (such as el ’away’, ki ’out’, etc.) but it is 
rather marginal with VMs like részt. 

(21)             S 
 

 TopicP             PredP 
 
           Pred        VP1 
 
            V1     VP2 
 
              V2               CaseP 
 
          VM     V2  
 
János  eli     fog  t i   utazni    Párizsba    

This analysis has the advantage of being more 
restrictive, and therefore theoretically more 
appealing, than the proposal of Kálmán C. et 
al. (1989).5 The price paid for this is the intro-
duction of underlying representations and 
transformations, which rival theories such as 
LFG and HPSG reject on account of their per-
ceived lack of psycholinguistic plausibility and 
practical (computational linguistic) utility. 

More importantly for the present discussion, 
while (21) is consistent with the observation 
that there is a syntactic link between the VM 
and the infinitive, and also goes some way to-
ward recognizing the relationship between the 
VM and the auxiliary,6 it fails to reflect the unit 
status of the VM + auxiliary + infinitive pat-
tern. To the extent that the argumentation in 
section 2.3 was sound, this puts the account at 
a disadvantage. 

3.2 Dependency grammar 

As noted in the introduction, the simplest DG 
representation of the construction involves a 
projectivity violation.7 The analysis is repeated 
in (22) below. 

(22)                   fog 

 János       utazni  

   el           Párizsba 

  János el  fog  utazni  Párizsba 

                                                           
5 The tree in (21) is simplified in ways that do not 
crucially affect the argumentation. Technically, the VM is 
in Spec,PredP, and Pred0 may be the landing site of the 
finite verb (cf. É. Kiss 2008: 131). Thus, the VM and the 
finite verb may enter a Spec-Head configuration. 
6 This is so if the VM and the auxiliary are in a Spec-Head 
relationship, cf. footnote 5. 
7 In Nivre’s formulation, “A dependency graph satisfies 
the constraint of projectivity with respect to a particular 
linear order of the nodes if, for every arc h [head]→ d 
[dependent] and node w, w occurs between h and d in the 
linear order only if w is dominated by h” (2005: 10). 
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The diagram signals the syntactic relationship 
between the VM and the infinitive, with utazni 
‘travel’ identified as the head of el ‘away.’ Se-
condly, the root auxiliary, the infinitive and the 
VM form a dependency chain (cf. Hudson 
1990: 99), hence a unit of DG. However, the 
tree in (22) implies that the adjacency of el and 
fog is merely a fact of word order; there is no 
direct dependency between them. 

As is well known, versions of DG can be 
built either with or without the assumption of 
projectivity (cf. Nivre 2005: 10). Here, what 
needs to be established is whether there are 
any empirical reasons for rejecting (22). As 
suggested in 2.2, the main counter-argument 
comes from the following type of ellipsis: 

(23)  A:  János  el      fog utazni Párizsba? 
         John   away  will travel Paris.to 

‘Will John travel to Paris?’ 

   B:  Igen, el       fog. 
          yes    away will.3SG 

 ‘Yes, he will.’   

Ellipsis is a hugely complex phenomenon, and 
a fully predictive account of when it is or is not 
possible may be an elusive research objective.8 
However, it seems fairly clear that given the 
structure in (22), one does not expect utazni to 
be elided while both its head fog ‘will.3SG’ and 
its dependent el ‘away’ are unaffected. 

According to Rosta (2006: 176), “[e]llipsis 
involves the deletion of the phonological con-
tent of some syntactic structure, and it seems to 
operate rather as if (the phonology of) a branch 
of the syntactic tree were snipped off. Thus if 
the phonological content of one node is de-
leted, then so must be the phonological content 
of all nodes subordinate to it.” Although this 
formulation is almost certainly too restrictive, 
as Rosta himself concedes (note especially 
gapping phenomena, cf. (13) and Osborne, 
2005: 275–280), it does seem to be a valid ge-
neralization for the case at hand. When a sen-
tence is reduced to a combination of elements 
including the root (let us call it its “core”), the 

                                                           
8 This is especially true for cross-linguistic predictions. 
As a reviewer remarks, similar word order configurations 
to the ones discussed in this paper exist in French, cf. 
Jean l’a vu ‘John has seen it’/’John saw it’, where the 
object clitic l’ ‘it’ is licensed by the past participle vu 
‘seen’ but it precedes and arguably depends on the aux-
iliary a ‘has.’ Still, the past participle cannot be elided 
(*Jean l’a vu). I assume that this is motivated by inde-
pendent properties of French; parallel structures in differ-
ent languages need not permit the same kinds of ellipsis. 

core ought to be a “network within the net-
work”, with its internal structure describable 
by a continuous set of dependencies. 

For this reason, and the further points made 
in 2.2, I propose the following representation 
of the syntactic structure of (1), following 
Groß and Osborne (2009).9 

(24)                   fog 

 János el      utaznig  

              Párizsba 

  János el  fog  utazni  Párizsba 

Groß and Osborne (2009: 53) crucially sepa-
rate the notions of governor and head. A 
word’s governor is the word licensing its ap-
pearance. By contrast, its head is the word that 
immediately dominates it. Although by default, 
the governor and the head are the same word, 
the two functions may also be associated with 
different nodes of the structure. In such cases, 
however, the head must be higher up in the 
tree than the governor; in other words, only 
“rising” can occur, not “lowering.”10 

The analysis in (24) expresses that the gov-
ernor of el is utazni; this is marked by the g 
subscript of the latter. The dependency pro-
duced by rising is distinguished by a dashed  
dependency edge. Importantly, rising is un-
derstood only metaphorically here, since Groß 
and Osborne’s approach is strictly non-
derivational (cf. Groß and Osborne, 2009: 54). 
Hence, there is no such claim that the head of 
el should have been utazni at an underlying 
level of representation. For arguments support-
ing rising-based analyses of linguistic pheno-
mena, see Groß and Osborne (2009: 56–64). 

By separating governor and head, the analy-
sis conforms to the observation that the VM is 
syntactically related to both the infinitive and 
the root auxiliary. Especially significant is the 
fact that the kind of ellipsis seen in (23) fol-
lows naturally from the proposal, which was 
not the case with (22). What is yet to be seen, 
though, is whether the grammatical unit status 
of the VM + auxiliary + infinitive pattern is 
accounted for under these assumptions. 
                                                           
9 For a parsing-oriented approach along similar lines, see 
Barta et al., 2004. 
10 Groß and Osborne’s concept of rising has many prece-
dents in the literature including Duchier and Debusmann, 
2001, Gerdes and Kahane, 2001, and Hudson, 2000 (cf. 
Groß and Osborne, 2009: 51). I adopt their approach 
because of its descriptive appeal; other frameworks may 
be seen as better developed from a model theoretic or 
computational linguistic perspective. 
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Broadly speaking, the issue is what kinds of 
units larger than the word a syntactic DG anal-
ysis can recognize. One traditional unit type is 
the DG equivalent of a phrase or constituent. 
In contrast with phrase structure grammar, DG 
treats constituents as units implied by a net-
work of word-to-word relations (Hudson, 
2007: 121) rather than as unique nodes of the 
tree. A theory-neutral definition of constitu-
ents, also applicable to DG, is as follows: 

(25) Any node plus all the nodes that that node 
dominates. (Osborne, 2005: 254) 

In (24), there are only two multi-word consti-
tuents: utazni Párizsba, and János el fog utazni 
Párizsba. By contrast, el fog utazni does not 
count as a constituent, since it does not include 
all the nodes that its root (fog) dominates. 

Another established unit type recognized by 
DG is the dependency chain, i.e. a continuous 
non-branching line of h → d relations. Accord-
ing to Hudson (1990), “a word’s phrase con-
sists of the union of all its down-chains.” In 
(24), the following complete down-chains of 
fog ‘will.3SG’ can be identified: fog → János; 
fog → el; and fog → utazni → Párizsba. 
Again, el fog utazni as analysed in (24) is not 
captured by the concept. 

Recent years, however, have seen the recog-
nition of a new, more inclusive unit type im-
plied by the dependency network. Building on 
previous work (notably O’Grady, 1998, and 
Osborne, 2005), Osborne et al. (2012: 359) 
introduce a unit type called catena (Latin for 
‘chain’), defined over a D-tree as follows: 

(26) A word, or a combination of words which 
is continuous with respect to dominance. 

The catena concept is more inclusive than that 
of constituents/phrases because it does not re-
quire the unit to include all the nodes dominat-
ed by a given element. Also, it is more inclu-
sive than traditional dependency chains since it 
also captures combinations of words consisting 
of a head and multiple dependents (schemati-
cally: d1 ← h → d2). Finally, single words also 
count as catenae, which is again an extension 
on the previous concept of chains. 

In this paper, it is not my goal to defend the 
catena concept (for this, see e.g. Osborne and 
Groß, 2012, and Osborne et al., 2012). Suffice 
it to say that there is considerable evidence 
(especially from ellipsis, analytic predicates, 
and idioms) suggesting that the concept is 
highly operational. For the present discussion, 

what is important is that el fog utazni is a cate-
na (marked by italics in (24)). Hence, the anal-
ysis conforms not only to the observations 
made in 2.1 and 2.2 but also to the point that 
the three elements form a grammatical unit 
(2.3). Moreover, since the concept is defined in 
terms of dominance relations only, it is suffi-
ciently flexible to accommodate word order 
variation. Thus, the examples in (14) and (15) 
can receive the following analyses, in which 
the three elements still form catenae.11 

(27)                   fog 

 János el            utaznig 

           Párizsba 

  János el  fog  Párizsba   utazni 

(28)                   fog 

 JÁNOS         utazni 

          el      Párizsba 

  JÁNOS  fog   el  utazni Párizsba 

The proposal results from a happy marriage of 
empirical and theoretical considerations. On 
the one hand, there is strong empirical evi-
dence for a direct link between the VM and the 
root auxiliary (cf. 2.2), as signalled in (24) and 
(27). On the other, the independently moti-
vated theory of rising and catenae provides a 
simple way of accounting for this as well as 
other relevant observations. 

Also noteworthy is the fact that DG fares 
much better than phrase structure grammar in 
expressing the unit status of the VM + auxiliary 
+ infinitive pattern. Constituency-based ap-
proaches either struggle to reflect this intuition 
but fail to produce a satisfactory account, cf. 
Kálmán C. et al. (1989), or ignore the issue 
altogether, cf. the analysis couched in trans-
formational generative grammar. By contrast, 
the proposed DG account is flexible and re-
strictive enough to be faithful to the facts while 
also having strong theoretical appeal. 

At the same time, a possible objection to the 
rising analysis still remains. In particular, un-
der the assumption that dependencies ought to 
have an associated meaning or function, it is 

                                                           
11 Two reviewers make the point that VMs may be analys-
able as clitics. If this is indeed the case, then the vertical 
projection lines of VMs have to be removed under the 
conventions of Groß (2011: 60). Since the dependency 
edges would still be the same, the basic validity of the 
analyses is not at stake. Whether a clitic analysis is ne-
cessary is an issue left for future research to resolve. 
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yet to be seen if the dependency created by 
rising also conforms to this requirement. In 
what follows, I argue that rising has a key role 
in coding aspects of constructional meaning. 

4 Rising and constructional meaning 

Since the inception of modern DG, the idea 
that dependencies have an associated meaning 
or function seems to be shared by most depen-
dency grammarians. Tesnière already claimed 
that “there is never a structural connection 
without a semantic one” (1959: 44, my transla-
tion). And while Hudson rejects the view that 
dependencies are primarily a matter of mean-
ing, he does contend that meaning is one of the 
properties that they “bring together”, “along 
with word order, agreement, case choice, and 
so on” (2007: 130). Witness also the conver-
gence between DG and construction gram-
mar/CxG (Osborne and Groß, 2012, and refer-
ences therein), which hinges on the notion that 
dependencies have a semantic side to them. 
After all, the basic tenet of CxG is that lexicon 
and syntax form a continuum, with syntactic 
constructions as well as morphemes, lexemes, 
etc. described as pairings of meaning and form. 

Exceptions, however, have also been al-
lowed by some theorists. Thus, Hudson argues 
that the “subject or object of a verb need not 
have any semantic relation to that verb at all” 
(2007: 130), It seems to be raining being an 
example. Even more importantly for the 
present discussion, he posits an “extractee” 
dependency between what and can in the sen-
tence below (2007: 131). 

(29) 

 

 

 

English non-subject wh-questions involve ris-
ing according to Osborne and Groß (2009: 52). 
In What can you see?, can is the head of what 
just as Hudson’s surface analysis (above the 
string of words) has it. Therefore, it is signifi-
cant that for Hudson, “such dependencies [as 
extractee] are concerned with very little but 
word order, and have little claim to semantic 
justification” (2007: 131). This suggests that 
the dependency created by rising perhaps does 
not, and need not, have an associated meaning. 

Clearly, though, the word order of English 
wh-elements can at least receive semantic mo-

tivation (if not justification). Since they contri-
bute a key aspect of constructional meaning 
(making a wh-question what it is), their promi-
nent and distinctive linear position is natural. 
And while in non-projective versions of DG, 
the attested word order would not entail a de-
pendency between the wh-word and the root 
auxiliary, there are independent reasons for 
subscribing to that account (e.g. the ellipsis in 
What can you see and what can’t you?). In the 
final analysis, the dependency created by ex-
traction or rising can be seen as “bringing to-
gether” both a semantic property (the special 
function of wh-questions as endowed to the 
construction by the wh-element) and formal 
ones (distinctive word order and prosody). 

Generalizing from this, one may hypothes-
ize that (certain) dependencies created by ris-
ing play a part in coding “global” aspects of 
constructional meaning, independently of any 
“local” (lexically motivated) semantic relation-
ship between the two elements. More specifi-
cally, there may be a significant correlation 
between rising and sentence types (grounded 
in illocutionary force distinctions).12 

As we return to Hungarian, it seems plausi-
ble to develop a similar account of the seman-
tic background to the word order of VMs. To 
begin, note that whereas VMs immediately pre-
cede their base verbs in neutral positive declar-
ative clauses lacking auxiliaries (30a), they 
follow them in sentence types which depart 
from this function in terms of illocutionary 
force or polarity: 

(30) a. János  el-utazott      Párizsba. 
   John  away-travelled.3SG  Paris.to 
   ‘John travelled to Paris.’ 
  b. Hova  utazott    el    János? 
   where travelled.3SG  away John? 
   ‘Where did John travel?’ 
  c. PÁRIZSBA utazott el. 
   ‘It is to Paris that he/she travelled.’ 
  d. Nem  utazott    el    Párizsba. 
   not  travelled.3SG  away Paris.to 

‘He/she did not travel to Paris.’ 

                                                           
12 A similar reasoning may apply to other “meaningless” 
dependencies such as the subjects of English and German 
weather verbs (it rains, es regnet). As Jespersen remarks, 
“the need for this pronoun [English it, German es, etc.] 
was especially felt when it became the custom to express 
the difference between affirmation and question by 
means of word order (er kommt, kommt er?), for now it 
would be possible in the same way to mark the difference 
between es regnet and regnet es?” (Jespersen, 1924: 25). 
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The function of a neutral positive declarative 
clause such as (30a) is to profile the occur-
rence of an event relative to a mental space (in 
the sense of Fauconnier 1985). Here, the lis-
tener learns about the occurrence of a travel-
ling event in the past (a mental space distinct 
from the present), involving John as the mover 
and Paris as the goal. At the core of the con-
struct is the predicate elutazott, which has the 
function of a schematic clause. It may also 
stand by itself meaning ‘He/she travelled 
away.’ With respect to this clausal core, János 
‘John’ and Párizsba ‘to Paris’ simply elaborate 
the mover and the goal, respectively.  

By contrast, (30b,c,d) depart from the func-
tion of (30a) in one or another way. (30b) is 
used to inquire about John’s destination; (30c) 
identifies Paris as the goal to the exclusion of 
other possibilities; and finally, (30d)’s speaker 
denies the occurrence of the travelling event. 
Although not all deviations from the neutral 
positive declarative clause type are signalled in 
this way, it is reasonable to suggest that the 
inversion of VM and finite verb plays a promi-
nent role in coding clause type distinctions.13 

From this perspective, the word order (and 
by implication, the rising) of the VM in the 
Hungarian auxiliary construction can be moti-
vated by two interrelated facts. Firstly, the aux-
iliaries in question set up mental spaces in 
which an event unfolds. For example, fog 
‘will’ sets up a space for talking about future 
events, akar ‘want’ a space for discussing 
somebody’s intentions, etc. Since mental spac-
es are also implicit in the semantic structures 
of one-word predicates, it is natural to roll 
space-building verbs and verbs denoting events 
in those spaces into complex predicates. As 
noted in 2.3, VM + auxiliary + infinitive pat-
terns have a function analogous to that of VM + 
V sequences. The word order of the VM in the 
former can be seen as a reflex of complex pre-
dicate formation motivated by such analogies. 

Secondly, the resulting word order has the 
advantage of allowing for a salient and regular 
way of expressing clause type distinctions. 
Consider the following parallels: 

                                                           
13 Compare also Goldberg’s (2006: 166–182) account of 
English subject-auxiliary inversion (SAI). According to 
Goldberg, SAI as a “sytematic difference in form” signals 
a “systematic difference in function” (178) vis-à-vis pro-
totypical sentences (which are positive and declarative). 
However, “it is certainly not the only possible device” 
(181) in this capacity. For a more detailed account of 
English and Hungarian inversion, see Imrényi (2012). 

 positive negative 
past elutazott 

‘he/she travelled 
away’ 

nem utazott el 
‘he/she did not 
travel away’ 

present elutazik 
‘he/she is travel-

ling away’ 

nem utazik el 
‘he/she is not 

travelling away’ 
future el fog utazni 

‘he/she will tra-
vel away’ 

nem fog elutazni 
‘he/she will not 

travel away’ 

Table 1. Polarity and word order in Hungarian 

In all three tenses, VM + finite verb/auxiliary 
order is associated with positive polarity, and a 
different linearization with its opposite. If the 
VM did not precede the root auxiliary in the 
future tense, fog elutazni and nem fog elutazni 
would stand in opposition, and the semantic 
contrast would be coded less saliently as well 
as less regularly across the paradigm. 

To conclude, I have argued in this section 
that the word order (and assuming projectivity, 
the rising) of VMs codes important global as-
pects of constructional meaning. Firstly, it es-
tablishes a formal parallel between catenae 
with analogous functions (cf. the left-hand col-
umn in Table 1). Secondly, the VM + auxiliary 
pattern of neutral declarative clauses allows for 
a salient and regular way of coding sentence 
type distinctions (cf. the three rows in the ta-
ble). It seems likely that other “meaningless” 
dependencies such as Hudson’s “extractee” 
and the subject of English weather verbs (cf. 
footnote 12) may receive a similar motivation. 

5 Conclusions 

In this paper, I made the case for a projective 
DG analysis of the Hungarian auxiliary con-
struction. In 2, evidence was presented that in 
VM + auxiliary + infinitive patterns, there were 
syntactic links both between the VM and the 
infinitive and between the VM and the aux-
iliary. In addition, it was argued that the three 
elements formed a grammatical unit. In 3, four 
analyses were compared, with the result that 
only the DG account based on rising and cate-
nae conformed to all of the above observa-
tions. Finally, section 4 highlighted aspects of 
constructional meaning and analogy as moti-
vating factors for the form of the construction. 
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Abstract

This  paper  is  focused  on  description  of  hy­
potactic constructions (constructions with sub­
ordinating  conjunctions)  with “elaborative” 
meanings. In  dependency­based linguistic lit­
erature, they are referred to as  hypotactic co­
ordinations or also (a subset of)  false depen­
dent clauses. The analysis makes use of syn­
tax­ and discourse­annotated corpora of Czech 
and  English  and  thus  offers  an  empirically 
grounded contrastive study of the phenomena.

1 Motivation and Background

One of the basic means of expressing syntactic 
dependency  are  subordinating  conjunctions 
(henceforth subordinators). They also signal the 
semantic type of the dependency relation, i.e. the 
semantic relation holding between the dependent 
and  the  governing  clause.  Some  of  them have 
several semantic interpretations. In this paper, we 
describe those uses of subordinators that operate 
between two syntactically dependent but seman­
tically independent contents. In other words, the 
clause they introduce is formally dependent, but 
semantically it expresses an elaborative (coordi­
nating, restating, etc.) meaning. For the purposes 
of this paper, we call them hypotactic coordina­
tions (see Panevová 2012).1 

The  analysis  is  anchored  in  the  theoretical 
framework of Prague School of structuralism and 
its extension – functional generative description 
(FGD, Sgall et al. 1986). It was carried out on 50 
thousand Czech sentences from the Prague Dis­
course  Treebank,  and  on  a  similar  amount  of 
English data from the Wall Street Journal – Penn 
Discourse Treebank.

In linguistic theories of dependency, there are 
several  ways  of  understanding  the  relation  be­

1 Primarily, the term hypotactic coordination was 
used on the level of a simple clause description, 
for constructions such as “mum with dad”.

tween formal and semantic principles of a sen­
tence  composition.  Czech  linguistic  tradition 
usually distinguishes hypotaxis and parataxis as 
two basic formal principles of combining clauses 
to create a compound sentence. In majority, the 
linguistic community agrees that  hypotaxis cor­
responds mostly to the semantic relation of  de­
termination (one  clause  semantically  comple­
ments  or  enriches  the  other,  building  together 
one content),  and  parataxis corresponds to the 
semantic  principle of  coordination (connecting 
two semantically autonomous contents – the sec­
ond  clause  adds  some  new information  to  the 
first clause) (Hrbáček 2000). There are, however, 
discrepancies  between  these  forms  and  their 
functions. 

Such a phenomenon (correspondence between 
hypotaxis–determination,  parataxis–coordination 
and also their discrepancies) was described ear­
lier in structuralist works (Karcevskij 1929) and 
later in FGD for morphological and also syntacti­
cal level of linguistic analysis as asymmetric du­
alism of  forms  and functions  (Panevová  1980, 
2012). The phenomenon is depicted in Figure 1. 
The  solid  arrows  symbolize  the  most  common 
relations between the form and the meaning, the 
dashed arrows stand for other relations, i.e. coor­
dination realized in the hypotactic form and de­
termination realized in the paratactic form. 

meaning: coordination determination
          

      form:    parataxis    hypotaxis

Figure 1: A schema of the asymmetric dualism be­
tween formal and semantic relations (Panevová 2012)

In the annotation of discourse structure, the ac­
count  of  semantic  types2 of  relations  between 
discourse units deliberately disregards the notion 

2 e.g. temporality, causality, contrast
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of syntactic parataxis/hypotaxis, in order to liber­
ate the perception of discourse structure from the 
sentential syntax.

In this paper, we look back from the discourse 
structure to the sentential syntax. From this point 
of  view,  for  one  discourse­semantic  (or  cogni­
tive)  type  (e.g. causality),  there are several lan­
guage means (forms) of expression (e.g. hypotac­
tic  and  paratactic  constructions  on  the  in­
ter­clausal level).

On the general level, we are interested in the 
question how discourse semantics is realized for­
mally in the sentence, our specific question is to 
what degree the correspondence hypotaxis–deter­
mination and parataxis–coordination on the sen­
tence level analysis holds also for the discourse 
level analysis. In other words, we want to see if 
e.g. causality,  a basic semantic concept of con­
necting propositions in discourse, is a matter of 
hypotactic constructions or if it is rather a matter 
of parataxis. Jínová et al. (2011) offered an over­
view of intra­ and inter­sentential distributions of 
discourse relations in the Prague Discourse Tree­
bank. Here, we are interested in hypotactic/parat­

actic distributions of discourse relations3 in order 
to  either  confirm  or  disprove  that  tendencies 
holding for the principles of sentence composi­
tion hold also for discourse composition.

In the study presented in this paper we focus 
on one part of the problem stated above – subor­
dinators with elaborative meaning.  The annota­
tion of explicit4 discourse connectives (with sub­
ordinators being a subset of them) and their dis­
course functions revealed some discrepancies in 
the  perception  of  the  sentence  and  discourse 
meanings.  Subordinating  connectives  in  con­
structions  which  we  call  hypotactic  coordina­
tions became one of the most visible differences 
between the sentence and discourse analysis  in 
the Prague approach.

Only thanks to the more cognitive­based5 dis­
course  annotation against the background of the 
dependency­based  syntactical  tagging  of  the 
same data,  we were first  able to identify these 
constructions  and  study  them  empirically.  As 
constructions  with  subordinating  conjunctions, 

3 those realized within a compound sentence
4 present on the surface
5  or content­based, according to Panevová (2010)
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they are tagged – accordingly to their  form on 
the level of language meaning – as constructions 
with  dependent  clauses6.  As  discourse  connec­
tives,  these  subordinators  are  tagged  in  accor­
dance with the elaborative meaning they express 
(the level of cognitive content), see Example (1) 
and Figure 2. The tree diagram shows the syntac­
tic dependency of the clause introduced by když  
(when), and at the same time, the discourse tag 
“spec” for specification, which is a typical elabo­
rative category (the prototypical  temporal  read­
ing  is  considered  inappropriate  or  marginal  in 
this case).

(1) Další zajímavý výzkum provedla 
agentura NEOBLBA, když zkoumala sou­
vislost mezi barvou obrouček u brýlí 
a politickým přesvědčením.

Another interesting research was 
conducted by the NEOBLBA agency when 
it examined a connection between the 
color of glasses rims and political 
beliefs.

Apart from the analysis of Czech subordinators, 
we were also interested in another theoretical is­
sue, where the empirical data of the kind we had 
at our disposal could lead to other  findings: Do 
other languages demonstrate the same or similar 
examples of the described asymmetric dualism? 
We  were  able  to  look  into  this  issue on  dis­
course­ and syntax­annotated English data of the 
Penn Discourse Treebank.

The  paper  is  structured  as  follows:  in  Sec­
tion 2,  the  two  corpora  used  for  the  analysis 
(Prague  Discourse  Treebank 1.0 and Penn Dis­
course Treebank 2.0) are briefly introduced. Sec­
tion 3  presents  the  distribution  of  types  of  in­
tra­sentential discourse relations  (in total and in 
hypotactic  constructions)  in  the  Prague  Dis­
course Treebank. Sections 4 and 5 are devoted to 
the analyses of Czech and English subordinators 
in hypotactic coordinations, respectively, and we 
summarize  our findings in the concluding Sec­
tion 6.

2 Resources used (PDiT and PDTB)

Prague Discourse Treebank 1.07 (PDiT, Poláková 
et  al.  2012)  is  an  annotation  extension  of  the 
Prague Dependency Treebank 2.58 (PDT, Bejček 

6 For details on the annotation principles of the 
Prague Dependency Treebank, see Mikulová et al. 
(2005).

7 http://ufal.mff.cuni.cz/discourse/
8 http://ufal.mff.cuni.cz/pdt2.5/

et al. 2012).  PDiT consists of approx. 50 thou­
sand sentences of Czech newspaper texts manu­
ally annotated with discourse relations anchored 
by explicit (i.e. surface present) connectives. The 
annotation was carried out directly on the depen­
dency trees (of the tectogrammatical (or syntac­
tico­semantic)  layer  of  PDT,  see  Sgall  et  al. 
1986).

Penn Discourse Treebank 2.09 (PDTB, Prasad 
et al. 2008) is a manually annotated treebank of 
English  texts  from the  Wall  Street  Journal,  its 
size is comparable to the PDiT (again, approx. 50 
thousand  sentences).  The  annotation  comprises 
both explicit and implicit discourse relations. In 
comparison with the Prague approach, the anno­
tation was carried out on raw texts and only then 
mapped onto the syntactic trees.

Let us emphasize that all numbers and exam­
ples  from  PDiT  that  we  present  in  this  paper 
have been measured on and taken from the train­
ing and  development test parts of the data (9/10 
of the treebank, approx. 44 thousand sentences). 
The evaluation test part of the data thus remains 
unobserved.

3 Discourse  relations  and  hypotactic 
structures in PDiT

In order to examine how discourse level analysis 
is related to the principles of sentence composi­
tion, all realizations of discourse relations within 
one  (compound)  sentence  were  measured  over 
the data of PDiT. Then, as our interest here lies 
in  subordinators,  the  percentage of  subordinate 
structures among all intra­sentential realizations 
was measured.

Distribution  of  individual  types  of  discourse 
relations10 for subordinate structures is given in 
Table 1. It displays the total number of intra­sen­
tential realizations for each semantic type of dis­
course relation and the percentage of subordinate 
structures for each type of relation.  The remain­
ing fraction consists of predominantly paratactic 
forms and a small  number of parenthetical  and 
other marginal structures.  On the basis of these 
data, the following observations can be made. 

First,  all  discourse  intra­sentential  relations 
whose syntactic parallels are treated by in Czech 
linguistic tradition as cases of determination (or 
content­dependency)  –  i.e.  purpose,  condi­
tion – result of the condition, synchrony, conces­

9 http://www.seas.upenn.edu/~pdtb/
10 Because of their nature, we exclude pragmatic re­

lations from the analysis. They represent other 
types of discourse meanings. 
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sion,  precedence – succession and  reason – re­
sult (Hrbáček 2000, Daneš et al. 1987) are real­
ized in PDiT as subordinate structures in 50% of 
cases or more. The least distinctive is this result 
for the relation of  reason – result, the most dis­
tinctive for the relation of purpose (purpose was 
only realized in the hypotactic structure).

type of discourse re­
lation

number of
occurrences

within one sen­
tence in PDiT11

hypotactic 
structures 

(in %)

purpose 372 100

condition – result of  
the condition

1,171 99

synchrony 140 84

concession 561 82

precedence – suc­
cession

495 68

confrontation 312 55

reason – result 1,428 51

explication 89 26

restrictive opposi­
tion

87 15

specification 453 13

exemplification 22 5

correction 300 4

opposition 1,235 4

conjunction 5,389 1

gradation 196 0.5

conjunctive alterna­
tive

62 0

disjunctive alterna­
tive

234 0

equivalence 38 0

generalization 8 0

Table 1: Intra­sentential discourse relations in PDiT

Second, with the exception of confrontation (see 
below in this section), all relations whose syntac­
tic parallels are treated as cases of coordination 
(or content parallelism) are realized as hypotactic 
structures much less often than the first  group. 
For four types of relations (disjunctive and con­
junctive alternative, equivalence and generaliza­

11 Please note again that all numbers related to PDiT 
refer to the training and development test parts of 
the data (9/10 of the treebank, 43,955 sentences).

tion),  no  hypotactic  realization  was  found  in 
PDiT.

These  findings  corroborate  the  hypothesis 
about a symmetrical relation between hypotaxis 
and determination on one side, and parataxis and 
coordination on the other. Of course, with the ex­
ception  of  purpose,  all  discourse  types  whose 
syntactic parallel is treated as determination have 
also paratactic realizations documented in PDiT 
(for reason – result, they represent almost a half 
of the occurrences) and the majority of discourse 
types whose syntactic parallel is treated as con­
tent  parallelism (coordination) was documented 
also  as  a  hypotactic  form.  These  hypotactic 
forms are, however, in sum much less frequent 
than  paratactic  forms  of  relations  in  the  first 
group, and thus they represent a linguistically in­
teresting  phenomenon  that  has  not  been  de­
scribed yet on the basis of a larger corpus mate­
rial. Therefore, in Section 4, we introduce a de­
tailed  analysis  of  types  of  these  structures  ac­
cording to  their  formal  characteristics.  We call 
them hypotactic coordinations further on.

Before we proceed  further,  two types  of  the 
PDiT discourse  relations,  namely  confrontation 
and explication,  require a special comment. The 
syntactic parallel of confrontation is treated as a 
type of semantic coordination (Daneš et al. 1987, 
p. 462) – two  pieces of  content are put side by 
side  and  compared  (see  Example  (8)).  On  the 
other hand, comprehensive description of Czech 
syntax  distinguishes  paratactic  and  hypotactic 
means of its realization (ibid.) and thus reflect its 
special  status  among  coordinations.  Our  data 
confirms this status – the relation of  confronta­
tion is  in  55 % of  cases  realized  in  hypotactic 
structures. 

The second PDiT relation that deserves a spe­
cial comment is explication – it is not a basic re­
lation in grammatical descriptions of the Czech 
syntax, it was newly introduced for the discourse 
level analysis of PDiT. From the semantic point 
of view, it has a mixed nature between determi­
nation (an explanation of the content of one text 
unit is given in the second text unit) and content 
parallelism  (these  contents  are  somehow 
similar).12 Because of this mixed nature, we ex­

12 Cf. for example the context (A), where the depen­
dent clause expresses an explanation of the fact of 
a late interest by saying what “late” means. 

(A) O studium svého syna jste se 
začal zajímat pozdě, protože ofi­
ciální termín přihlášek na střední 
školy a učňovská zařízení vypršel 
s koncem února.
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clude  explication from further analysis.  Typical 
connectives for this relation in Czech are parat­
actic. Hypotactic realizations of this relation em­
ploy  the  same  connectives  as  reason – result 
(26 % of intra­sentential realizations in PDiT). 

4 Subordinators with elaborative mean­
ings in PDiT

According to their formal structure, we can dis­
tinguish  four  main  types  of  dependent  clauses 
expressing elaborative meanings.

4.1 Clauses  with  a  specific  unambiguous 
structure

First, there are certain hypotactic formal means 
in Czech that only express one particular coordi­
nation relation and no others. We call them spe­
cific  structures.  These hypotactic  structures  are 
not very frequent in our data and they were only 
documented for correction (11 occurrences, con­
nective místo (toho,) aby (instead of, lit.  instead 
of  that,  that))  and  conjunction (2  occurrences, 
connective  kromě toho, že (besides,  lit.  besides 
that,  that)).  These structures are exemplified in 
(2) and (3).

(2) Kromě toho, že je kompatibilní 
s MS­DOS, podporuje řadu programů 
pro postižené osoby. 

Besides being compatible with MS­
DOS, it supports a variety of pro­
grams for disabled people.

(Lit: Besides that, that it is com­
patible with MS­DOS...)

(3) Místo aby clo od poslanců 
vymáhali, říkali jim "jen jeďte, jen 
jeďte".

Instead of exacting the customs from 
the members of parliament, they told 
them “just go, just go”.

(Lit: Instead that the customs from 
the­members­of­parliament they­ex­
acted, they­told them “just go, just 
go”.)

These examples suggest  that  the specific status 
of  these  hypotactic  coordinations is  connected 

You became interested in the 
studies of your son too late, 
because the official deadline for 
applications for high schools and 
secondary vocational schools has 
expired at the end of February. 

with the form of the subordinators – they are not 
regular conjunctions, they are composed of sev­
eral elements: a preposition, (optionally of) a rel­
ative pronoun, and a conjunction.

4.2 Relative clauses

Second, some relative clauses are known to have 
other functions than only to determine the noun 
phrase. Rather, they provide additional informa­
tion which can be expressed easily in a separate 
sentence (often they also express temporal suc­
cession of events).  There is a possibility to con­
sider these cases relevant for discourse analysis 
in our sense. In the Czech description of syntax, 
they  are  mostly  called  false  relative  clauses 
(Daneš et al. 1987, p. 533)13, in English they are 
viewed as non­restrictive relative clauses (Quirk 
et al. 1992). As far as we know, however, there 
are no clear criteria for distinguishing semanti­
cally autonomous contents from determined con­
tents  in  relative  clauses,  or,  in  our  view,  dis­
course­relevant cases from the other ones. Often 
it is impossible to say whether the relative clause 
only determines the noun phrase or continues the 
discourse.  For  the  PDiT annotation,  it  was de­
cided  that  only  those  cases  are  marked  where 
there is (apart from the relative pronoun/adverb) 
an  explicit  connective  present  in  the  relative 
clause. 

In PDiT data,  we were able to document  45 
cases of  opposition,  24 cases of  conjunction,  6 
cases of  restrictive  opposition,  2 cases of  con­
frontation and 1 case of correction expressed be­
tween a relative clause and its governing clause. 
Examples of such a realization of opposition and 
conjunction are given in (4) and (5).

(4) Chtěli jsme hrát nátlakový fot­
bal, který však ztroskotal na kval­
itní obraně Benešova. 

Lit: We wanted to play an aggressive 
football, which however failed on a 
high­quality defence of Benešov. 

(5) Kuvajťan byl rychlou záchrannou 
službou převezen do pražské 
Thomayerovy nemocnice, kde byl také 
operován.

The Kuwaiti was transported by the 
ambulance to the Prague Thomayer 
hospital, where he also underwent a 
surgery.

13 or improper relative clauses, in Czech nepravé 
věty vedlejší

132



4.3 Clauses  formally  equal  to regular  hy­
potactic structures

The third  group of  hypotactic  coordinations is 
represented by structures formally indistinguish­
able  from  regular  dependency  structures.  In 
Czech  linguistic  tradition, these types of depen­
dent clauses are also often called “false” (or “im­
proper”), as they formally signal dependency but 
semantically express an elaborative relation be­
tween  two  independent  propositions.  Table 2 
lists all types and number of occurrences of these 
structures that we were able to document in the 
PDiT data. 

Example (1)  from  the  introductory  section 
shows such a case of specification, which is for­
mally expressed as a construction with a depen­
dent temporal clause  and the subordinator  když 
(when), Example (6) below shows the same situ­
ation  for  confrontation,  which  is  formally  ex­
pressed as a construction with  a dependent con­
ditional clause and the subordinator jestliže (if).

(6) Jestliže v roce 1993 jich bylo 
8650, což je vytížení kapacity lázní 
asi na 65 až 70 procent, tak v 
letošním roce by jich mělo být již 
9745. 

If there were 8,650 of them in 1993, 
which represents the capacity 
utilization of the spa to about 65 
to 70 percent, then this year there 
should be already 9,745 of them.

relation

number of 
occur­

rences in 
PDiT

connectives

confrontation 9 2 ­li (if), 2 jestliže (if), 
3 když (when), 1 i když 
(although), 1 přestože 
(although)

conjunction 14 2 aby ((as) to), 11 když 
(when), 1 jestliže (if), 1 
zatímco (while)

correction 1 1 kdyby (if)

exemplification 1 1 například když (for 
example when)

opposition 3 1 zatímco (while), 2 i 
když (although)

restrictive op­
position

5 4 i když (although), 1 
když (when)

specification 57 57 když (when)

Table 2: “False” dependent clauses in PDiT

The findings in  Table 2 show that  these  struc­
tures are rather sparse. To illustrate how frequent 
the  hypotactic coordinations  are for each subor­
dinator from Table 2, we measured types of rela­
tions which were expressed by each of them in 
PDiT. The results are summarized in Table 3.

connective
occur­
rences

dominant type of re­
lation (in %)

hy­
potactic 
coordi­
nations 
(in %)

aby 390 purpose (94) 0.5

­li 272 condition (97) 1

když 499 condition (42), 
precedence – suc­
cession (21), syn­
chrony (16)

15

i když 166 concession (90) 4

jestliže 85 condition (92) 4

přestože 87 concession (98) 2

kdyby 155 condition (89), con­
cession (10)

1

zatímco
(regular  
use)

176 confrontation (90), 
synchrony (8)

92

Table 3: Subordinators in hypotactic coordinations in 
PDiT

Despite this rare use of subordinators in hypotac­
tic  coordinations,  there  is  one  subordinator  in 
Czech, namely zatímco (while), which is used in 
hypotactic  coordinations regularly  and  fre­
quently.  Zatímco in Czech either expresses tem­
poral synchronicity (7) or confrontation (8) and 
both these uses are perceived as regular, in the 
sense not “false” or “improper”. The confronta­
tional use, however, is treated as a semantic co­
ordination,  not  determination,  see  Section 3. 
Therefore we claim that the connective  zatímco 
in  the  confrontational  use  is  the  only  regular 
form of  expressing  the  asymmetric  dualism in 
Czech on the syntax­discourse  level of analysis. 
For comparison, it is added to Table 3 (the last 
row).

There  are  160  occurrences  of  confrontation 
with the connective zatímco (while) documented 
in the PDiT data. 

(7) [...] zatímco Sára ještě spí, 
zapřáhne osla.
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[…] while Sarah is still sleeping, 
he hithes up the donkey.

(8) Prezident Václav Havel se těší 
důvěře 75 procent občanů, zatímco 
důvěra v premiéra Václava Klause 
klesla na 54 procent. 

President Václav Havel enjoys the 
confidence of 75 percent of citi­
zens, while the confidence in the 
Prime Minister Václav Klaus declined 
to 54 percent. 

4.4 Connective s tím, že (along with)

One subordinator in Czech –  s tím, že (roughly 
along with or saying also that, lit. with that, that) 
– is semantically vague and can serve as a con­
nective for many relations (in PDiT data, there 
are eight different types of relation expressed by 
this connective). The type of the relation is infer­
able  only from the  context.  From the  point  of 
view  of  hypotactic  coordination in  PDiT,  it 
serves as a connective of conjunction in 14 cases 
and as a connective of  specification in 3  cases. 
Examples of these contexts are given in (9) and 
(10), respectively.

(9) Doplněný návrh by měl obsahovat 
dvě varianty řešení s tím, že se k 
němu správní rada Českých drah znovu 
sejde 3. března. 

The completed proposal should 
contain two variants of the solution 
and (lit. with that that) the Board 
of Czech Railways will reconvene to 
adress it again on the third of 
March. 

(10) K oběma vraždám se přiznal s 
tím, že chtěl získat skromný majetek 
důchodců a drobné peněžní částky.

He confessed to both murders saying 
that he wanted to get the modest 
possessions of the retirees and 
small amounts of money.

5 Subordinators with elaborative mean­
ings in PDTB

Thanks to Penn Discourse Treebank 2.0, we have 
at our disposal  English subordinators annotated 
for their discourse semantics (Prasad et al. 2008). 
Having left their prevalent uses out of this analy­
sis, we were able to draw (at least partial) paral­
lels between their “non­standard” uses in Czech 
and in English.

We translated into English the Czech subordi­
nators that took part in hypotactic coordinations 
(e.g. když = when; jestliže = if) and searched the 
PDTB  for  similar  patterns.  Even  though  such 
constructions may be language­specific, and, for 
English, they are scarcely documented in linguis­
tic  handbooks14,  some  correspondence  between 
Czech and English in our data  is evident, com­
pare Examples (11)–(13). 

Subordinator:  if,  PDTB  tag:  Comparison:Con­
trast

(11) If Mr. Wilbur's translation 
is a finely ground lens through 
which we see the pettiness and 
corruption of 17th­century Paris, 
Mr. Falls's production is a mirror 
in which we see ourselves.

Subordinator:  if,  PDTB  tag:  Comparison:Con­
trast:Juxtaposition

(12) If the political establish­
ment is reluctant to forgive sex­
ual misadventures, the private 
sector sometimes will.

Subordinator:  when, PDTB tag:  Temporal:Syn­
chrony/Expansion:Restatement:Specification

(13) In the same sentence he con­
tradicts himself when he reports 
that the government still retains 
40% of the total equity of the 
airline.

In these examples, the predominantly conditional 
if (11),  (12)  and  the  predominantly  temporal 
when (13)  express  elaborative  meanings  –  the 
same  ones  that  we  were  able  to  document  for 
Czech in  Section  3.3,  i.e.  in  Example (6)  con­
frontation, in Example (1) specification. 

A similar correspondence was documented for 
“false” relative clauses in English. Example (14) 
from PDTB shows a relative clause introduced 
by which that also contains a contrastive connec­
tive nonetheless. This co­occurrence in our view 
clearly signals the presence of a semantically au­
tonomous content in the dependent clause (e.g. a 
coordination of the two contents rather than a de­
termination) and so it corresponds to the Czech 
sentence in (4).

14 with the exception of some non­restrictive relative 
clauses with a coordinative meaning (Quirk et al. 
1992, p. 648), or “false” infinitives of purpose, 
such as: I awoke to find the room flooded by sun­
shine. (Dušková 1992, p. 562)
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(14) Gemina, which owns 13.26% of 
Nuovo Banco, abstained in the fi­
nal vote on Credit Agricole, which 
was nonetheless approved by a ma­
jority of shareholders. 

Similarly as in Czech, the only subordinators that 
regularly  signal  a  coordinative  meaning  are 
while  and whereas:  in terms of PDiT relations, 
they express confrontation. Of course, Czech za­
tímco and English  while cannot be mapped 1:1 
(e.g. the English  while regularly expresses also 
causality)  but for both languages they represent 
the most frequent subordinator with a coordina­
tive meaning.

Having found evidence for parallels in use of 
subordinators  in  hypotactic  coordinations in 
English and Czech, we are aware of the fact that 
the direction of analysis from Czech to English 
may have not  revealed  all  such relevant  struc­
tures in English. The existence of other types of 
hypotactic coordinations cannot be excluded and 
it  is  a  possible  topic  for  further  linguistic  re­
search. 

However,  in  spite  of  the  assumed  lan­
guage­specificity in  the  repertoire of connective 
means and their use, our findings on a relatively 
small  amount  of data and a restricted language 
domain  (financial  journal)  suggest that  when 
subordinators deviate from their usual functions, 
they tend to do it in the similar way in Czech and 
English.

6 Conclusion

In this paper, we surveyed structures where sub­
ordinators  convey  coordinative  meaning  (hy­
potactic  coordinations).  These structures  repre­
sent an irregular relation between formal and se­
mantic principles of sentence composition, since 
coordinative meanings are prototypically realized 
in paratactic structures. On the basis of PDiT and 
PDTB, we described this phenomenon for Czech 
and we have drawn some comparisons of their 
use in English. 

As the first step, the distribution of discourse 
relations  as  hypotactic  versus  paratactic  struc­
tures in PDiT was measured to see to what extent 
the hypothesis of correspondence determination 
– hypotaxis, coordination – parataxis is also ap­
plicable for discourse semantics. We found that 
with the exception of  confrontation, whose syn­
tactic (and sentence­level  semantic)  counterpart 
is treated as coordination and which appears in 
our  data  quite  regularly both  as  paratactic  and 
hypotactic  structures,  relations  whose  syntactic 

counterpart is treated as coordination are realized 
as hypotactic structures rather rarely.

Further, we analyzed four types of hypotactic  
coordinations in Czech according to the charac­
teristics of their respective subordinators. Some 
subordinators  (e.g.  kromě toho,  že (lit.  besides  
that  that))  are specific only for coordination,  a 
majority of them is used regularly for other rela­
tions than coordination (e.g. jestliže (if) is a regu­
lar  subordinator  for  condition,  some  uses  of  it 
however express confrontation) etc.

Finally,  subordinators  whose  “non­standard” 
meaning was documented for Czech (e.g. jestliže 
(if))  were translated and looked for also in the 
English  data.  Despite  of  the  assumed  lan­
guage­specificity  in  connective  functions,  we 
were able to document English examples corre­
sponding to the Czech structures. 

Our findings are of course limited by the size 
and type of the language resources available for 
such a comparative study. Nevertheless, it should 
be  highlighted  that  only  the  existence  of  such 
manually and specifically annotated corpora that 
gather linguistic information from different lev­
els of language description makes it possible for 
the first time to carry out such a linguistic analy­
sis.
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Abstract 

This paper shows how to introduce predica-
tive adjunction in a dependency grammar 
inspired from TAG, MTT and RG. The ad-
dition of predicative adjunction allows us to 
obtain a modular surface syntactic grammar, 
the derivation structures of which can be in-
terpreted as semantic representations. 

1 Introduction 

The dependency grammar we propose is in-
spired by TAG (Joshi 1987), MTT (Mel’čuk 
1988) and Relational Grammar (Perlmutter 
1980). Like TAG, we combine elementary tree 
structures in order to generate the surface syn-
tactic structures of sentences. Also like TAG, 
we want our derivation structures to be inter-
pretable as semantic structures (Rambow & 
Joshi 1994, Candito & Kahane 1998). Like 
MTT, our syntactic structures are dependency 
trees and our semantic structures are graphs of 
predicate-argument relations between the lexi-
cal and grammatical meanings of the sentence. 
Like RG, the syntactic structures are con-
structed by strata and a syntactic function can 
be revaluated. Such a formalism has actually 
already been fully established (see Nasr 1995, 
Kahane 2001, Kahane & Lareau 2005, and 
Lareau 2008). Kahane 2006 exlores the under-
lying formalism, which we call Polarized Uni-
fication Grammar (PUG), and shows that re-
writing systems (including CFG), TAG, HPSG 
or LFG can be strongly simulated by PUG. 

In this paper, we propose to write a PUG 
with rules (i.e. elementary structures) that are 
simple (from a mathematical point of view), 
but that cover rather complex linguistic phe-
nomena, like extraction and complex deter-
miners. The grammar makes extensive use of 
predicative adjunction, an operation borrowed 
from TAG for combining structures. Predica-
tive adjunction adjoins the syntactic governor 
to a node, which means that the syntactic gov-
ernor is the semantic modifier of its dependent 

(Shieber & Schabes 1994). As far as we know, 
the formalism we propose is the first genuine 
dependency grammar using predicative ad-
junction. With the help of predicative adjunc-
tion, elegant rules are possible that directly 
interpret the derivation structure as a semantic 
representation. 

2 The base formalism 

Polarized Unification Grammar (PUG) gener-
ates a set of finite structures by combining 
elementary structures. A structure is based on 
objects, for instance, on nodes and dependen-
cies in a dependency tree. Objects are linked to 
three kinds of elements: 1) other objects (like a 
dependency to its source and target nodes), 2) 
atomic values (labels or feature values), and 3) 
polarities. Polarities differ from atomic values 
in the way they combine. 

When two (elementary) structures combine, 
at least one object of a structure must be identi-
fied with an object of the other structure (like 
with TAG substitution, whereby the root of 
one tree is identified with a leaf of the other 
tree). When two objects are identified, all the 
elements linked to them must be combined: 
objects and values are identified (this is tradi-
tionally called unification in unification-based 
formalisms), while polarities combine by a 
special operation called the product on polari-
ties. We consider three polarities in this paper: 

□ = white = unsaturated; 
■ = black = saturated; 
■ = grey = invisible. 

Only the white polarity can combine with other 
polarities and white is the identity element of 
the product: 

· □ ■ ■ 
□ □ ■ ■ 
■ ■ ⊥ ⊥ 
■ ■ ⊥ ⊥ 

Polarities can be interpreted as follows. 
White objects are unsaturated: they absolutely 
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must combine with a non-white object. A final 
structure derived by the grammar must not 
contain any white object.  Black objects are the 
elements of the structure constructed by the 
grammar. Grey objects are introduced during 
the derivation but are “invisible” in the end.1  

Fig. 1 proposes five rules for our depend-
ency grammar. These rules are based on Nasr 
1995, with improvements proposed by Kahane 
& Lareau 2005. Lexemes are represented by 
nodes and labeled with small capitals (SLEEP, 
BOY…). Syntactic dependencies are repre-
sented by downward pointing arrows. A third 
kind of objects, represented by diamonds, cor-
respond to grammemes, that is, to what are 
more or less inflectional morphemes (Mel’čuk 
1988). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Sample rules and combination 

The rule RSLEEP indicates that the lexeme 
SLEEP needs a nominal subject and a mood 
(mood includes finiteness and its value can 
infinite as well as indicative). The subject de-
pendency and the lexeme (polarized in black) 
are built by the rule, while the noun and the 
mood (polarized in white) are requests. The 
rule Rindicative gives a verb the indicative mood 

                                                           
1 It is possible to write a powerful grammar using only 
black and white polarities. A grey object is in fact a 
saturated object that is invisible for the other modules of 
the grammar – for instance, the topological module en-
suring the linearization of the syntactic tree. Each de-
pendency thus bears a special polarity (called an interface 
polarity) indicating to the topological module whether it 
needs to be linearized or not (Kahane & Lareau 2005). 
From this point of view, a grey object in the present 
grammar is an object the interface polarity of which is 
saturated (Lareau 2008). Conversely a black object in the 
present grammar is visible, that is, it is an object the 
interface polarity of which is white and must be saturated 
by the topological module. 

and says that the indicative must combine with 
tense.2 The rule RBOY introduces the noun BOY 
and asks for definiteness and number for it. 
Note that the request for a grammeme of 
definiteness forces the noun to take a deter-
miner. The rule Rdefinite adjoins THE to a noun 
and gives it a clear value for definiteness. The 
rule RLITTLE adjoins LITTLE to a noun. These 
five rules can combine together, as suggested 
in Fig. 1 (cf. dashed arrows), yielding the de-
pendency tree in Fig. 2. The result of such a 
derivation is called a derived structure. 
 
 
 
 
 
 
 
 
 

Figure 2. A (non-final) derived structure 

Note that the tree in Fig. 2 is not saturated. It 
needs to combine with at least two more rules 
that introduce tense on SLEEP and number on 
BOY. We have also simplified the rule for the 
indicative mood: this mood not only asks for a 
tense, but for person and number agreement. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Our conventions3 

Fig. 3 makes our formal conventions more 
precise. A black node has black polarity. The 
                                                           
2 In a PUG, it is easy, by using a dedicated polarity, to 
ensure that the structure is a tree and to specify which 
node is the root (Kahane 2006). This point will not be 
developed here however. 
3 Worth is noting that our formalism is not unlike other 
unification-based formalisms such as HPSG. The schema 
in Fig. 3 can be easily interpreted as a (recursive) feature 
structure and a dependency grammar of the kind pre-
sented here can be implemented in an HPSG-like formal-
ism (Kahane 2009). Conversely, HPSG can be strongly 
simulated by PUG (Kahane 2006). 
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polarity is the value of a map we call pol. The 
lexeme name and the part of speech (pos) are 
atomic values. Grammemes are objects linked 
to the lexeme node by a map labeled by the 
name of the inflectional category (mood, 
tense…). These objects have their own polari-
ties and values in turn. When the rules RSLEEP 
and Rindicative are combined, two nodes are iden-
tified and the values of the maps pol, pos and 
mood common to both of them are unified. The 
values of the map mood and tense are objects, 
so they must be identified and their own maps 
unified and so on.4 

The structure showing the way of how the 
rules combine in a derivation is called a deri-
vation structure (see Vijay-Shanker 1992 for 
TAG). We consider three ways of combining 
rules. The first way is by substitution: RBOY 
substitutes in RSLEEP because RBOY saturates a 
leaf of RSLEEP’s structure. The second way is by 
adjunction: RLITTLE adjoins to RBOY because 
RLITTLE adds a dependency to a black node of 
RBOY’s structure.5 The third way is grammatical 
completion: Rdefinite completes RBOY by saturat-
ing a grammeme in RBOY’s structure. 
 
 
 
 
 
 
 

Figure 4. Derivation structure 

Fig. 4 shows the derivation structure associ-
ated with the derivation suggested in Fig.1 
giving the derived structure in Fig. 2. We 
adopt the following conventions: a substitution 
is represented by a downward arrow, an ad-
junction by an upward arrow, and an inflec-
tional completion by a horizontal arrow. With 
these conventions, the derivation structure can 

                                                           
4 We have slightly simplified Fig. 3. A map host from 
each grammeme to its lexeme is needed in order to en-
sure that the identification of two grammemes entails the 
identification of their host lexemes. 
5 This kind of adjunction is called sister adjunction by 
Rambow et al. 1995. Contrary to predicative adjunction, 
sister adjunction does not change the weak generative 
capacity of the formalism. One can note that the distinc-
tion between substitution and adjunction is small in PUG: 
in both cases, a black and a white node are identified. The 
only difference is the direction of the dependency, which 
is not really relevant in PUG (source and target are inter-
changeable from a graph-theoretical perspective). 

be interpreted as a graph of predicate-argument 
relations (as shown in Candito & Kahane 1998 
for TAG) and is the basis for a semantic repre-
sentation (see Mel’čuk 2012). Indeed, each 
arrow in the derivation structure can be inter-
preted as a semantic dependency that points 
from a predicate to one of its arguments. 

To conclude this section, it must be re-
marked that we focus on the syntax-semantics 
interface in this paper and we do not discuss 
word order. Gerdes & Kahane 2001 propose a 
formalism—topological grammar—for line-
arizing dependency trees, even for languages 
with non-projective constructions. It is possi-
ble to write a topological grammar in PUG and 
to combine it with the grammar presented here 
(see Kahane & Lareau 2005 for the combina-
tion of different modules in PUG). 

3 Dependency rules 

The first improvement to the base grammar 
that we propose is to separate the rules associ-
ated with the lexemes proper from the depend-
ency rules ensuring the realization of a given 
dependency (see the nodal vs. sagittal rules of 
Kahane & Mel’čuk 1999). We modify our 
previous rules as a consequence and add sepa-
rate rules for dependencies. See Fig. 5, which 
shows two rules the combination of which 
(LSLEEP ⊕ Dsubject) results in RSLEEP.6  
 
 
 
 
 
 
 
 

Figure 5. Lexical vs. dependency rules7 

The dependency rule Dsubject constrains the 
subject dependency to be saturated only if the 
verb has the indicative or subjunctive mood. If 
                                                           
6 We will use the following conventions to name our 
rules: L for rules instantiating a lexeme, D for a depend-
ency, G for a grammeme and S for structural rules that do 
not instantiate any object. R is an umbrella identifier used 
in Section 2, when lexical rules and dependency rules 
were not separated. 
7 In fact, a black dependency has to combine with a white 
one (if not, a second subject relation could be added to a 
verb). This can be easily solved by adding a second 
polarity: every black dependency will have a white addi-
tional polarity, while a white dependency will have a 
black one (see also positive and negative polarities in 
Kahane 2006). 
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(N) 

LSLEEP: Dsubject: 

subj 

(V) mood    ind/subj 
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the subject requirement is lexical (the subject 
is the first actant of the verb, cf. Tesnière 
1959), the subject realization is controlled by 
the mood (mood includes finiteness) (cf. the 
position of the subject under IP in X-bar syn-
tax). When the verb has another mood, like 
infinitive or participle, the subject requirement 
of LSLEEP is not realized by a dependency on 
SLEEP. For instance, with a progressive form 
(is sleeping), the subject is lifted to the auxil-
iary BE. The subject requirement of SLEEP 
unifies with a grey polarity (and becomes in-
visible for other modules) and is replaced by a 
subject dependency on BE. Fig. 6 shows the 
rule (Gprogressive) and the result of its combina-
tion with LSLEEP (LSLEEP ⊕ Gprogressive).8 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. Invisible dependency.9 

The fact that our formalism allows us to 
suppress a dependency and to replace it with 
another one is similar to what is proposed by 
RG. This leads us to consider deep and surface 
functions (Fillmore 1968). A surface function 
appears in a surface syntactic tree. A surface 
function must have been instantiated by a satu-
ration rule, like Dsubject for the subject function 
(Fig. 5). A deep function is the initial function 
received by a lexeme, which can have been 
instantiated into an identical surface function 
or which may have been made invisible and 
replaced by another function.  

Some deep functions will never be instanti-
ated as surface functions. This is the case with 
                                                           
8 A similar rule has been proposed by Kahane (2001), 
where a grey dependency is called a quasi-dependency. 
The idea to consider a quasi-dependency as a dependency 
with a saturated interface polarity occured later (Kahane 
& Lareau 2005) and is explained in Lareau 2008. 
9 We do not represent grey objects in derived structures 
in order to simplify the figures and to emphasize the fact 
they are invisible for further treatments. 

the to-obj of TALK, which must be marked by 
the preposition TO. Fig. 7 shows the rule for 
the lexeme TALK and the to-obj dependency, as 
well as their combination (LTALK ⊕ Dto-obj). The 
last schema in Fig. 7 is a part of the derivation 
structure of the sentence Aya talks to Bob; it 
shows that LBOB combines directly with LTALK, 
while Dto-obj is not interpreted as a lexical rule 
(TO is only a syntactic marker), but as a re-
valuation of the connection between two lexi-
cal rules. Such a rule is ignored when the deri-
vation is interpreted at the semantic level.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Governed preposition. 

We choose not to introduce TO in the ele-
mentary structure of TALK contrary to what is 
done in TAG or in previous versions of our 
dependency grammar (Kahane 2001). We want 
our grammar to be as modular as possible, 
separating everything that can be separated. 
The government markers must be separated 
from the lexemes that call them for at least two 
reasons: 

• they can be repeated in coordination: 
Aya talks to Bob and to Dave. 

• they can have an alternative realiza-
tion; for instance, in French, an indirect 
object is marked by the preposition À 
for a noun phrase, but by the dative 
case for a clitic pronoun (Fig. 8).10 In 
English, a complementizer can be real-
ized or not: Aya knew (that) Bob came. 

                                                           
10 The two constructions of PARLER ‘talk’ are: 
      (i) Aya parle à Bob  ‘Aya talks to Bob’ 
      (ii) Aya lui parle  ‘Aya talks to him’ 
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Figure 8. Indirect object in French 

Therefore, we want the government markers 
to be realized by separate rules, but, for seman-
tic reasons, we also want a predicative lexeme 
to combine directly with its arguments. We 
have solved these constraints thanks to the 
grey polarity and the invisible objects; as is 
shown in Fig. 7, the verb TALK has a direct 
connection with its semantic argument and it is 
only in the derived structure that the preposi-
tion appears between the verb and its argu-
ment. 

The case of adjectives is interesting. Adjec-
tives occur in two basic constructions. In the 
attributive construction they modify a noun 
(the red book) and in the predicative construc-
tion they form a verbal complex with the cop-
ula (the book is red). In both cases, ‘red’ is a 
semantic predicate and ‘book’ is its semantic 
argument. But some adjectives take an event as 
argument and this argument can be realized by 
a verb (reading this book is tough). Such ad-
jectives cannot modify their verbal argument, 
but the direct object of this argument can be 
promoted (so-called tough-movement) and 
become the syntactic governor of the adjective 
(a book tough to read). According to these 
facts, we cannot assume that the attributive 
construction is the base construction of every 
adjective, since this construction is impossible 
for adjectives taking a verbal argument. We 
thus propose that, in its base construction, the 
argument of the adjective has a special deep 
function we call subj’ (Fig. 9). This deep func-
tion does not exist as a surface function, but at 
least three constructions can apply to it: the 
attributive construction (Dsubj’), the predicative 
construction (Scopula) and the construction of 
tough-movement (Stough-mvt). Note that the at-

tributive construction can only apply if the 
argument is realized as a noun or after tough-
movement, which promotes a noun as subj’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Adjectival constructions 

The same deep function subj’ is used for the 
passive past participle, which can enter into a 
predicative construction (a book has been 
stolen) or an attributive construction (the book 
stolen by Bob). The passive construction 
marked by the past participle inflection can be 
derived from a verbal base form by a rule us-
ing grey polarities again (Fig.10). 
 
 
 
 
 
 

Figure 10. Passive voice 

Intermediate conclusion: Thanks to the grey 
polarities, which allow us to make an object 
invisible (for other modules) and to replace it 
with another configuration, we are able to 
separate the rules describing the various con-
structions associated with a lexeme from the 
rule describing the lexeme itself. In a lexical-
ized grammar like TAG, an elementary struc-
ture describes a lexeme with one of its con-
structions and the set of elementary structures 
associated to a given lexeme must be generated 
by another module (like a metagrammar in 
Candito 1996). An advantage of the approach 
presented here is that the rules associated with 
the lexemes and their constructions are in the 
same formalism. They can be precompiled to 
obtain a lexicalized grammar or they can be 
triggered on-line during text analysis or syn-
thesis. 
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We will now see how grey polarities can be 
used for modeling another way of combining 
lexemes: predicative adjunction. 

4 Complex determiners 

Numerous determiners are idiomatic construc-
tions like loads of in (1): 

(1) Aya read loads of books. 

Such a construction causes a mismatch be-
tween the syntactic and the semantic struc-
tures: loads is the syntactic head of the NP 
loads of books and thus the syntactic depend-
ent of read, but ‘book’ is its semantic head and 
the argument of ‘read’. As a consequence, we 
want the derived tree and the derivation struc-
ture of (1) to be as in Fig. 11 (besides Sinsertion, 
which is a technical rule introduced below). 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Derived tree 
and derivation structure for (1)11 

This problem can be solved by predicative 
adjunction, as in the standard analysis of com-
plex determiners in TAG (Shieber & Schabes 
1994). A predicative adjunction is an adjunc-
tion where the adjunct is inserted in the syntac-
tic governor position. This is making possible 
in our formalism by way of a special rule, Sin-

sertion, allowing the insertion of a node and a 
dependency between two other nodes (Fig.  
12). This rule can be compared to a rule like 
Dto-obj, which introduces a marker. But Sinsertion 
is a generic rule that can apply on any depend-
ency ($r is a variable) and does not replace it 
but only inserts a dependency [insert:+] be-

                                                           
11 We have simplified the derived tree by suppressing the 
attribute before the grammemes. 

hind. The formalism forces us to replace the $r 
dependency by a new one, but in fact we just 
want to “move” it to a new dependent. 

 
 
 
 
 
 
 
 

Figure 12. Predicative adjunction12 

The predicative adjunction is indicated by a 
downward arrow in the derivation structure, 
like a substitution (Fig.11). A purely structural 
rule like Sinsertion, which does not saturate any 
object, is represented by a dashed arrow. Note 
that LBOOK substitutes in LLOADS-OF like in a nor-
mal substitution. Consequently, LBOOK substi-
tutes in two rules (LREAD and LLOADS-OF), which is 
made possible by Sinsertion. It is important to 
note that it is BOOK and not LOAD that fulfill 
the object position of READ. Therefore deter-
miners that (predicatively) adjoin do not need 
to be nouns. In French there is a productive 
construction where the complex determiner is 
an adverb governing the noun (trop de N 
‘too_much of N’, moins de N ‘less of N’ …). It 
is also possible to treat simple determiners, 
including articles, as syntactic governors of the 
noun they determine (Abney 1987, Hudson 
2007). But even if in read a book the deter-
miner A becomes the governor of BOOK, it is 
the noun of the unit a book that will combine 
with READ and it is not really legitimate to 
consider a book as a DP.  

Note that the rule Sinsertion can be applied re-
cursively, as in more than half of all known 
species are insects; indeed half of predicatively 
adjoins to all known species and more than 
predicatively adjoins to half. 

5 Extraction 

We will focus on relative clauses and start with 
wh-relative clauses, that is, with relative 
clauses marked by a wh-word, like in (2): 

(2) (the guy) who I invited.  

A relative clause depends on a noun (here 
guy), which is the antecedent of a wh-word 
(here who). Each wh-word will have its own 
                                                           
12 Again the preposition (of in loads of books) is added by 
a separated rule. 
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rule: the rule SWHO attaches the wh-word WHO 
to a noun bearing the feature +human (Fig. 
13). The rule Dwh-rel allows predicative adjunc-
tion on a wh-word.13 The rule Drel instantiates 
the dependency between the antecedent noun 
and the relative clause and forces the head of 
the relative clause to be a finite verb in the 
indicative or subjunctive mood (Fig. 14). 
 
 
 
 
 
 
 
 
 

Figure 13. Rules for wh-relatives 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14. Derivation structure 
and derived tree for (2) 

Tesnière 1959 argues that the wh-word oc-
cupies two positions in the dependency struc-
ture: it is both a complementizer (thus being 
the syntactic head of the relative clause) and a 
pronoun (filling the “extracted” position) (see 
additional arguments in Kahane 2002). Even 
though the wh-word occupies only the pro-
nominal position in the derived tree in our 
account, the wh-word directly attaches to the 
antecedent noun (see SWHO in Fig. 13 and in the 
derivation structures of Fig. 14 and 16) and 
thus carries out a complementizer role. It is 
even possible to not make invisible the wh-rel 
dependency between the antecedent noun and 
the wh-word and to obtain a dependency struc-
ture similar to Tesnière’s stemma for extrac-
tion. 
                                                           
13 We could have proposed a rule directly combining 
SWHO and Dwh-rel, as it was done in previous works (Ka-
hane 2001). 

It has been well established since Ross 1967 
that the string of dependencies between the 
antecedent noun and the “extracted” position 
(that is, the position filled by the wh-word) is 
potentially unbounded but nevertheless very 
constrained. In (3), the verb THINK has been 
added in the relative clause and has become 
the syntactic head of the clause. 

(3) (the guy) who you think I invited.  

Such a verb is called a bridge verb. We intro-
duce a new rule, Sunbounded, allowing the predi-
cative adjunction of a bridge verb (Fig. 15). 
Note that only syntactic dependencies labeled 
[bridge:+] can be inserted behind a depend-
ency labeled [unbd:+]. This is comparable to 
the LFG’s functional uncertainty (Kaplan & 
Zaenen 1989), where the constraints on extrac-
tion are also controlled at the syntactic func-
tion level. 
 
 
 
 
 
 
 
 

Figure 15. Rules for bridge verbs 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 16. Derivation structure 
and derived tree for (3) 

In the derivation of (3), who adjoins on GUY 
and substitutes into the object position of 
INVITE (Fig. 16). The latter is then inserted 
between WHO and GUY thanks to Swh-rel, which 
introduces a rel(ative) dependency. In the same 
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way, INVITE substitutes in the object position 
of THINK. As the object dependency bears a 
feature [bridge:+], the rule Sunbounded can apply 
and insert THINK between GUY and INVITE, 
replacing the rel relation by a new one. This 
can be done recursively. At the end, the rel 
dependency is instantiated by Drel. 

Our analysis of wh-relative clauses is simi-
lar to the TAG analysis, where the bridge verbs 
predicatively adjoin (Kroch & Joshi 1986). It 
can also be compared to the analysis in other 
frameworks, in particular to LFG with the 
functional uncertainty, to the generative gram-
mar with Move α, or to HPSG with the slash 
feature. Contrary to the Move α or slash analy-
ses, it is not the wh-word that is moved, but the 
bridge verbs that are inserted, like in the func-
tional uncertainty. Moreover, it is not the verb 
THINK that is a bridge, but only its object 
dependency, like in LFG again (Kaplan & 
Zaenen 1989). Nevertheless, Sunbounded is a rule 
that moves the rel dependency from INVITE to 
THINK, which can be seen as movement of the 
complementizer role of the wh-word. 

We will now contrast wh-relatives with that-
relative clauses, like (4): 

(4) (the guy) that you think I invited. 

It has often been argued that that-relatives are 
syntactically different from wh-relatives, be-
cause 1) THAT also marks complement clauses 
(you think that I invited this guy), 2) it does not 
accept pied-piping (the guy to whom I speak 
vs. *the guy to that I speak), 3) that-clauses 
alternate with unmarked clauses (the guy you 
think I invited), and 4), contrarily to wh-words, 
THAT does not have a “human” feature. Con-
sequently, THAT is not analyzed as a pronoun 
like wh-words, but only as a complementizer, 
which marks the subordination of a finite 
clause. We thus necessitate different extraction 
rules for that-relatives, where the antecedent 
noun directly fills the “extracted” position: 
Dobj-extraction and Dsubj-extraction (Fig. 17). Subject 
and object extraction are differentiated because 
1) only the object extraction really accepts the 
predicative adjunction of bridge verbs (?*the 
guy that you think that invited me), and 2) only 
the object extraction can be unmarked (He is 
the guy *(that) invited me). Consequently, only 
Dobj-extraction can combine with Sunbounded and      
Dunmarked-relative. 

With this new set of rules we obtain a dif-
ferent syntactic structure (Fig. 18): THAT is the 

syntactic head of the relative clause and con-
trarily to WHO, THAT does not fill the “ex-
tracted” position and does not combine with 
INVITE in (4). THAT only intervenes to mark 
the subordination of the relative clause. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 17. Rules for that-relatives 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 18. Derivation structure 
and derived tree for (4) 

The case of French confirms the relevance 
of the distinction between wh-relatives and 
that-relatives. French has a +human wh-word 
QUI, comparable to WHO, but which can only 
be used after a preposition (la fille à qui je 
parle ‘the girl to whom I talk’). In case of ob-
ject extraction, the relative clause is marked by 

THAT 
     (C) 

obj- 

comp 
 

rel 

Dthat-relative: 

obj-/subj- 

Dunmarked-relative: 

rel 

(V)    ind/subj 
 

Dobj-extraction: 

obj- [move:+] 

(N) 

Dsubj-extraction: 

subj 

(V) 

(N)  

obj 

subj- [move:-] 

(V) 

(V)    ind/subj 
 

det 

THE (D)  
 

rel 

GUY (N)    def    sg 
 

THINK (V)    ind    pres    2   sg 
 subj 

YOU (N)  
 

dobj 

subj 

I (N)  
 

INVITE (V)    ind    past    1   sg 
 

comp 

THAT (C)  
 

LTHINK 

LI 

LINVITE 
LYOU 

LGUY 

Dthat-clause 

Dobj-extr 

Sunbd 

144



QUE, which can be compared to THAT (le livre 
que je lisais ‘the book that I read’); in particu-
lar, QUE is also the marker of complement 
clauses (tu penses que j’ai invité ce gars ‘you 
think that I invited this guy’) and no pied-
piping is possible with QUE. Subject extraction 
is marked by a QUI form, different from the 
other QUI, because this one is not +human (le 
livre qui est là ‘the book that is there’). Kayne 
1975 argues that QUE is always a pure com-
plementizer, even when it marks relative 
clauses. His main argument is the so-called 
qui-que alternation: 

(5) (la fille) que je pense qui m’a invité 
the girl  that I think    that invited me 
‘the girl that I think invited me’ 

In (5), the subject of the complement clause is 
extracted, but, contrarily to what might have 
been expected, the marker of the relative 
clause is QUE (la fille que …) and moreover 
the marker of the complement clause is QUI (je 
pense qui …). As a consequence, we can con-
clude that QUE and QUI are not exactly the 
subject and object relative markers and that 
they are not selected according to the “ex-
tracted” position they fill. We propose rather 
that these markers are selected according to the 
verb they complementize: QUI complementizes 
a verb without a realized subject, while QUE 
must complementize a verb with a subject. 
Such a solution can only be implemented in 
our formalism if QUI and QUE are treated as 
markers and connected to the verb they com-
plementize in the syntactic tree (which is not 
the case for WHO in our analysis). Conse-
quently, we propose subject and object extrac-
tion rules for French similar to the rules for 
English (of Fig. 17), but we add a ±subject 
feature on the subordinated verb indicating 
whether its subject has been extracted or not 
(Dsubj-extraction in Fig. 19). The QUI marker can 
only mark a relative clause if the main verb of 
the clause is [subj:-] (Dqui-relative in Fig. 19). 

The rule for relatives marked by QUE is 
similar (Dque-relative in Fig. 20); the only differ-
ence is that the verb must have its subject and 
be marked [subj:+]. The rules for QUI and QUE 
could be merged assuming that qui and que are 
two forms of a same lexeme with an opposi-
tion of case (nominative for qui and oblique 
for que) (Kahane 2002). Moreover the two 
rules for QUE (Dque-relative and Dque-complement in 
Fig. 20) are almost identical: only the syntactic 
functions involved change. This corroborates 

Kayne’s hypothesis that all these complemen-
tizers are one and the same. 

 
 
 
 
 
 
 
 
 

Figure 19. Rules for qui-relatives 

 
 
 
 
 
 
 
 

Figure 20. Rules for que-clauses 

6 Conclusion 

We have presented a dependency grammar 
that constructs syntactic dependency trees like 
any other dependency grammar. But this 
grammar accomplishes more than others. First, 
it takes into account the syntax-semantics in-
terface: the derivation structure can be inter-
preted as a graph of predicate-argument rela-
tions, that is, as the skeleton of a semantic 
representation (in the sense of Mel’čuk 1988, 
2012). Second, this grammar accomodates the 
syntax-text interface, that is, linearization and 
morphology. Even though the linearization 
rules are not presented here (see Kahane & 
Lareau 2005 or Gerdes 2004 for linearization 
rules in PUG), it could be shown that the de-
rived structure contains all the surface syntac-
tic dependencies necessary to calculate the 
linear order (Gerdes & Kahane 2001). 

In other respects, the grammar presented 
here is very modular. Grammatical construc-
tions have their own independent rules, sepa-
rated from the lexical rules, which describe 
only the base construction of lexemes. From 
this point a view, this grammar enters in the 
paradigm of construction grammars (CxGs) 
and can even be seen as a formalization of the 
Relational Grammar (Perlmutter 1980). 

Our formalism makes a big use of the in-
visible polarity and the predicative adjunction. 
Formally, the derived structure is a graph with 
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a tree skeleton, which is the visible part of the 
derived structure (the objects polarized in 
black). The fact that we constantly maintain a 
tree skeleton during the derivation process is 
probably an important property from a compu-
tational point of view, but this has not been 
investigated further and the formalism has not 
been implemented. 
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Abstract

Light verb constructions (LVCs) pose a se-
rious challenge for both theoretical and ap-
plied linguistics as their syntactic struc-
tures are not solely determined by verbs
alone but also by predicative nouns. In this
contribution, we introduce an initial step to
a new formal lexicographic representation
of LVCs for the valency lexicon of Czech
verbs, VALLEX.

The main idea underlying our representa-
tion is to decompose the information on an
LVC between (i) the verbal valency frame
and (ii) the nominal valency frame. Both
deep and surface syntactic structures of
LVCs can be easily derived from the in-
formation given in the verbal and nomi-
nal frames by application of formal rules
as they are introduced in this contribution.

1 Introduction

Light verb constructions (LVCs) represent a type
of complex predicate where two syntactic ele-
ments serve as a single predicate – for exam-
ple, in Czech, light verbs combine with predica-
tive nouns, ex. (1), adjectives, ex. (2), or adverbs,
ex. (3) (LVCs are typed in bold). These combi-
nations are characterized by ambivalent relations:
from a syntactic point of view, a light verb is the
governing component of the collocation; however,
from a semantic point of view, it is the predicative
noun that represents the governing component.

(1) Petr zı́skal souhlas od svého nadřı́zeného
ke změně právnı́ho zástupce firmy.
Eng. Peter won approval from his boss to
change the legal representative of the com-
pany.

(2) Jan je podobný svému otci.
Eng. John is like his father.

(3) Výpověd’ klı́čového svědka by mohla vnést
do přı́padu jasno.
Eng. Key witness testimony could shed
light on the case.

Considering the wide range of issues, this study
is limited to Czech LVCs based on the collocations
of a light verb and a predicative noun, see ex. (1).

Despite being subject to many analyses, see esp.
(Butt, 2010), a clear-cut definition of LVCs is still
missing. In this paper, we follow both semantic
and syntactic criteria for distinguishing LVCs. (i)
The semantic operational criterion is based on the
observation that a predicative noun (a predicative
adjective or a predicative adverb) – as a semantic
governing element – stands for the entire colloca-
tion of the predicative noun and a light verb; i.e, a
predicative noun shows the same semantic distri-
bution as the entire collocation. (ii) According to
the syntactic criterion, some valency complemen-
tations of a light verb and a predicative noun have
to be referentially identical, see esp. (Radimský,
2010) and (Kolářová, 2010).

Like other types of multiword expressions,
LVCs pose a serious challenge for both theoreti-
cal and applied linguistics (Sag et al., 2002). As
they require special treatment in NLP tasks, esp.
in machine translation, their automatic recognition
would bring a substantial benefit. Developing au-
tomatic recognition tools can be greatly assisted
by lexical resources providing formal description
of LVCs, see e.g. PropBank (Hwang et al., 2010),
and WordNet (Vincze et al., 2012).

In this paper, we propose a formal represen-
tation of LVCs in the valency lexicon of Czech
verbs, VALLEX.1 The VALLEX lexicon is a col-
lection of rich linguistically annotated data result-
ing from an attempt at a formal description of
the valency behavior of Czech verbs. It provides
the information on the valency structure of Czech

1http://ufal.mff.cuni.cz/vallex
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verbs in the form of valency frames, each valency
frame corresponding to a single verbal lexical unit.
For the description of valency, the valency theory
formulated within the Functional Generative De-
scription (FGD) – a dependency based framework
– has been adopted (Sgall et al., 1986). Valency
in FGD is related to the tectogrammatical layer
– to a layer of linguistically structured meaning
(roughly speaking, to a deep-syntactic layer). Five
types of verbal actants – labeled by functors AC-
Tor (ACT), PATient (PAT), ADDRessee (ADDR),
ORIGin (ORIG), and EFFect (EFF) – have been
determined. The first two – ACT and PAT – are
distinguished on the syntactic basis. In assigning
the remaining three actants – ADDR, ORIG and
EFF – semantic criteria are taken into account as
well, see esp. (Panevová, 1994).

The issue of LVCs (as well as other types of
complex predicates) has remained underdeveloped
in VALLLEX so far. The main motivation of
this paper is to propose an adequate representa-
tion of this phenomenon in order to fill such se-
rious gap in the description of valency behav-
ior of Czech verbs. When designing an LVCs
representation for VALLEX, we draw inspiration
esp. from the Explanatory Combinatorial Dictio-
nary of the Contemporary Russian Language elab-
orated within the Meaning-Text Theory, in which
a strong emphasis is put on the systematic descrip-
tion of combinatorial potentials of lexical units,
see (Mel’čuk and Žolkovskij, 1984). For the de-
scription of LVCs, several lexical functions – al-
lowing to identify verbonominal collocations – are
used, see (Mel’čuk, 1996).

We have carried out a detailed analysis of se-
mantic and deep syntactic aspects (Section 2) as
well as surface syntactic aspects (Section 3) of
the given constructions. The analysis of the LVCs
based on the combination of light verbs with pred-
icative nouns can be conducted either (i) from
the perspective of a light verb (Gross, 1981), or
(ii) from the perspective of a predicative noun
(Mel’čuk, 1996). Each of these analyses poses
different challenging problems. Moreover, they
can lead to more or less different interpretations
of forming complex syntactic structure of LVCs.

The representation of LVC proposed in this arti-
cle combines these two perspectives: (i) From the
semantic point of view, it is a predicative noun that
provides the LVC with its semantic participants;
thus semantic aspects of LVCs are described from

the perspective of a predicative noun here. (ii) On
the other hand, deep syntactic aspects are de-
scribed from the perspective of a (light) verb as it
is a verb that provides its valency potential for se-
mantic participants (evoked by the noun) and thus
determines a core syntactic structure of a sentence.

The results of this analysis have been re-
flected in the representation of Czech LVCs in the
VALLEX lexicon (Section 4). The proposed rep-
resentation decomposes the information on LVCs
between verbal and nominal lexicon entries, which
are interlinked by a special attribute -lvc. More-
over, a special attribute -map attached to the ver-
bal frame provides the information on the link-
ing between verbal and nominal valency comple-
mentations referring to the same entities in LVCs.
Based on this linking, deep and surface syntactic
structure of LVCs can be derived by application of
formal rules, which capture ‘patterns’ common to
individual types of LVCs.

2 Semantic and (Deep) Syntactic Aspects

In this section, semantic and (deep) syntactic as-
pects of Czech LVCs are described in detail. When
describing LVCs, it shows fruitful to distinguish:

(i) semantic participants involved in the situa-
tion expressed by a given LVC (related to
semantic content),2 roughly corresponding
to semantic actants in MTT, see (Mel’čuk,
2004a; Mel’čuk, 2004b),

(ii) valency complementations (related to the
deep syntactic layer), and

(iii) surface syntactic positions (related to the sur-
face syntactic layer).

Here the relation between semantic participants
(Subsection 2.1) and valency complementations in
LVCs is discussed (Subsection 2.2).

2.1 Semantic Participants
Verbonominal collocations forming LVCs repre-
sent a type of complex predicates where two syn-
tactic elements – a light verb and a predicative
noun – serve as a single predicate. In contrast to
a single predicating verb, in LVCs, semantic fea-
tures are decomposed between a light verb and a
predicative noun.

2Generally, whereas the inventory of units of syntactic
layers have been well elaborated, the inventory of seman-
tic participants has not been satisfactorily compiled so far in
FGD. Here we have adopted semantic roles used in FrameNet
for the description of semantic participants.
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As to the distribution of semantic properties, a
light verb appears to be a semantically incomplete
element expressing only general semantic prop-
erties (esp. aspectual nuances). To be semanti-
cally complete, it enters into the combination with
a predicative noun which contributes individual
lexical-semantic properties into the resulting com-
plex predicate (Macháčková, 1979).

The following examples make evident that it
is the noun (not the light verb) that determines
the number of semantic participants (indicated by
their semantic labels) expressed in LVCs, ex. (4)–
(5), and their semantic features, ex. (6)–(7).

(4) PolicistaSpeaker podal hlášenı́ o akciInform
svému veliteliRecip .
‘The officerSpeaker – handed – a re-
port – on the actionInfo – to his
commanderRecip .’
Eng. The officer reported on the action to
his commander.

(5) SportovecAgent podal v závodu velký
výkon.
‘The sportsmanAgent – handed – in the
race – a great performance.’
Eng. The sportsman gave a great perfor-
mance in the race.

(6) Tento počı́tač / člověkin/animate dělá
hodně práce.
Eng. This computer/manin/animate does
much work.

(7) Tento *počı́tač / člověkin/animate dělá
velkou kariéru.
Eng. This *computer / manin/animate

makes a great career. (Radimský, 2010)

For instance, the light verb obdržet ‘to receive’
is depleted of individual semantic properties – in-
cluding semantic participants, see ex. (9) – fore-
grounding only the abstract semantic facets (i.e.,
‘transferring’) of its full verb counterpart; the lat-
ter expresses ‘transferring a physical object from
an agent to a recipient’ characterized by three
semantic participants, namely ‘Recipient’ (abbr.
‘Recip’), ‘Agent’, and ‘Theme’, see ex. (8).

(8) VýherceRecip od násAgent obdržı́ drobný
dárekTheme .
Eng. ‘The winnerRecip will receive a small
giftTheme from usAgent .’

(9) VelitelRecip obdržel hlášenı́ od
policistySpeaker o akciInform .

Eng. The commanderRecip received
the report on the actionInform from the
officerSpeaker .

To be semantically complete, the light verb
combines with the predicative noun hlášenı́ ‘re-
port’ that denotes the situation of ‘conveying
a piece of information to a recipient by a
speaker’. This situation involves three participants
– ‘Speaker’, ‘Recip’, and ‘Information’ (abbr. ‘In-
form’). As a result, the situation expressed by
the collocation obdržet hlášenı́ ‘to receive report’
is the situation of reporting, characterized by the
semantic participants provided by the predicative
noun, see ex. (9).

2.2 Valency Complementations
From a (deep) syntactic point of view, both a pred-
icative noun and a light verb in an LVC preserve
their own valency potentials (represented in a form
of valency frames), i.e., they are characterized
each by own sets of valency complementations.
In case of predicative nouns, valency frames rep-
resent the usage of nouns in nominal structures.
In case of light verbs, we observe that in Czech
valency frames are prototypically identical with
the frames of their full verb counterparts. Thus
we assume that the valency frames of light verbs
are inherited from the valency frames of the re-
spective full verbs, see Subsection 2.3.2. As light
verbs – entering into combination with predica-
tive nouns – form multiword lexical units, their va-
lency frames describe some kind of ‘proto lexical
units’ (in contrast to valency frames of full verbs,
where valency frames correspond to lexical units).

For instance, both the verb obdržet ‘to receive’
and the noun hlášenı́ ‘report’ forming the LVC
obdržet hlášenı́ ‘to receive report’ are character-
ized by their own valency frames: (i) The valency
frame of the verb is inherited from the valency
frame of the full verb (10), see ex. (11). (ii) The
valency frame of the noun (12) represents the us-
age of the noun in a nominal structure, see ex. (13).

(10) obdržet ‘to receive’ . . . ACT PAT ORIG
The valency complementations of the full
verb are mapped onto the semantic partic-
ipants ‘Recip’, ‘Theme’, and ‘Agent’, re-
spectively; see ex. (11).

(11) VýherceACT :Recip od násORIG:Agent

obdržı́ drobný dárekPAT :Theme .
Eng. ‘The winnerACT :Recip will receive a
small giftPAT :Theme from usORIG:Agent .’
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(12) hlášenı́ ‘report’ . . . ACT ADDR PAT
The nominal valency complementations
are mapped onto the semantic participants
‘Speaker’, ‘Recip’, and ‘Inform’ respec-
tively, see ex. (13).

(13) PolicistovoACT :Speaker hlášenı́
veliteliADDR:Recip o akciPAT :Inform

bylo stručné.
Eng. The officer’sACT :Speaker re-
port on the actionPAT :Inform to his
commanderADDR:Recip was brief.

The correspondence between valency comple-
mentations of a verb and those of a noun in LVCs
is discussed in the following subsections.

2.3 Linking of Verbal and Nominal Valency
Complementations

A predicative noun (as was shown above) con-
tributes its semantic participants (linked with nom-
inal valency complementations) to the LVC. On
the other hand, the verbal complementations are
not semantically saturated, see Subsection 2.1. To
acquire semantic capacity, the verbal complemen-
tations are interlinked with nominal ones (satu-
rated by nominal semantic participants).

The linking of verbal complementations with
the nominal ones is reflected in the notions of fu-
sion or merger posited in connection with LVCs
by authors from different theoretical backgrounds,
see esp. (Alsina, 1997) and (Mohanan, 1997). In
FGD, this fact is tentatively referred to as shar-
ing valency complementations between a verbal
and a nominal valency frame which is indicated
by a specific type of grammatical coreference –
quasi-control, see esp. (Mikulová et al., 2006),
(Kolářová, 2010), and (Cinková, 2009).

For instance, when the verb obdržet ‘to receive’
combines with the predicative noun hlášenı́ ‘re-
port’ into the LVC, the nominal valency comple-
mentations are still linked with nominal semantic
participants (namely ‘Speaker’, ‘Recip’, and ‘In-
form’, see (12) in Subsection 2.2). On the other
hand, the verbal complementations do not corre-
spond to any semantic participants. To acquire the
semantic content, the verbal complementations are
linked with the nominal complementations (and
via them to the above given nominal semantic par-
ticipants), see Fig. 1.

As to the mechanism of the linking: when the
light verb obdržet ‘to receive’ combines with the

Figure 1: The linking of verbal valency com-
plementations with nominal complementations
(black arrows) and their saturation with the nom-
inal semantic participants in the LVC obdržet
hlášenı́ ‘to receive report’.

predicative noun hlášenı́ ‘report’, the noun oc-
cupies the verbal valency ‘PATient’. In accor-
dance with FGD, we re-assign this valency com-
plementation with the functor ‘CPHR’ (‘Com-
poundPHRaseme’) referring to a predicative com-
ponent in complex predicates, see (Mikulová et
al., 2006). The remaining valency complementa-
tions, ‘ORIGin’ and ‘ACTor’ in the verbal frame
(10), are linked with the nominal complementa-
tions ‘ACTor’ and ‘ADDRessee’ in (12), respec-
tively. As argued above, the linking allows the
given verbal complementations to acquire seman-
tic capacity from the nominal complementations.

2.3.1 Direction of Linking
With respect to the fact that a change of a light
verb may trigger the changes in the linking of ver-
bal and nominal valency complementations, we
assume that it is the light verb that determines the
linking of its complementation(s).

For instance, according to our suggestion, the
arrangement of the links is evoked by the verb
obdržet ‘to receive’ (not by the noun hlášenı́ ‘re-
port’) in the LVC obdržet hlášenı́ ‘to receive re-
port’, see Fig. 1. This hypothesis is supported by
the following observation: when the noun hlášenı́
‘report’ enters into combination with another light
verb, e.g., with the verb podat ‘to hand’ (result-
ing in the LVC podat hlášenı́ ‘to make report’), it
leads to the rearrangement of the linking – in this
case, the nominal ‘ACTor’ and ‘ADDRessee’ are
linked with the ‘ACTor’ and ‘ADDRessee’ of the
verb podat ‘to hand’, respectively, see ex. (14) and
Fig. 2.

(14) PolicistaACT :Speaker podal hlášenı́ o
akciPAT :Info svému veliteliADDR:Recip .
Eng. The officerACT :Speaker re-
ported on the actionPAT :Info to his
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commanderADDR:Recip .

Figure 2: The linking of verbal valency com-
plementations with nominal complementations
(black arrows) and their saturation with the nomi-
nal semantic participants in the LVC podat hlášenı́
‘to make report’.

2.3.2 Verbal Valency Frame of a Light Verb
Let us repeat that from our point of view, valency
frames of light verbs are inherited from the va-
lency frames of their full counterparts, i.e., the va-
lency frames of light verbs are prototypically iden-
tical with the frames of the respective full verbs
(with the only difference that the complementa-
tion referring to a predicative noun is marked with
‘CPHR’ functor), as was stated in Subsections 2.2
and 2.3.

There is only one additional exception. In com-
parison with the valency frames of full verbs,
the number of valency complementations in the
frames of light verbs can be reduced. According
to our proposal, only those verbal valency com-
plementations from the valency frame that acquire
semantic content from nominal ones are retained
in the valency frame. Thus in case of light verbs,
only those valency complementations (in addition
to ‘CPHR’) that acquire semantic capacity via the
linking with nominal complementations are em-
ployed in the valency frame. Those verbal com-
plementations that are depleted in any semantic
content (i.e., those that remain unlinked with any
nominal complementation) are removed from the
valency frame.

These cases occur when the number of nom-
inal complementations is lower than the number
of verbal ones left in the verbal valency frame af-
ter a predicative noun occupies some verbal com-
plementation. Let us exemplify this case on the
verb podat ‘to hand’ when it enters into combi-
nation with the predicative noun výkon ‘perfor-
mance’ (resulting in the LVC podat výkon ‘to give
performance’), see ex. (5). This predicative noun

is characterized by a single valency complementa-
tion – ‘ACTor’ corresponding to the semantic par-
ticipant ‘Agent’. When this noun combines with
the verb podat ‘to hand’, it fills the verbal ‘PA-
Tient’ (assigned with ‘CPHR’). Then two verbal
complementations – ‘ACTor’ and ‘ADDRessee’ –
remain left in the verbal frame. The verbal ‘AC-
Tor’ is linked with the nominal ‘ACTor’; however,
the verbal ‘ADDRessee’ remains unlinked. As a
result, the ‘ADDRessee’ is deleted from the re-
spective verbal valency frame, see Fig. 3.

Figure 3: The linking of verbal valency com-
plementations with nominal complementations
(black arrows) and their saturation with the nomi-
nal semantic participants in the LVC podat výkon
‘to give performance’; see esp. the unlinked (and
thus deleted) verbal ‘ADDRessee’ (in gray).

3 Syntactic Expressions and Morphemic
Forms of Valency Complementations

We have argued that both a light verb and a pred-
icative noun retain their own valency potentials,
i.e., they correspond to separate valency frames,
see Subsection 2.2. These valency structures enter
into interaction which results in a complex surface
syntactic structure of a LVC.

In general, the number of valency complemen-
tations that can be expressed on the surface is de-
termined by the number of semantic participants
involved in the situation expressed by an LVC,
plus one verbal complementation (‘CPHR’) that is
reserved for a predicative noun.

Czech, as an inflectional language encoding sur-
face syntactic relations via morphological cases,
gives us an excellent opportunity to study the role
of valency complementations of a light verb and a
predicative noun in the complex surface structure
formation. According to morphemic forms of va-
lency complementations expressed on the surface
in LVCs, we can infer that the surface syntactic
structure of an LVC is typically partly formed by a
verbal valency frame and partly by a nominal va-
lency frame.
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We formulate the following hypothesis: It is
a verb that, in general, determines the syntactic
structure of a sentence. Thus in case that a par-
ticular semantic participant is linked with both a
nominal valency complementation (directly) and
a verbal valency complementation (via the link
to a nominal valency complementation), it is a
verb (not a noun) that retains the complementa-
tion in the resulted surface structure (and thus pre-
scribe the morphemic form of the complementa-
tion). As each semantic participant is prototypi-
cally expressed only once, we consider the respec-
tive nominal complementation as elliptic (i.e., as
having zero morphemic realization).

Based on this hypothesis, the following rules
can be formulated:

– From the verbal valency frame, those verbal
valency complementations that are semanti-
cally saturated via linking with some nominal
valency complementations can be expressed
on the surface.

– From the nominal frame, those nominal com-
plementations that remain unlinked with any
verbal ones are expressed on the surface. On
the contrary, the nominal complementation
affected by linking with verbal complemen-
tation remains unexpressed on the surface.3

Let us exemplify the proposed rules on the ex-
ample of the LVC obdržet hlášenı́ ‘to receive re-
port’, which expresses the situation of reporting
characterized by three situational participants –
‘Speaker’, ‘Recip’, and ‘Inform’ (as discussed
in Section 2). Thus three valency complementa-
tions can be surface syntactically structured in the
LVC (in addition to the valency complementation
occupied by the predicative noun), see ex. (19).

As to the valency behavior, the light verb
obdržet ‘to receive’ is characterized by the va-
lency frame (16) inherited from the frame of its
full counterpart (15). The valency frame of the
predicative noun hlášenı́ ‘report’ (17) describes
the usage of the noun in a nominal structure, as
in ex. (18).

3In some cases, ‘ACTor’ can be expressed twice on the
surface, i.e., as both a nominal and a verbal complementa-
tion, despite being interlinked, e.g., Nemocnice svůj boj proti
rušenı́ akutnı́ch lůžek nevzdávajı́. ‘The hospitals do not give
up their fight against eliminating acute beds.’ However, the
possibility of expressing the ‘ACTor’ twice in a surface struc-
ture is subject to strong stylistic constraints in Czech.

(15) obdržet: ACTnom PATacc ORIGod+gen

(16) obdržet: ACTnom CPHRacc ORIGod+gen

(17) hlášenı́: ACTpos,gen ADDRdat PATo+loc

(18) PolicistovoACT :pos hlášenı́
veliteliADDR :dat o akciPAT :o+loc bylo
stručné.
Eng. The officer’sACT report on the
action to his commanderADDR was brief.

(19) VelitelACT :nom obdržel hlášenı́CPHR:acc o
akciPAT :o+loc od policistyORIG:od+gen .
Eng. The commanderACT received re-
portCPHR on the actionPAT from the
officerORIG .

1. When used in the LVC, one valency com-
plementation of the verb obdržet ‘to receive’ –
‘PATient’ expressed in accusative case – is filled
with the predicative noun hlášenı́ ‘report’; instead
of ‘PATient’, this complementation is marked by
the ‘CPHR’ functor distinguishing the light verb
from the full verb, see above.
2. Five valency complementations – two from the
verbal frame (‘ACTor’ and ‘ORIGin’) and three
from the nominal one (‘ACTor’, ‘ADDRessee’,
and ‘PATient’) – remain left in total for the expres-
sion of three semantic participants – ‘Speaker’,
‘Recip’, and ‘Inform’. Two verbal valency com-
plementations ‘ACTor’ and ‘ORIGin’ acquire se-
mantic capacity from the nominal ‘ADDRessee’
and ‘ACTor’, respectively, see Subsection 2.2 and
Fig. 1. Namely, the verbal ‘ACTor’ is linked with
‘Recip’ (via nominal ‘ADDRessee’) and the verbal
‘ORIGin’ is linked with ‘Speaker’ (via nominal
‘ACTor’). According to our hypothesis, the verb
retains these two complementations in the surface
structure and it determines their morphemic forms,
nominative and prepositional group od+genitive,
respectively; see valency frame (15).

As a result, nominal ‘ADDRessee’ and
‘ACTor’, remain unexpressed on the surface, see
Fig. 4 displaying the (simplified) dependency tree
representing ex. (19) – the linked valency com-
plementations are related by coreferential arrows
going from the complementations unexpressed on
the surface to the expressed ones.
3. The nominal ‘PATient’ – not being linked
with any verbal complementation, see Fig. 1 – is
expressed by the prepositional group o+locative
modifying the noun as when the noun is used out-
side the LVC, see ex. (18) and (19).
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Figure 4: The (simplified) dependency tree for the
LVC obdržet hlášenı́ ‘to receive report’ in ex. (19).

The proposed hypotheses on the surface syntac-
tic formation of LVCs deserve further examination
on the corpus data.

3.1 Basic Typology of Syntactic Structures
with Light Verb Constructions

We have identified three types of complex surface
syntactic structures of LVCs in Czech (according
to the linking criteria). They are briefly exempli-
fied in the following paragraphs.

Type 1. All verbal complementations (exclud-
ing ‘CPHR’) are interlinked with the nominal
ones and no nominal complementation remains
unlinked. In this case, all the verbal complemen-
tations are expressed on the surface whereas all
nominal complementations remain unexpressed.
Compare with ex. (20) where the verbal ‘ACTor’
and ‘ADDRessee’ (linked with the nominal ‘AC-
Tor’ and ‘ADDResse’, respectively) are realized in
the resulting surface structure, whereas the respec-
tive nominal ones remain unexpressed (Fig. 5).

(20) JanoviADDR poskytovala podporuCPHR

rodinaACT .
Eng. John’s familyACT provided sup-
portCPHR to himADDR.

Type 2. All verbal valency complementations
(excluding ‘CPHR’) are linked with the nomi-
nal ones; however, some nominal complementa-
tions remain unlinked. In this case, the linked
verbal complementations are expressed whereas
the corresponding nominal complementations are
unexpressed in the resulted surface structure (as
in Type 1). Further, the unlinked nominal com-
plementations remain expressed as nominal ones.
Compare with ex. (21) where the verbal ‘ACTor’
(linked with the nominal ‘ACTor’) is expressed in
the resulted surface structure, whereas the nomi-
nal ‘ADDRessee’ (being unlinked with any verbal

Figure 5: The (simplified) dependency tree for the
LVC poskytovat podporu ‘to provide support’ in
ex. (20).

complementation) is realized as a nominal com-
plementation (expressed by the morphemic form
determined by the given noun, Fig. 6).

(21) Dceřin přı́telACT na násADDR udělal
dojemCPHR.
Eng. The daughter’s boyfriendACT made
an impressionCPHR on usADDR.

Figure 6: The (simplified) dependency tree for
the LVC udělat dojem ‘to make impression’ in
ex. (21).

Type 3. Not all verbal valency complementations
(besides ‘CPHR’) are linked with the nominal
ones, see Fig. 3. The linked ones are expressed on
the surface whereas the unlinked ones are deleted
from the verbal valency frame, see ex. (22) where
the verbal ‘ADDRessee’ is not structured (Fig. 7),
see also Subsection 2.3.2, Fig. 3.

(22) SportovecACT podal výkonCPHR.
Eng. The sportsmanACT gave a great per-
formanceCPHR.

4 Light Verb Constructions in VALLEX

In this section, the lexicographic representation of
LVCs is proposed for the valency lexicon of Czech
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Figure 7: The (simplified) dependency tree for
for the LVC podat výkon ‘to give performance’ in
ex. (22).

verbs, VALLEX. As every light verb and predica-
tive noun creating an LVC are characterized by
their own valency potentials, we represent them by
separate valency frames: (i) for light verbs (Sub-
section 4.1) and (ii) for predicative nouns (Subsec-
tion 4.2). These frames are interlinked by refer-
ences so that the whole collocations can be easily
obtained. A special attention is paid to the repre-
sentation of the mapping between valency comple-
mentations of predicative nouns and light verbs.

In the current version VALLEX 2.5, there are
roughly 2,730 verb lexeme entries containing to-
gether around 6,460 verb lexical units; under the
term lexical unit, we understand a form-meaning
complex with (relatively) stable and discrete se-
mantic properties. A lexeme then represents an
abstract two-fold unit associating lexical form(s)
with lexical unit(s). The verbs were selected ac-
cording to their frequency in (the part of) the
Czech National Corpus4 SYN2000 – the corpus
coverage is approximately 98%. In building the
lexicon, the main emphasis was laid on both hu-
man and machine readability – this is reflected in
three formats of the lexicon: XML, HTML, and
PDF formats.

The lexical entries of verbs in the VALLEX
lexicon were exhaustively described in, e.g.,
(Žabokrtský and Lopatková, 2007). Let us shortly
recapitulate here the basic information relevant for
our explanation. Each lexical unit – represented
by a lemma (or set of lemmas) – is character-
ized by obligatory attributes: gloss(es), a valency
frame, and example(s). The valency frame, which
provides the core information in the lexicon, is
modeled as a sequence of valency slots. Each

4http://ucnk.ff.cuni.cz

slot stands for one valency complementation; it is
characterized by a functor (indicating the type of
the semantic relation of a valency complementa-
tion to a verb), by obligatoriness (in superscript),
and by a list of possible morphemic form(s) (in
subscript). In addition, optional attributes may
follow (providing the information on syntactico-
semantic class, the information of applicable al-
ternations, etc.).

4.1 Representation of Light Verbs
In this subsection, we describe the necessary mod-
ification of verb lexical entries for the purpose of
the representation of light verbs. Let us stress that
light verbs in the VALLEX lexicon will be rep-
resented by ‘proto lexical units’ (proto-LUs) (as
light verbs form multiword lexical units only in
combination with predicative nouns, see Subsec-
tion 2.2). These proto-LUs are characterized by
valency frames inherited from the frames of their
full verb counterparts. Proto-LUs have to provide
the following types of information:
I. In the inherited frame, the verbal valency com-
plementation that is filled with a predicative noun
is specified – its functor is changed to ‘CPHR’.
In case that more verbal valency complementa-
tions can be filled by (different) predicative nouns,
more inherited valency frames are determined,
with different valency slots identified as ‘CPHR’.
This functor covers the similar information which
is captured by lexical functions (namely Operi ,
Funci , and Labori , j, (k)) in the Meaning-Text
Theory, see esp. (Mel’čuk, 1996).
II. For each inherited valency frame, a list of pos-
sible linking(s) between the valency complemen-
tations of a light verb and those of a predicative
noun is given in a special attribute -map, see
Fig. 8.5 The following information can be drawn
from the linkings:
– which of the given valency complementation(s)
is/are expressed in a surface structure as verbal
modification(s) (those complementations that are
linked (via nominal complementations) with se-
mantic participants, see Section 3, Type 1, 2 and
3), and
– which verbal valency complementation(s) is/are
deleted from the verbal frame (those that are not
linked) and thus cannot be expressed on the sur-
face (Section 3, Type 3).

5As it is a light verb that forms the syntactic structure of a
sentence, this information is listed within verbal frames, see
Subsection 2.3.

154



III. Moreover, each inherited valency frame of a
light verb contains the references to possible pred-
icative nouns that form LVCs with the given light
verb. As the mapping may differ for different
predicative nouns, these references are attached to
individual types of linkings.

For instance, the verb podávatimpf , podatpf ‘to
hand’ as a full verb is characterized by the lexi-
cal unit displayed on the top of Fig. 8. The va-
lency frame representing the full verb is inherited
by the proto-LU of the light verb; this proto-LU is
characterized by the valency frame displayed be-
low. In this valency frame, the ‘PATient’ is filled
by predicative nouns (and thus replaced by the
‘CPHR’ functor). Moreover, two possible types of
linking between verbal and nominal complemen-
tations are specified. Both linkings are attributed
with the list of predicative nouns forming respec-
tive collocations.

Figure 8: The lexical unit of the full verb and the
proto lexical unit of the light verb podat, podávat
‘to hand’ in VALLEX.

4.2 Representation of Predicative Nouns

The current version of the VALLEX lexicon covers
only verbs, it does not comprise nouns. Thus for
the purpose of the description of LVCs, it is neces-
sary to enrich the lexicon with predicative nouns.
The logical structure of VALLEX is designed in a
way allowing for its further enriching with another
part-of-speech.

As in case of verbs, each lexical unit of a noun
is provided with a set of obligatory attributes pro-
viding the key information on the lexical unit –
including a valency frame, gloss(es), and exam-
ple(s). Again, the valency frame contains the core
information on valency behavior of nouns. In case

of predicative nouns, each noun is assigned the
valency frame corresponding to the usage of the
noun outside LVC(s), see, e.g., the valency frame
of the noun hlášenı́ ‘report’ given in (17), Sec-
tion 3 describing the usage of the noun in ex. (18).

In addition, a list of optional attributes that are
applicable only to relevant lexical units may fol-
low. Each predicative noun entering into combina-
tion with a light verb is attached with the optional
attribute -lvc containing references to possible
light verbs forming LVCs with the given predica-
tive noun;6 see, e.g., the proposed VALLEX lexical
unit for the noun hlášenı́ ‘report’ in Fig. 9.

Figure 9: The proposed lexical unit in VALLEX
describing the noun podat ‘to hand’.

5 Conclusion

We have provided a detailed analysis of the seman-
tic and deep syntactic aspects of light verb con-
structions – we have explained the role of semantic
participants with nominal and verbal valency com-
plementations and their interlinking. We have also
addressed the issue of surface syntactic expres-
sions of LVCs by giving an explanation of changes
in morphemic forms of the valency complementa-
tions affected in these constructions.

Our hypotheses have been projected to the pro-
posal of the representation of Czech LVCs in the
VALLEX lexicon. We have proposed to decom-
pose the information on LVCs between (i) ver-
bal valency frames (corresponding to light verbs)
and (ii) nominal valency frames (corresponding to
predicative nouns). Both frames are interlinked by
special attribute -lvc.

The proposed representation reflects the close
interplay between two components of LVCs – a

6The list of relevant light verbs are obtained automatically
from the verbal part of the VALLEX lexicon – we suppose
that for human readers, it is highly relevant to provide this
information (also) within the nominal frame; the automatic
extraction of such lists reduces duplicity (and thus decreases
possible inconsistencies in the lexicon).
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light verb and a predicative noun. The information
provided by the -lvc attribute assigned to proto-
lexical units representing light verbs together with
valency frames (inherited from full verbs) make
it easy to derive both deep syntactic structure as
well as surface syntactic structure and morphemic
expressions of verbal and nominal valency com-
plementations of LVCs.

As the future work, the proposed hypotheses
on surface syntactic formation of LVCs will be
further examined on the corpus data. Moreover,
esp. three issues should be addressed in connec-
tion with LVCs: As for light verbs, a comprehen-
sive inventory of their aspectual nuances should
be compiled and included in their representation.
As for predicative nouns, the restrictions imposed
on the morphological category of number (e.g.,
upadnout do rozpaků ‘to fall into embarrassment’
where the Czech predicative noun can be used
only in plural) deserve further theoretical research
whose results should be covered in the lexicon as
well. Further, the possibility of expressing some
of valency complementations twice in the surface
structure deserves further investigation.
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Abstract

We describe a Deterministic Dependency
Parser for Sanskrit. The parse is devel-
oped following a Depth First traversal of a
graph whose nodes represent morpholog-
ical analyses of the words in a sentence.
During the traversal, relations at each node
are checked for local compatibility, and fi-
nally for each full path, the relations on
the path are checked for global compatibil-
ity. Stacking of intermediate results guar-
antees dynamic programming. We also
describe an interface that displays multi-
ple parses compactly and facilitates users
to select the desired parse among vari-
ous possible solutions with a maximum of
n−1 choices for a sentence with n words.

1 Introduction

Past decade has witnessed a lot of dynamism
and upsurge of activities in the field of Sanskrit
Computational Linguistics. Several computational
tools became available to the Sanskrit community
as a web service through the internet1. With the
availability of a wide coverage grammar for San-
skrit in the form of As. t.ādhyāyı̄, there was a nat-
ural tendency to follow the grammar based ap-
proach towards the development of these tools
(Huet, 2009; Kulkarni et al., 2010; Kulkarni and
Ramakrishnamacharyulu, 2013; Goyal and Huet,
2013). Nevertheless, there were also notable ef-
forts to use pure machine learning approaches for
building these tools with a small manually tagged
corpus as a boot-strap (Hellwig, 2009). At the
same time, a combination of the grammar based
approach supported by the statistical evidences to
push the most likely solution to the top were also

1http://sanskrit.uohyd.ernet.in/scl
http://tdil-dc.in/scl
http://sanskrit.inria.fr
http://kjc-fs-cluster.kjc.uni-heidelberg.de/dcs/index.php

followed (Kumar et al., 2010; Kulkarni and Ku-
mar, 2011).

Sanskrit being influenced by the oral tradition,
Sanskrit texts are typically written as a continu-
ous string of characters. Characters at the juncture
of word boundaries undergo euphonic changes
thereby merging the word boundaries. This makes
it challenging to split a given string into gram-
matically acceptable words before taking up the
task of parsing. The task of joining two words
is deterministic but splitting a string of charac-
ters into well-formed words is non-deterministic.
This non-determinism together with splits at more
than one places in a given string leads to expo-
nential possibilities. Huet (2002, 2009) proposed
a novel way of augmenting the nodes of a Finite
State Transducer with appropriate sandhi rules,
and achieved the segmentation in linear transi-
tions. He also developed a shallow parser using
the sub-categorisation frames, and the agreement
rules. This parser is useful to rule out the non-
solutions before proceeding for the full fledged
parsing. A purely statistical parser for Sanskrit
also exists (Hellwig, 2009).

The first full fledged parser for Sanskrit based
on Pān. inian Grammar formalism is described in
(Kulkarni et al., 2010). This parser is implemented
as a constraint solver. In this model, a word in a
sentence is represented as a node in a graph G,
and the relations between the words as directed la-
belled edges. The task of parsing a sentence is
modelled as finding a sub-graph T of G which is a
directed labelled Tree. The problem of parsing is
divided into three tasks:

1. The first task is to establish labelled edges
between the nodes. The information of ex-
pectancy and agreement is used to establish
these labelled edges.

2. Next a sub-graph T of G is identified, such
that T is a directed Tree which satisfies the
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following constraints.

• Every node can have at the most one in-
coming arrow.
• No two edges emerging from the same

node have the same label.
• There are no loops.
• The resulting Tree is projective, i.e. if

the nodes are arranged linearly accord-
ing to the word order, then no two links
cross each other.
• It is ensured that certain relations

which always occur in pairs e.g.
anuyogı̄-pratiyogı̄ (relata-1 and relata-
2), kartr.samānādhikaran. am-kartā (pred-
icative adjective and subject2), etc. do
have their counter-relatum present in the
parse.

3. Finally in case there is more than one pos-
sible directed Tree, the solutions are priori-
tized.

The implementation of the parser is reported in
Kulkarni et al. (2010). The graph G is repre-
sented as a 5D matrix C with a typical element
([i, j], R, [l,m]), where R is the relation from the
mth analysis of the lth word to the jth analysis of
the ith word. In order to prioritize the solutions,
every relation is assigned a weight. A simple Cost
function is defined as Cost =

∑
w ∗ |j − i|, where

w is the weight of the relation between the nodes i
and j.

The main disadvantage of this approach is the
complexity. The size of the 5D matrix is N ∗
M ∗K ∗N ∗M , where N is the total number of
words in a sentence, M is the maximum number
of morph analyses for a word in a given sentence
and K is the maximum number of distinct possi-
ble relations among the words in a given sentence.
Sanskrit words being overloaded with morpholog-
ical analysis, frequently occurring words tend to
have several analyses possible3. Similarly though
the average length of the sentences4 is around 10,

2We roughly translate kartā as a subject. This is not a
faithful translation. Kartā and other kāraka relations represent
the semantic information which can be extracted purely from
the syntactic information available in the sentence.

3The word te has 16 possible analyses corresponding to its
inflectional analysis. If we take into account the derivational
information, the possibilities explode further.

4This figure is based on the SHMT corpus developed
by the SHMT consortium project sponsored by DeitY, India
(2008-12).

the sentences from literary texts tend to be longer
with more than 20 words.

Sanskrit grammar texts discuss various rela-
tions, among words, necessary to interpret the
meaning of a sentence. All these relations
were compiled and classified by Ramakrishna-
macharyulu (2009) and further they were inves-
tigated for their suitability for automatic pars-
ing. Out of around 90 relations listed there, only
those relations which one can predict based on
the syntactico-semantic information available in
a sentence are considered for automatic tagging
(Kulkarni and Ramakrishnamacharyulu, 2013).
There are around 35 of them. Thus R is one of
these 35.

As the number of words in a sentence increases,
or if a sentence has even a single word with con-
siderable number of morph analyses, the size of
the 5D matrix explodes, and the use of parser in
real time applications becomes impractical.

Second disadvantage of the above method is
that the constraints are applied globally to the ma-
trix. However, we notice that some of the con-
straints are local to a node. Separating the local
constraints from the global, and applying the lo-
cal constraints at an early stage to rule out non-
solutions should increase the efficiency of the sys-
tem.

The importance and advantage of Dependency
Parser over a constituency parser has been well
recognised by the computational linguistic com-
munity and we see Dependency parsers for variety
of languages such as English, Japanese, Swedish
to name a few. More than half a dozen parsers
exist for English alone that produce dependency
parse. The existence of Pān. inian grammar for San-
skrit is the strong motivation behind developing a
Dependency based parser for Sanskrit. The cur-
rent trend towards developing dependency parsers
is more towards following the data driven ap-
proaches over the grammar based. However, we
follow the grammar based approach. Some of the
factors that motivated the design of the parser and
choice of the approach are the following.

• Sanskrit does not have a tree bank of reason-
able size so that we can use data driven ap-
proaches for Sanskrit.

• Sanskrit has a free word order, and hence
the traditional POS taggers do not make
any sense. Unlike modern Indian lan-
guages which are relatively free word order,
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and which have a fixed word order for the
adjective-substantive sequences, Sanskrit al-
lows even the adjectives and genitives to float
around in a sentence. This makes the usabil-
ity of POS tagger for Sanskrit doubtful.

• The existence of almost exhaustive grammar
for Sanskrit also demands from the users a
justification for the analysis in terms of gram-
mar rules.

We describe below a Deterministic Parsing algo-
rithm which applies the local constraints locally,
and also uses Dynamic Programming for efficient
parsing. This parser differs from the Determinis-
tic Dependency Parsers for English developed by
Yamada and Matsumoto (Yamada and Matsumoto,
2003) and Nivre (Nivre and Scholz, 2004) in three
major ways. These parsers for English use ei-
ther a bottom-up or a combination of bottom-up
and top-down algorithm. Our parser traverses the
sentence from left to right guided by the possible
paths among the nodes. Second major difference
is that these parsers use shift-reduce parsing, while
we check the relations for compatibility at each
node. The third major difference is that we fol-
low the grammar based approach while the above
parsers for English are data driven.

2 Left-Right Deterministic Parsing with
Dynamic Programming

Let G1 = (N1, E1) be a graph, where N1 is the set
of nodes corresponding to morphological analyses
of the words in a given sentence. E1 is the set of all
directed weighted arcs (i, j, r) such that ith node
is related to jth node through a relation r. With
every relation r a weight w is associated, which
reflects the preferences of relations over the other.
The total number of nodes =

∑
mi, where mi is

the number of possible morphological analyses of
the ith word.

Since a node in N1 corresponds to a morpho-
logical analysis of a word, and not to the word, the
constraint to choose only one analysis per word
needs an information about how many analyses
correspond to each word. This we specify through
the adjacency information. For each word we pro-
vide indices of the morphological analyses of the
word to the left as well as to the right. For the first
word, the index of the left word is marked as ‘S’
(the starting node), and for the last word, the index
of the right word is marked as ‘F’ (the final node).

From(j) To(i) relation(r)
2 4 karma (obj)
2 6 adhikaran. a (loc)
2 7 adhikaran. a (loc)
5 1 kartā (subj)
5 3 kartā (subj)
5 4 karma (obj)
6 4 karma (obj)
7 4 karma (obj)

Table 1: Possible Relations

This information of adjacency is represented as a
graph G2 = (N2, E2), where N2 = N ∪ {S, F}
and E2 is the set of directed edges (i, j) such that
i and j correspond to the morphological analyses
of adjacent words wk and wk+1. The direction of
the edge is from i to j.

2.1 An example

We illustrate with an example the information
content of the two graphs G1 and G2. Consider
the following sentence.

San: rāmah. vanaṁ gacchati. (1)
gloss: Ram forest{acc.} goes.
Eng: Ram goes to the forest.

In this sentence, each of the two words rāmah.
(Ram) and vanaṁ (forest) has two possible analy-
ses, while the word gacchati (goes) has 3 possible
analyses as shown below.
1. rāmah. = rāma {masc.} {sg.} {nom.}
2. rāmah. = rā {pr.} {1p} {pl.}
3. vanaṁ = vana {neu.} {sg.} {nom.}
4. vanaṁ = vana {neu.} {sg.} {acc.}
5. gacchati = gam {pr.} {3p.} {sg.}
6. gacchati = gam {pr. part.} {masc.} {sg.} {loc.}
7. gacchati = gam {pr. part.} {neu.} {sg.} {loc.}

Thus, G1 has 7 nodes. Edges marking the rela-
tions are listed in Table 1. This is represented in
the form of a graph as shown in Figure 1. The in-
formation of adjacency is shown in Table 2 and as
a graph in Figure 2.

2.2 Local and Global constraints

A path P of a graph G2 is a sequence of edges
which connects the nodes from ‘S’ to ‘F’. For
example, S-1-3-5-F is a path in Figure 2.
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Node no node nos of node nos of
left word right word

1 S 3,4
2 S 3,4
3 1,2 5,6,7
4 1,2 5,6,7
5 3,4 F
6 3,4 F
7 3,4 F

Table 2: Adjacency

Figure 1: Possible Relations

Figure 2: Adjacency and Possible paths

A relation (I, J,R) is locally incompatible
with a set of relations R = {(i, j, r)|(i, j, r) ∈ E
of G1} under the following circumstances.
a. If for some (i, j, r) ∈ E and j = J and r = R,
i 6= I . This ensures that no two words satisfy the
same semantic role of a verb.
b. If for some (i, j, r) ∈ E and i = I , either j 6= J
or r 6= R. This ensures that every word has at the
most one semantic role5.

A set of relations R = {(i, j, r)|(i, j, r) ∈ E
of G1} is said to be locally compatible, if no
(I, J,R) ∈ E is locally incompatible with the rest
of the relations in R.

A set of labelled edges R = {(i, j, r)|(i, j, r) ∈
E of G1} is globally compatible provided the
following conditions are satisfied.
a. If the nodes of G1 are arranged in an increasing
order of their index, then the links do not cross.
b. For certain relations r such as
kartr. samānādhikaran. am (predicative adjec-
tive) there is a matching relation kartā (subject).
c. The edges corresponding to the relations in R
do not form a loop.

A sub-graph T of G1 is a parse if
a. The nodes in T correspond to some path of G2.
This ensures that each node in T corresponds to a
distinct word, and every word in the sentence is
accounted for.
b. T is a Tree. This ensures that every word in a
sentence is related directly to some other word.
c. The set of relations corresponding to the edge
labels in T are both locally as well as globally
compatible.

2.3 Parsing Algorithm
1. Starting from the node ‘S’ of the graph G2

explore various paths of G2 following the
Depth-First-Traversal strategy. The stack
keeps track of part of the paths visited so far.

2. At each node, refer to G1 for various relations
this node can have with other nodes. The
stack, in our case, in addition to the informa-
tion of paths visited so far, also keeps track of
compatible relations at various nodes on this
path.

5This condition is applied to only a few relations such as
kartā (agent), karan. a (instrument), etc.
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3. For each of these relations

• If the relation is locally compatible with
the relations encountered on this path so
far, add this relation to the stack and
continue with the next node. The set
of relations, at any point of time on the
stack provides the current status of the
partial solution / Tree explored.
• If the relation is incompatible, declare

this path to be incompatible, and pro-
ceed with other path, leaving this path
further unexplored.

4. When you reach the node ‘F’, check the rela-
tions on this path for ‘global compatibility’.

5. Each globally compatible set of relations,
which is a sub-set of edges in G1, forms a
Tree and hence is a possible solution.

6. For each possible solution, compute the
Cost =

∑
w ∗ |j − i|, where w is the

weight associated with the relation between
the nodes corresponding the jth and ith word.

Traversing of the graph G2 from ‘S’ to ‘F’ is
equivalent to traversing the sentence from left to
right for various combinations of morphological
analyses. The parser is deterministic, and it is
guaranteed to terminate after

∏
mi paths are ex-

plored. At each node of G2, the number of com-
patibility checks is equal to the number of incom-
ing arrows at that node in graph G1. Stacking of
intermediate results ensures the dynamic program-
ming. A Cost function is used to prioritize the so-
lutions. Salient features of this algorithm are:

• We follow lattice programming to explore all
possible paths.

• The parser deals with one word at a time
starting from the first word. This is motivated
by an approach 6 in the Indian theories of ver-
bal cogniton and also confirms with Abney’s
(Abney, 1989) findings that the human oper-
ates this way.

• Since we do not want to miss any possible
parse, we use dynamic programming which
is upto 5 times faster than the conventional
beam search (Huang and Sagae, 2010).

6ādyam. padam. vākyam.

• Unlike the traditional based parsing which
are typically breadth first, we follow a depth
first strategy, stacking the intermediate re-
sults ensuring the effective dynamic pro-
gramming.

• At each node we use constraints to check
the compatibility of new relations with the
stacked one.

• The weights for each relation are determined
heuristically manually in the absence of any
manually tagged reasonable sized data. The
n-v relations expressing the kāraka (case) re-
lations are given preferences over the non-
kāraka relations.

2.4 Evaluation
Sanskrit Tree bank corpus is developed under
Government of India sponsored project ‘Develop-
ment of Sanskrit Computational Toolkit and San-
skrit Hindi Machine Translation system (2008-
2012)’. The corpus consists of around 3000 sen-
tences, a substantial part of it being modern short
stories. A small part of the corpus contains sen-
tences addressing various syntactic phenomena.
The complete tagged corpus is still being cross
checked for correctness. Hence the parser was
tested only on 1316 sentences. We have a hier-
archical tagset with 35 tags. Among these the sub-
classification of 4 types of location (adhikaran. a)
and 3 types of objects (karma) is collapsed into
one each resulting into a flat tagset of 30 tags.
Our parser produces all possible parses, ordered
on cost. The one with minimum cost is shown as
the first parse. For evaluation, we consider only
the first parse. The correctness of parses is judged
on several well established parameters.

• Relations with correct label and attachment
(LAS)
With 35 relations, the labelled attachments
were correct in 63.1% cases, while with 30
relations, the score was 67.4%.

• Relations with correct attachment (UAS)
If only attachments were considered, ignor-
ing the labels, 80.26% attachments matched
with the GOLD data.

• Sentences with matching dependency trees
(MDT)
This measure tells us in exactly how many
cases the first tree matches the manually
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tagged tree. Out of 1316 sentences, the first
parse matched exactly in 569 (43.20%) sen-
tences with a tagset of 35 tags, while with 30
tags, the first parse matched in 647 (49.1%)
cases.

• Sentences with correct unlabelled depen-
dency trees (UDT)
Instead of complete tree match, now we
check only for the attachments, and not the
labels. Among 1316, the unlabelled depen-
dency trees matched in 870 (66.05%) cases.

• Sentences with one wrong attachment
(OWAS)
It was found that out of 1316 sentences,
285 (21.6%) sentences had only one wrong
labelled attachment. If this is rectified,
the performance of the system for correct
matches increases drastically.

3 Compact Display of Multiple Solutions

Sanskrit being a classical language demands cer-
tain special features with respect to its computa-
tional tools. Being an old classical language, most
of the important texts in Sanskrit have been trans-
lated manually into several modern languages. So
naturally, machine translation takes a back seat for
Sanskrit. What a user needs is an access to the
original text with the help of various online lin-
guistic tools and resources so that he can him-
self interpret and understand the texts in origi-
nal. From this aspect, displaying only the first
parse does not serve the purpose. In fact, in more
than 50% of the cases, the first parse is wrong.
User might like to examine various possibilities
and choose his own interpretation. It is also pos-
sible that the text is ambiguous with two or more
readings, and user would like to go through each
of them. Displaying all the parse trees would not
serve any purpose, since the trees look almost sim-
ilar with either a change in one or two branches, or
with a change in the label.

In what follows we present a compact way of
presenting all the solutions. This is an adaptation
of the slim interface of Heritage segmenter (Huet
and Goyal, 2013).

Let Ti = (Ni, Ei), where i = 1 to n be n parses
of a given sentence. Let N = ∪Ni, and E = ∪Ei.
The display consists of 3 rows. The top row lists
the words with their positions. The second row

consists of morphological analyses corresponding
to all the nodes in N . Analyses are written in n
columns corresponding to each word. The third
row consists of edges from E again displayed be-
low the corresponding word/node.

The user can now choose either a node from the
second row or an edge from the third row. Each
choice calls the compatibility checker to remove
the incompatible nodes and edges corresponding
to the user’s choice. Each choice results in the re-
duction of possible parses. At any point in time,
a user can choose to display the graphs of current
possible parses.

Here is an illustration of the interface. The
input sentence is an anvaya of a śloka from
Bhagvadgı̄tā (8th śloka from the 4th chapter). The
original śloka is
paritrān. āya sādhūnām vināśāya ca dus. kr. tām
dharma-samsthāpanārthāya sambhavāmi yuge
yuge. (Bh.G.4.8)

The anvaya, an input to the parser, is:

sādhūnām paritrān. āya dus. kr. tām vināśāya
dharma-samsthāpanāya7 ca yuge yuge samb-
havāmi.

Fig 3 shows the summary of parses as a compact
display8. The union of relations from all parses for
each word are shown. User can choose either the
correct morphological analysis or correct relation
corresponding to the node. When he chooses the
correct morphological analysis, all the relations in
the relations row that are incompatible with this
choice are removed from the display. Similarly, if
a user chooses a relation in the relation row, all the
relations that are incompatible with this relation,
and all the morphological analyses that are incom-
patible with this choice of a relation are removed
from the display. Thus, for example, the word
sādhūnām has two morphological analyses in Fig
3. But, after selecting the appropriate analysis, in
Fig 4, we notice that the relations under this word
are also reduced. All those relations which has
sādhūnām as one of the relata are removed from
the display. Similarly, selecting the role of this
word as karma,2,2 (karma of the second analysis
of the second word), not only removes all other re-
lations below this word, but also removes the first

7The original word is dharma-samsthāpanārthāya, which
we changed to dharma-samsthāpanāya, since the former is
still not recognised by the morphological analyser.

8The display shows only first five columns.
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Figure 3: compact display of solutions

Figure 4: Selection of a morphological analysis

Figure 5: selection of a relation

Figure 6: Unique solution
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Figure 7: Dependency Graph

morph analysis of the second word, and all the re-
lations having this analysis as one of the relata.
The result of this is shown in Fig 5. Finally when
we make all the choices, a unique parse is obtained
(see Fig 6). Clicking on the check sign of unique
parse, we get the rendering of the relations in the
form of a dependency graph (see Fig 7).

The parse of a sentence with n words has n− 1
edges corresponding to the relations. Hence one
can choose the correct parse from this compact
display in maximum n − 1 choices. This inter-
face thus can also be used for developing a tree
bank for Sanskrit semi-automatically. Due to the
limitations on space, we do not give the technical
details of this interface here.

4 Using Shallow Parser for pruning

Normally the parsers for positional languages like
English use a POS tagger to choose the morpho-
logical analysis in context before proceeding for
the parsing. This reduces the search space of the
parser substantially resulting in increase in the per-
formance metric.

In case of Sanskrit which is morphologically
rich and carries very little information in posi-
tion, the POS taggers based on the positional
information are of little value. On the other
hand a shallow parser such as one developed by
(Huet, 2007) makes sense. Because such a shal-
low parser, based on the agreement rules, sub-
categorisation of verbs into transitive and intran-
sitive, co-ordination information, and certain re-
strictions on grammatical constructions rules out
various possibilities and produces a sub-set of pos-
sible solutions. Thus it is desirable to use a shal-
low parser to filter out nonsensical combinations

of the solutions before proceeding to a full fledged
parsing. This shallow parser, in addition to resolv-
ing POS ambiguities, also does a little parsing to
aid the full fledged parser.

As an example, consider the sentence (1) above.
We have seen that there are 12 possible paths (Fig
2) for this sentence. The shallow parser produces
two splits.

1. First split

• 1. rāmah. = rāma {masc.} {sg.} {nom.}
• 3. vanaṁ = vana {neu.} {sg.} {nom.}
• 4. vanaṁ = vana {neu.} {sg.} {acc.}
• 5. gacchati = gam {pr.} {3p.} {sg.}

This corresponds to 2 paths: S-1-3-5-F and
S-1-4-5-F (See Fig 8).

2. Second split

• 2. rāmah. = rā {present tense} {1 per.}
{pl.}
• 3. vanaṁ = vana {neu.} {sg.} {nom.}
• 4. vanaṁ = vana {neu.} {sg.} {acc.}
• 6. gacchati = gam {pr. part.} {masc.}
{sg.} {loc.}

• 7. gacchati = gam {pr. part.} {neu.}
{sg.} {loc.}

This corresponds to 4 paths viz. S-2-3-6-F,
S-2-3-7-F, S-2-4-6-F, and S-2-4-7-F (See Fig
8).
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Figure 8: Partitioning of a graph

Thus the shallow parsing has reduced the num-
ber of paths from 12 to 6. Note that the POS am-
biguities in the words rāmah. and gacchati are re-
solved. But the case ambiguity in the word vanam
is not yet resolved.

5 Conclusion

The performance of the parser has confirmed our
intuition that application of local constraints at an
early stage improves the performance. The search
space is further reduced by the use of shallow
parser. Compact display is useful for a reader who
wants to understand the text in original. This dis-
play can also be used for developing Sanskrit Tree
bank semi-automatically. The algorithm described
above is tested on Sanskrit. However it is general
one and should work well for the modern Indian
languages as well.
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Abstract

We are interested in a graph-based Knowl-
edge Representation (KR) formalism that
would allow for the representation, manip-
ulation, query, and reasoning over depen-
dency structures, and linguistic knowledge
of the lexicon in the Meaning-Text Theory
framework. Neither the semantic web for-
malisms nor the conceptual graphs appear
to be suitable for this task, and this led to
the introduction of the new Unit Graphs
(UG) framework. In this paper we will
overview the foundational concepts of this
framework: the UGs are defined over a
UG-support that contains: i) a hierarchy
of unit types which is strongly driven by
the actantial structure of unit types, ii) a
hierarchy of circumstantial symbols, and
iii) a set of unit identifiers. Based on these
foundational concepts and on the defini-
tion of UGs, this paper justifies the use
of a deep semantic representation level to
represent meanings of lexical units. Rules
over UGs are then introduced, and lexi-
cographic definitions of lexical units are
added to the hierarchy of unit types. Fi-
nally this paper provides UGs with seman-
tics (in the logical sense), and pose the en-
tailment problem, so as to enable the rea-
soning in the UGs framework.

1 Introduction

We are interested in a graph-based Knowledge
Representation (KR) formalism that would allow
for the representation, manipulation, query, and
reasoning over dependency structures and linguis-
tic knowledge of the Explanatory Combinatorial
Dictionary (ECD), which is the lexicon at the core
of the Meaning-Text Theory (MTT) (Mel’čuk,
2006).

Most past or current projects that aimed at im-
plementing the ECD did so in a lexicographic
perspective. One important example is the RE-
LIEF project (Lux-Pogodalla and Polguère, 2011),
which aims at representing a lexical system graph
named RLF (Polguère, 2009), where lexical units
are interlinked by paradigmatic and syntagmatic
links of lexical functions (Mel’čuk, 1996). In
the RELIEF project, the description of Lexical
Functions is based on a formalization proposed by
Kahane and Polguère (2001). Moreover, lexico-
graphic definitions start to be partially formalized
in the RELIEF project using the markup type that
has been developed in the Definiens project (Bar-
que and Polguère, 2008; Barque et al., 2010).

One exception is the proprietary linguistic pro-
cessor ETAP-3 that implements a variety of ECD
for Natural Language Processing (Apresian et
al., 2003; Boguslavsky et al., 2004). Linguistic
knowledge are asserted, and linguistic and gram-
matical rules are directly formalized in first order
logic.

Adding to these formalization works, our goal is
to propose a formalization from a knowledge engi-
neering perspective, compatible with standard KR
formalisms. The term formalization here means
not only make non-ambiguous, but also make op-
erational, i.e., such that it supports logical oper-
ations (e.g., knowledge manipulation, query, rea-
soning). We thus adopt a knowledge engineer-
ing approach applied to the domain of the MTT.
The semantic web formalisms and the Concep-
tual Graphs formalism both seem to fit this task,
but they actually present strong incompatibili-
ties with the description of linguistic predicates
(Lefrançois, 2013). These issues led to the in-
troduction of the new graph-based Unit Graphs
(UGs) KR formalism. In the UGs framework, the
linguistic predicates are represented by unit types,
and are described in a structure called the unit
types hierarchy. Unit types specify through their
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actantial structure, i.e., actant slots, the ways in
which their instances may be linked to other units
in a UG.

The main research question of this paper is the
following: What semantics can be attributed to
UGs, and how can we define the entailment prob-
lem for UGs ?

The rest of this paper is organized as follows.
We will first overview the issues of existing graph-
based KR formalisms that led to the introduction
of the new UGs framework (§2). The foundational
concepts of this framework are then introduced
(§3). From these foundational concepts we define
the lexicographic definitions of Lexical Unit Types
(LexUTs) (§4). Finally we provide UGs with se-
mantics (in the logical sense), and pose the entail-
ment problem (§5).

2 The Unit Graphs Formalism

At first sight, two existing KR formalisms seem in-
teresting for representing dependency structures:
semantic web formalisms (RDF1, RDFS2, OWL3,
SPARQL4), and Conceptual Graphs (CGs) (Sowa,
1984; Chein and Mugnier, 2008). Both for-
malisms are based on directed labelled graph
structures, and some research has been done to-
wards using them to represent dependency struc-
tures and knowledge of the lexicon (OWL in
(Lefrançois and Gandon, 2011; Boguslavsky,
2011), CGs at the conceptual level in (Bohnet and
Wanner, 2010)). Yet authors in (Lefrançois, 2013)
showed that neither of these KR formalisms can
represent linguistic predicates. Let us list the main
drawbacks of these existing formalisms:

• The RDF is insufficient because its semantics
is limited to that of oriented labelled graphs.
• In RDFS, OWL and the CGs, there is a strong

distinction between concept types and rela-
tions. Yet, a linguistic predicate may be con-
sidered both as a concept type as it is instan-
tiated in dependency structures, and as a rela-
tion as its instances may link other instances.
• RDFS and OWL only model binary relations,

which is not the case of most linguistic pred-
1RDF - Resource Description Framework,

c.f., http://w3.org/RDF/
2RDFS - RDF Schema,

c.f., http://www.w3.org/TR/rdf-schema/
3OWL - Web Ontology Language,

c.f., http://www.w3.org/TR/owl2-overview/
4SPARQL, c.f.,

http://www.w3.org/TR/sparql11-overview/

icates. One would need to use reification of
n-ary relations, but then no semantics is at-
tributed to such relations.
• CGs support n-ary relations, but the inheri-

tance mechanism of relation types is such that
two relations with different arities must be in-
comparable. Yet the Semantic Actant Slots
(SemASlots) of a lexical unit are determined
by linguistic criteria and may thus differ from
those of the lexical unit from which its sense
derives (Mel’čuk, 2004, p. 38). One thus
cannot use the natural inheritance mechanism
of CGs to model the meaning specialization
of predicates.

As the CGs formalism is the closest to the se-
mantic networks, the following choice has been
made to overcome these issues: Modify the CGs
formalism basis, and define transformations to the
RDF syntax for sharing knowledge and publish-
ing over the web of data. As we are to represents
linguistic units of different nature (e.g., seman-
tic units, lexical units, grammatical units, words),
term unit has been chosen to be used in a generic
manner, and the result of this adaptation is thus the
Unit Graphs (UGs) framework.

3 Unit Graphs

For a specific Lexical Unit L, (Mel’čuk, 2004, p.
5) distinguishes considering L in language (i.e., in
the lexicon), or in speech (i.e., in an utterance).
KR formalisms and the Unit Graphs (UGs) for-
malism also make this distinction using types. In
this paper and in the UGs formalism, there is thus
a clear distinction between units (e.g., semantic
unit, lexical unit), which will be represented in the
UGs, and their types (e.g., semantic unit type, lex-
ical unit type), which are roughly classes of units
for which specific features are shared. It is those
types that specify through actant slots how their
instances (i.e., units) are to be linked to other units
in a UG.

3.1 Support

Following the example of CGs, UGs are defined
over a so-called support.

Definition 1. A UG support is denoted S def
=

(T , C,M) and is composed of a hierarchy of unit
types T , a hierarchy of circumstantial symbols C,
and a set of unit identifiers M.

Let us briefly introduce the components of S.
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First, unit types and their actantial structure are
described in a structure called hierarchy and de-
noted T . Whether they are semantic, lexical or
grammatical, unit types have Actant Slots (ASlots)
with symbols. Moreover, ASlots may be optional,
obligatory, or prohibited (Lefrançois and Gandon,
2013a). Let us briefly introduce two of the com-
ponents of T , and leave details for section 3.3.

• The core of T is the set of so-called Prim-
itive Unit Types (PUTs), denoted T. Now
a unit type may consist of several conjoint
PUTs. In particular, it may be a lexical
PUT and multiple grammatical PUTs, like
{def, plur, CAT}. To represent this, we intro-
duce the set T∩ of possible Conjunctive Unit
Types (CUTs) over T as the powerset5 of T.
• T contains a set of binary relation symbols of

type predicate-argument called Actant Sym-
bols (ASymbols), and denoted ST . ST con-
tains numbers for the semantic unit types, and
other ”classical” symbols for the other lev-
els under consideration (e.g, roman numer-
als I to VI for the MTT’s Deep Syntactic
level). Every unit type has an actantial struc-
ture that consists in a set of optional, oblig-
atory and prohibited ASlots associated with
some ASymbols. The actantial structure of a
PUT specify how units of this type shall be
linked to other units through so-called actan-
tial relations in a dependency structure.

Second, there exists dependencies other than ac-
tantial: circumstantial relations (Mel’čuk, 2004).
Circumstantial relations are considered of type
instance-instance contrary to actantial relations.
Example of such relations are the deep syntactic
representation relations ATTR, COORD, APPEND
of the MTT, but we may also use such relations
to represent communicative dependencies for in-
stance. Circumstantial relations are labelled by
symbols chosen in a set of so-called Circumstan-
tial Symbols (CSymbols), denoted SC , and their
classes and usage are described in a hierarchy
denoted C. Section 3.4 details the hierarchy of
CSymbols.

Finally, one actually needs symbols to identify
units. We thus introduce a set of so-called unit
identifiers, denoted M. Every element of M iden-
tifies a specific unit, but multiple elements of M
may identify the same unit.

5The powerset of X is the set of all subsets of X: 2X

3.2 Definition of UGs

The UGs represent different types of dependency
structures (e.g., semantic, syntactic). In a UG, unit
nodes that are typed are interlinked by dependency
relations that are either actantial or circumstantial.

Definition 2. A UG G defined over a support S
is a tuple denoted G def

= (U, l, A,C,Eq) where U
is the set of unit nodes, l is a labelling mapping
over U , A and C are respectively actantial and cir-
cumstantial triples, and Eq is a set of asserted unit
node equivalences.

Let us detail the components of G.
U is the set of unit nodes. Every unit node

represents a specific unit, but multiple unit nodes
may represent the same unit. Unit nodes are typed
and marked so as to respectively specify what
CUT they have and what unit they represent. The
marker of a unit node is a set of unit identifiers,
for mathematical reasons. The set of unit node
markers is denoted M∩ and is the powerset5 of
M. If a unit node is marked by ∅, it is said to be
generic, and the represented unit is unknown. On
the other hand, if a unit node is marked {m1,m2},
then the unit identifiers m1 and m2 actually iden-
tify the same unit. l is thus a labelling mapping
over U that assigns to each unit node u ∈ U a
couple l(u) = (t∩,m∩) ∈ T∩×M∩ of a CUT and
a unit node marker. We denote t∩ = type(u) and
m∩ = marker(u). Unit nodes are illustrated by
rectangles with their label written inside.
A is the set of actantial triples (u, s, v) ∈ U ×

ST × U . For all a = (u, s, v) ∈ A, the unit
represented by v fills the ASlot s of the unit rep-
resented by u. We denote u = governor(a),
s = symbol(a) and v = actant(a). We also
denote arc(a) = (u, v). Actantial triples are il-
lustrated by double arrows.
C is the set of circumstantial triples (u, s, v) ∈

U × SC × U . For all c = (u, s, v) ∈ C, the unit
represented by u governs the unit represented by v
with respect to s. We denote u = governor(c),
s = symbol(c) and v = circumstantial(c).
We also denote arc(c) = (u, v). Circumstantial
triples are illustrated by simple arrows.
Eq ⊆ U2 is the set of so-called asserted unit

node equivalences. For all couple (u1, u2) in
Eq, u1 and u2 represent the same unit. The Eq
relation is not an equivalence relation over unit
nodes6. We thus distinguish explicit and implicit

6An equivalent relation is a reflexive, symmetric, and
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knowledge. Asserted unit node equivalences are
illustrated by dashed arrows.

For instance, figure 1a is a semantic represen-
tation of sentence Peter tries to push the cat. in
which units are typed by singletons and ASym-
bols are numbers, in accordance with the MTT.
Figure 1b is a simplified deep syntactic represen-
tation of Peter is gently pushing the cat. In this
figure unit nodes u2 and u4 are typed by single-
tons, and only unit node u2 is not generic and has
a marker: {Peter}. P is composed of (u1, I, u2)
and (u1, II, u3), where I and II are ASymbols. C
is composed of (u1, ATTR, u4) where ATTR is a
CSymbol. In the relation Eq there is (u1, u1),
(u2, u2), and (u3, u3).

(Peter) (try)

(push) (cat)

1
2

1

2

(a) Semantic representation of sentence Peter tries to push the
cat.

{PUSH,present, progressive}

MAN:Peter {CAT,def} GENTLY

u1

u2 u3 u4

I II ATTR

(b) Deep syntactic representation of sentence Peter is gently
pushing the cat.

Figure 1: Examples of Unit Graphs.

UGs so defined are the core dependency struc-
tures of the UG mathematical framework. Before
we present what they may be used for in more de-
tails, let us look more closely into components of
the support on which UGs are defined: the unit
types hierarchy and the CSymbols hierarchy.

3.3 Unit Types Hierarchy
As already stated in section 3.1, unit types and
their actantial structure is described in the unit
types hierarchy which is denoted T .

Definition 3. A hierarchy of unit
types, denoted T , is a tuple T def

=
(TD,ST , γγγ,γγγ1, γγγ0, CA,⊥uA, {ςςςt}t∈T) that enables
to construct a pre-ordered7 set of Conjunctive

transitive relation.
7A pre-order is a reflexive and transitive binary relation.

Unit Types (CUTs) T∩ with optional, obligatory,
or prohibited ASlots.

This structure has been thoroughly described
in (Lefrançois and Gandon, 2013a; Lefrançois,
2013). Let us overview its components.
TD is a set of declared Primitive Unit Types

(PUTs). This set is partitioned into linguistic
PUTs of different nature (e.g., deep semantic, se-
mantic, lexical). ST is a set of Actant Symbols
(ASymbols). γγγ (resp1. γγγ1, resp2. γγγ0) assigns to
every s ∈ ST its radix8 (resp1. obligat9, resp2.
prohibet10) unit type γγγ(s) (resp1. γγγ1(s), resp2.
γγγ0(s)) that introduces (resp1. makes obligatory,
resp2. makes prohibited) an Actant Slot (ASlot)
of symbol s.

The set of Primitive Unit Types (PUTs) is de-
noted T and defined as the disjoint union of TD,
the range of γγγ, γγγ1 and γγγ0, plus the prime univer-
sal PUT > and the prime absurd PUT ⊥. T is
then pre-ordered by a relation . which is com-
puted from the set of asserted PUTs comparisons
CA ⊆ T2. t1 . t2 models the fact that the PUT t1
is more specific than the PUT t2. A unit type may
consist of several conjoint PUTs. We introduce the
set T∩ of possible Conjunctive Unit Types (CUTs)
over T as the powerset5 of T. The set⊥uA is the set
of declared absurd CUTs that can not be instanti-
ated.

The actantial structure of a unit type t∩ is a set
of ASlots, whose symbols are chosen in the set ST ,
and that may be optional, obligatory, or prohibited.
Moreover, ASlots are signed. The signature of t∩

for one of its ASlots s is denoted ςςς∩t∩(s), and char-
acterises the type of the unit that fills this slot. The
set of signatures of t∩ is computed from the set of
PUTs signatures {ςςςt}t∈T.

Finally the pre-order . over T is extended to a
pre-order

∩
. over T∩ as defined by Lefrançois and

Gandon (2013a). Lefrançois and Gandon (2013b)
proved that in the hierarchy of unit types, if t∩1

∩
.

t∩2 then the actantial structure of t∩1 is more spe-
cific than that of t∩2 , except for some degenerated
cases. Thus as one goes down the hierarchy of unit
types, an ASlot with symbol s is introduced by the
radix {γγγ(s)} and first defines an optional ASlot for
any unit type t∩ more specific than {γγγ(s)}, as long

8radix is a latin word that means (root).
9obligat is the conjugated form of the latin verb obligo, 3p

sing. pres., (it makes mandatory).
10prohibet is the conjugated form of the latin verb pro-

hibeo, 3p sing. pres., (it prohibits).
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as t∩ is not more specific than the obligat {γγγ1(s)}
(resp. the prohibet {γγγ0(s)}) of s. If that happens,
the ASlot becomes obligatory (resp. prohibited).
Moreover, the signature of an ASlot may only be-
come more specific.

3.4 Circumstantial Symbols Hierarchy

As for any slot in a predicate, one ASlot of a unit
may be filled by only one unit at a time. Now,
one may also encounter dependencies of another
type in some dependency structures: circumstan-
tial dependencies (Mel’čuk, 2004). Circumstantial
relations are considered of type instance-instance
contrary to actantial relations. Example of such
relations are the deep syntactic representation re-
lations ATTR, COORD, APPEND of the MTT.

We thus introduce a finite set of so-called Cir-
cumstantial Symbols (CSymbols) SC which is a set
of binary relation symbols. In order to classify
SC in sets and subsets, we introduce a partial or-
der

C. over SC .
C. is the reflexo-transitive closure

of a set of asserted comparisons CSC ⊆ T2. Fi-
nally, to each CSymbol is assigned a signature that
specifies the type of units that are linked through
a relation having this symbol. The set of sig-
natures of CSymbol {σσσs}s∈SC is a set of cou-
ples of CUTs: {(domain(s), range(s))}s∈SC . As
one goes down the hierarchy of PUTs, we impose
that the signature of a CSymbol may only become
more specific. We may hence introduce the hierar-
chy of CSymbols:

Definition 4. The hierarchy of Circumstantial
Symbols, denoted C def

= (SC ,CSC , T , {σσσs}s∈SC), is
composed of a finite set of CSymbols SC , a set of
declared comparisons of CSymbols CSC , a hierar-
chy of unit types T , and a set of signatures of the
CSymbols {σσσs}s∈SC .

3.5 UG Homomorphisms

Unit Graphs have an underlying oriented labelled
graph. It is thus convenient for reasoning ap-
plications to introduce the notion of UGs homo-
morphism. Recall that for non-labelled graphs,
an homomorphism from H to G, is an edge-
preserving mapping from nodes of H to nodes
of G. We will thus introduce the notion of
homomorphism of UGs, based on homomor-
phism of their underlying oriented labelled graphs.
Let us first introduce the notion of UGs map-
ping. Let H = (Uh, lh, Ah, Ch, Eqh) and G =
(Ug, lg, Ag, Cg, Eqg) be two UGs defined over the

same support.

Definition 5. A UGs mapping f from H to G,
written f : H → G, corresponds to a mapping
of their underlying oriented labelled graphs, i.e., a
mapping f : Uh → Ug from the unit nodes of H
to the unit nodes of G.

Then there is a homomorphism of UGs if there
is a homomorphism of their underlying oriented
labelled graphs. To define such a homomorphism,
one needs to choose pre-orders over labels for unit
nodes and arcs. We use inclusion for unit node
markers,

∩
. for types, and

C. for circumstantial re-
lations.

Definition 6. There is a homomorphism fromH to
G if and only if there exists a mapping π : H → G
such that all of the following is true:

• ∀u ∈ Uh, marker(u) ⊆ marker(π(u));
• ∀u ∈ Uh, type(π(u))

∩
. type(u);

• (u, s, v) ∈ Ah ⇒ (π(u), s, π(v)) ∈ Ag;
• (u, s, v) ∈ Ch ⇒ ∃c ∈ Cg, arc(c) =

(π(u), π(v)) and symbol(c)
C. s;

• (u, v) ∈ Eqh ⇒ (π(u), π(v)) ∈ Eqg.

4 Rules and Lexicographic Definitions

Now that we have defined the core structures of
the UGs framework, and before we introduce se-
mantics of UGs, we need to sketch some advance
concepts of the UGs framework. Namely, the deep
semantic representation level (§4.1), rules (§4.2),
and unit types definitions (§4.3)

4.1 The deep-surface semantic interface
In the MTT, semantic ASymbols are numbers. For
instance, the french lexical unit INSTRUMENT (en:
instrument) has a SemASlot 1 that corresponds to
the activity for which the instrument is designed.
PEIGNE (en: comb) has a more specific meaning
than INSTRUMENT, and also two SemASlots: 1
correspond to the person that uses the comb, and
2 is a split variable11 that corresponds either to the
hair or to the person that is to be combed.

As the specialization of PUTs implies the spe-
cialization of their actantial structure, the pre-
order over semantic unit types can not correspond
to a meaning specialization relation. Lefrançois
and Gandon (2013a) hence defined a deeper level
of representation for the MTT: the deep semantic
level. At the deep semantic level, the pre-order

11See (Mel’čuk, 2004, p.43) for details about split Se-
mASlots
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over unit types may correspond to a meaning spe-
cialization relation. The Deep Semantic Unit Type
(DSemUT) associated with a Lexical Unit Type
(LexUT) L is denoted /L\, and the set of ASym-
bols that is used to symbolize ASlots is a set of se-
mantic roles (e.g., agent, experiencer, object).
For instance, the DSemUT /instrument\ associ-
ated with the LexUT INSTRUMENT may have
an ASlot arbitrarily symbolized activity, which
would be inherited by the DSemUT /peigne\.
Then /peigne\ also introduces three new ASlots:
one arbitrarily symbolized possessor that corre-
sponds to the ASlot 1 of (peigne), and two arbitrar-
ily symbolized combedhair, and combedperson
that correspond to the ASlot 2 of (peigne).

4.2 Rules
One question one may ask at this point is: how
to represent the correspondence between the ac-
tantial structure of a DSemUT, and the actantial
structure of its associated Surface Semantic Unit
Type (SSemUT)? First and parallel with CGs, we
will define λ-UGs that enable to distinguish some
generic unit nodes of a UG.
Definition 7. A λ-UG L = {u1, . . . , un}G of size
n defined over a support S is composed of a UG
G = (U, l, A,C,Eq), and a set of n generic unit
nodes of G, {u1, . . . , un}, denoted the free nodes
of L.
λ-UG are actually generalized UGs, and a UG

may be considered as a λ-UG of size 0. A rule
may then be simply represented by two λ-UGs and
a bijection between their free nodes.

Definition 8. A rule is a triple R def
= (H,C, κ)

where H and C are two λ-UGs of the same size
defined over the same support, H is denoted the
hypothesis, C the conclusion, and κ is a bijection
from free nodes of H to free nodes of C.

A rule is said to be applicable to a UG G if and
only if there exists a homomorphism from H to
G. Let π be such a homomorphism from H to G.
The application of R on G with respect to π is the
UG obtained by merging C in G with respect to
π ◦ κ−1, i.e.,

1. add C to G;
2. for all (uc, ug) ∈ π ◦ κ−1, merge uc

and ug as follows: (i) add a new node u,
with type(u) = type(uc) ∪ type(ug) and
marker(u) = marker(uc) ∪marker(ug);
(ii) replace uc and ug by u in any dependency
triple in A ∪ C and in any element of Eq.

Among other, rules enable to represent corre-
spondences between representations of two adja-
cent levels, and they shall be automatically gen-
erated from the dictionary. Let us just note two
issues with the definition of rules for the moment:

• in the correspondence between actantial
structures of /peigne\ and (peigne), the
ASlot 2 of (peigne) may correspond either to
the ASlot combedhair or to combedperson
of /peigne\. One thus need to define two
different correspondence rules, one that as-
sumes slot combedhair is filled, and one that
assumes slot combedperson is filled.
• if a LexUT has an optional SemASlot, then

one would need two different correspondence
rules between its associated DSemUT and
SSemUT: one that assumes the ASlot is filled
and one that assumes the ASlot is not filled.

These remarks are valid not only at the deep-
surface semantic interface, and the number of
rules would grow in case of several optional
ASlots, several split ASlots, or optional split Se-
mASlots for instance. The semantic web SPARQL
query language has OPTIONAL and UNION con-
structors that we could draw inspiration from to
extend the definition of rules so as to factorize
these cases. Now for the purpose of our presenta-
tion we will hold on the simple definition of rules
given above, and rely on the fact that we do have
means to compute all the possible correspondence
rules.

4.3 Unit Types Hierarchy with Definitions

We formalize the notion of definition of a Primi-
tive Unit Type (PUT) and include a set of PUTs
definitions in the definition of the unit types hier-
archy. Definitions are of special interest to rep-
resent lexicographic definitions of a LexUT L,
which corresponds to the definition of its associ-
ated DSemUT /L\. Informally, a definition de-
fines an equivalence between two λ-UG defined
over the same support. One of them has a cen-
tral free unit node typed with the defined PUT and
some of its ASlots filled by free unit nodes. The
other λ-UG is called the expansion of t. There is
no circumstantial triple in these two λ-UG because
they must not be part of the lexicographic defini-
tion of a LexUT.

Definition 9. A definitionDt of a PUT t is a triple
Dt

def
= (D−t , D

+
t , κ) where:
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• D−t = {u−t , v−1 , . . . , v−n }(U−, l−, A−,∅,∅)
contains only free unit nodes;
• u−t is called the the central unit node of D−t ,

and is typed {t};
• the actantial triples of A− are of the form
(u−t , si, v

−
i ) where the set of si is a subset of

the ASlots of t;
• for all (u−t , si, v

−
i ) ∈ A−, the type of v−i cor-

responds to the signature of t for its ASlot si;
• D+

t = {u+t , v+1 , . . . , v+n }(U+, l+, A+,∅,∅)
is called the expansion of t;
• κ is a bijection from {u−t , v−1 , . . . , v−n } to
{u+t , v+1 , . . . , v+n }, such that κ(u−t ) = u+t ,
and for all i, κ(v−i ) = v+i ;
• the type of u+t is called the genus of t and is

denoted genus(t).

Figure 2 is an example of lexicographic defini-
tion of PEIGNE: an instrument that a person X uses
to detangle the hair Y1 of a person Y2.

/peigne\

/person\/hair\/person\

possessorcombedperson

combedhair

/instrument\

/person\

/detangle\

/person\

/hair\

activity

agent object

partof

Figure 2: Lexicographic definition of PEIGNE.

Intuitively, a definition corresponds to two re-
ciprocal rules: (D−t , D

+
t , κ) and (D+

t , D
−
t , κ

−1).
If there is the defined PUT in a UG then one may
infer its definition, and vice versa. Again, there
is currently an issue with the definitions with op-
tional ASlots. In fact, one would need two differ-
ent definitions, one with the ASlot filled, and one
with the ASlot not filled. For the purpose of our
presentation we will hold on the simple definition
of definitions given above, and simply represent
multiple definitions for a given PUT.

A set of PUTs definitions D may thus be added
to the unit types hierarchy:

Definition 10. A hierarchy of unit
types, denoted T , is a tuple T def

=
(TD,ST , γγγ,γγγ1, γγγ0, CA,⊥uA, {ςςςt}t∈T,D) that

enables to construct a pre-ordered7 set of unit
types T∩ with their actantial structure, and with D
being definitions of some PUTs.

5 Semantics of UGs

5.1 Closure of a UG
The UGs framework makes the open-world as-
sumption, which means that a UG along with the
support on which it is defined represents explicit
knowledge, and that additional knowledge may be
inferred. Consider the UG G = (U, l, A,C,Eq)
defined over the support S illustrated in figure 3a.
Some knowledge in G is implicit:

1. two unit nodes u1 and u2 share a common
unit marker Mary, so one may infer that
they represent the same unit. (u1, u2) may
be added to Eq.

2. every PUT is a subtype of >, so one could
add > to all the types of unit nodes in G.

3. there are two unit nodes v1 and v2 that fill the
same ASlot activity of the unit node typed
/instrument\. So one may infer that v1 and
v2 represent the same unit. Said otherwise,
(v1, v2) may be added to Eq.

4. one may recognize the expansion of /peigne\

as defined in figure 2, so this type may
be made explicit in the unit node typed
/instrument\.

Each of the rules behind these cases explicit
knowledge in G. More generally, table 1 lists a
set of rules that one may use to explicit knowledge
in any UG. Cases 1 to 4 respectively correspond to
rules mrk-eq, u-typ, a-fp, and def-. The complete
set of rules defines the axiomatization of the UGs
semantics.

Definition 11 (Closing a UG). The process of ap-
plying the set of rules of figure 1 on G until none
of them has any effect is called closing G, and re-
sults in cl(G).

Figure 3b illustrates the closure of G, where all
of the inferable knowledge has been made explicit.
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u-typ For all u ∈ U , and type(u)
∩
. t∩ . . . . . . . . . . . . . . . . . . . . . Add t∩ in type(u)

u-bot For all u ∈ U , if ⊥ ∈ type(u), . . . . . . . . . . . . . . . . . . . . . . Error: inconsistency !
eq-ref For all u ∈ U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add (u, u) in Eq
eq-sym For all (u1, u2) ∈ Eq . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add (u2, u1) in Eq
eq-trans For all (u1, u2) and (u2, u3) ∈ Eq . . . . . . . . . . . . . . . . . . . Add (u1, u3) in Eq
eq-typ For all (u1, u2) ∈ Eq . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add type(u1) in type(u2)
eq-mrk For all (u1, u2) ∈ Eq . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add marker(u1) in marker(u2)
mrk-eq For all u1, u2 ∈ U , if marker(u1) ∩marker(u2) 6= ∅, Add (u1, u2) in Eq
a-eq-g For all (u1, s, v) ∈ A and (u1, u2) ∈ Eq . . . . . . . . . . . . . . Add (u2, s, v) in A
a-eq-a For all (u, s, v1) ∈ A and (v1, v2) ∈ Eq . . . . . . . . . . . . . . Add (u, s, v2) in A
a-fp For all (u, s, v1) and (u, s, v2) ∈ A . . . . . . . . . . . . . . . . . . . Add (v1, v2) in Eq
a-radix For all (u, s, v) ∈ A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add γγγ(s) in type(u)
a-obl For all u ∈ U and s ∈ ST , if γγγ1(s) ∈ type(u) . . . . . . . . Ensure there exists (u, s, v) in A
a-pro For all (u, s, v) ∈ A, if γγγ0(s) ∈ type(u), . . . . . . . . . . . . . . Error: inconsistency !
a-sig For all (u, s, v) ∈ A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add ςςς∩type(u)(s) in type(v)
c-eq-g For all (u1, s, v) ∈ C and (u1, u2) ∈ Eq . . . . . . . . . . . . . . Add (u2, s, v) in C
c-eq-c For all (u, s, v1) ∈ C and (v1, v2) ∈ Eq . . . . . . . . . . . . . . Add (u, s, v2) in C
c-dom For all (u, s, v) ∈ C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add domain(s) in type(u)
c-rng For all (u, s, v) ∈ C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Add range(s) in type(v)
c-sop For all (u, s1, v) ∈ C and s1

C. s2 . . . . . . . . . . . . . . . . . . . . Add (u, s2, v) in C
def+ For all Dt ∈ D, if (D−t , D

+
t , κ) is applicable and (D+

t , D
−
t , κ

−1) is not, apply (D−t , D
+
t , κ)

def- For all Dt ∈ D, if (D+
t , D

−
t , κ

−1) is applicable and (D−t , D
+
t , κ) is not, apply (D+

t , D
−
t , κ

−1)

Table 1: Semantics of the Unit Graphs.

/instrument\

/person\:Mary

/do\ /detangle\

/person\:Mary

/hair\
activity activity

agent

object

partof

u1 u2

v2v1

(a) Incomplete deep semantic representation G

{/peigne\,/instrument\,>}

{/person\,>}:Mary

{/detangle\,/do\,>} {/detangle\,/do\,>}

{/person\,>}:Mary

{/hair\,>}
activity activity

combedperson combedperson

possessor possessor

combedhair

agent agentagent agent

partof partof

object object

(b) Closure of the unit graph G

Figure 3: Closure of a UG.

{>, /person\}:Peter
u

{>, /person\, /woman\}
v

{>, /person\, /woman\} {>, /person\, /woman\} {/woman\}

mother mother mother

Figure 4: Illustration of an infinite closure of a simple Unit Graph
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5.2 Reasoning with Homomorphisms
Now that we provided UGs with semantics and
that we have means to explicit knowledge, we
will define the prime decision problem of the UGs
framework: Considering two UGs G and H de-
fined over the same support S, does the knowledge
of G entails the knowledge of H ? The notion of
entailment may intuitively be defined for UGs as
follows: G entails H if and only if cl(G) includes
H .

There are two issues with this definition of en-
tailment. The first is that one needs to define what
is the precise meaning of inclusion of a UG. The
second is that cl(G) may be infinite, thus prevent-
ing decidability of entailment.

The answer to the first issue is straightforward
as we already defined the UGs homomorphism.
cl(G) includes H if and only if there is a homo-
morphism from H to cl(G).

Now, the second issue is more problematic.
Indeed, the closure of a finite UG may be in-
finite, thus preventing decidability of the deci-
sion problem. This problem is illustrated on a
simple example in figure 4, suppose one asserts
that deep semantic PUTs /person\ has a oblig-
atory ASlot mother with ςςς/person\(mother) =
/woman\, and of course, /woman\ . /person\.
Consider the UG G = ({u}, l,∅,∅, {(u, u)}),
such that marker(u) = Peter and type(u) =
{>, /person\}. One knows that the unit repre-
sented by u should have a unit of type /woman\

that fills its obligatory ASlot mother. So
rule add-a is applicable and one could add a
unit node v to represent that argument, with
(u,mother, v) ∈ A. Rule u-typ will then make
v be of type {>, /person\, /woman\}, and rule
add-a is again applicable on v. Thus cl(G)
is an infinite chain of unit nodes having type
{>, /person\, /woman\} and that fill the ASlot
mother of one another.

In the set of inference rules of table 1, only three
rules add unit nodes to the UG when triggered:
add-g,def- and def+. An open problem is thus to
find a sufficient condition on the unit types hier-
archy and the set of definitions so that we are en-
sured that the closure of a finite UG is finite.

6 Conclusion

We studied how to formalize, in a knowledge en-
gineering perspective, the dependency structures
and the linguistic predicates, in order to repre-

sent, manipulate, query, and reason with linguistic
knowledge.

We provided a rationale the introduction of the
new graph-based Unit Graphs (UGs) KR formal-
ism, and gave an overview of the foundational
concepts of the UGs framework. The linguistic
predicates are represented by unit types, and are
described in a unit types hierarchy. Circumstantial
relations are another kind of dependency relation
that are described in a hierarchy, and along with a
set of unit identifiers these two structures form a
UGs support on which UGs may be defined. As
UG have an underlying oriented labelled graph,
one could introduce the notion of UG homomor-
phism which is useful to define the applicability
of rules and the entailment problem.

The strong coherence in the unit types hierarchy
justifies the introduction of a deep semantic rep-
resentation level that is deeper than the semantic
level, and in which one may represent the actual
meaning of Lexical Unit Type (LexUT). It is at the
deep semantic level that the lexicographic defini-
tions of LexUTs shall be represented, and we gave
a definition of the definition of the associated Deep
Semantic Unit Type (DSemUT) of a LexUT.

Once we added a set of unit types definitions
in the unit types hierarchy, we introduced the se-
mantics of UGs and we posed the entailment prob-
lem for UGs. A UGs along with the support on
which it is defined represents explicit knowledge,
and additional knowledge may be inferred. We in-
troduced a set of entailment rules that one may use
to compute the closure cl(G) of a UGG, i.e., make
explicit all of the knowledge that is implicit. We
then defined the entailment problem of H by G
as a directed labelled graphs homomorphism prob-
lem between H , and the closure of G: cl(G). In
case cl(G) is finite, the entailment problem is thus
NP-complete.

In this paper we also sketched two directions for
future research:

• Many rules may be needed to represent
correspondences between the deep seman-
tic and the semantic representation levels in
case some Semantic ASlots are optional or
split. More research is needed to adapt the
SPARQL OPTIONAL and UNION construc-
tors in these cases. The same can be said
about definitions of DSemUTs that have op-
tional ASlots.
• The closure may be infinite for finite UGs. If
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that occurs it makes the closure undecidable,
along with the entailment problem. We are
currently working of the definition of restric-
tions of the unit types hierarchy and the set of
definitions in order to ensure that any UG has
a finite closure.

References

Juri Apresian, Igor Boguslavsky, Leonid Iomdin,
Alexander Lazursky, Vladimir Sannikov, Victor
Sizov, and Leonid Tsinman. 2003. ETAP-3 linguis-
tic processor: A full-fledged NLP implementation
of the MTT. In First International Conference on
Meaning–Text Theory (MTT’2003), pages 279–288.

Lucie Barque and Alain Polguère. 2008. Enrichisse-
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Abstract

In this paper, we provide a quantitative
analysis of non-projective constructions
attested in the Ancient Greek Dependency
Treebank (AGDT). We consider the differ-
ent types of formal constraints and metrics
that have become standardized in the liter-
ature on non-projectivity (planarity, well-
nestedness, gap-degree, edge-degree). We
also discuss some of the linguistic factors
that cause non-projective edges in Ancient
Greek. Our results confirm the remark-
able extension of non-projectivity in the
AGDT, both in terms of quantitative inci-
dence of non-projective nodes and for their
complexity, which is not paralleled by the
corpora of modern languages considered
in the literature. At the same time, the
usefulness of other constraint (especially
well-nestedness) is confirmed by our re-
searches.

1 Introduction

The “free” word-order of Ancient Greek (AG) is
a notorious problem for philologists and linguists.
In spite of several studies devoted to the subject,
the tendencies that govern the disposition of words
and constituents in the sentence still lack a com-
prehensive explanation. Strictly connected to the
word-order issue is the relevant amount of discon-
tinuous constituents, which even casual readers of
AG texts can experience1.

The dependency-based treebanks of Classical
languages (AG and Latin) that have been recently
made available enable us to reconsider this long
debate in the light of the abundant work on non-
projective structures in dependency trees. Non-
projectivity (see 2 for a formal definition) is a

1On AG word-order see more recently Dik (1995; 2007),
with bibliography of previous studies. On discontinuous
structures see Devine and Stephens (2000).

key issue in dependency grammar, both from the
formal point of view and from a more descrip-
tive linguistic perspective. From the standpoint
of natural language processing, non-projectivity is
also known to affect the efficiency of dependency
parsers.

In a first attempt to improve parsing perfor-
mances on AG, Mambrini and Passarotti (2012)
reported that the amount of non-projective arcs oc-
curring in the available treebanks of Classical lan-
guages is significantly higher than that attested in
the corpora of modern languages used for CoNLL-
X (Buchholz and Marsi, 2006, 155, tab. 1) and
CoNLL 2007 shared tasks (Nivre et al., 2007, 920,
tab. 1). Furthermore, the non-projective rate in
the Ancient Greek Dependency Treebank is higher
than in Classical and Medieval Latin (Passarotti
and Ruffolo, 2010, 920, tab. 1).

In this paper, we want to discuss this claim in
depth and substantiate it by applying to AG data
the standard metrics for the different kinds of non-
projective constructions established in the litera-
ture.

The paper is organized as follows. Section
2 provides a definition of the formal constraints
considered and of the metrics that will be used:
non-projectivity, planarity, well-nestedness, on the
one hand, and gap-degree and edge-degree on the
other. Section 3 introduces the corpus that will be
tested, the Ancient Greek Dependency Treebank
(AGDT).

Section 4 presents the evidence provided by the
data. In 4.1 we report the results for the different
constraints and metrics defined in section 2. Re-
sults for the distribution of non-projectivity in the
different genres of the corpus are given and com-
mented in 4.2.

In section 5, we discuss some of the linguistic
issues that cause non-projectivity. Finally, section
6 reports our conclusions and sketches possible di-
rections for additional research.
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2 Non-projectivity

A dependency tree is a rooted tree where the nodes
represent the words of a sentence, the edges repre-
sent the syntactic dependencies and the linear or-
der of the nodes stands for the sequence of words.

According to the so-called ‘treeness constraint’
(Debusmann and Kuhlmann, 2010), a dependency
tree requires (a) that no word should depend on
itself, not even transitively (i.e. the tree must be
acyclic), (b) that each word should have at most
one governor, and (c) that a dependency analysis
should cover all the words in the sentence.

If a node j depends on a node i, j is called a
‘child’ of i, and, symmetrically, i is the ‘parent’ of
j (we write i → j). On the other hand, we write
i ↔ j whenever the edge is considered regardless
of the direction of the relation (i can be either the
parent or the child of j). If i precedes j in the
word order, i lies to the left of j (we write i < j);
conversely, j lies to the right of i (j > i). The
set of all nodes that can be reached from a given
node i by following a directed path of zero or more
edges is called the set of ‘descendants’ of i. A
subtree of a tree T at a node i is the restriction of
T (nodes and edges) to the descendants of i.

The condition of projectivity, which was for-
mally defined by Marcus (1965), requires each de-
pendency subtree to cover a contiguous region of
the sentence: a word and its transitive dependents
must span a contiguous sequence in the linear or-
der. We may define the constraint of projectivity
with the following formula (Havelka, 2007, 609):

i→ j & v ∈ (i, j) =⇒ v ∈ Subtreei

which must be read in this way: let i be the par-
ent of j (i → j); if a node v lies between i and
j in the linear order of the sentence, then v be-
longs to the subtree of i. If this condition does not
hold, then the edge is non-projective and v is said
to be in a gap (v ∈ Gapi↔j). Example 1 illus-
trates this construction with a simplified version
of a sentence from the AGDT (the first sentence
of the Iliad), which is also represented in fig. 12.
The edges mēnin-Achilēos and mēnin-ouloménēn
are non-projective, since the nodes of áeide and
theá are in a gap in both cases.

2The Greek words and lemmata in the AGDT are written
in Greek characters, transcribed according to an ASCII-based
convention known as “Beta Code” (TLG, 2010). All the trees
reported in this paper are transliterated in Latin script by the
authors for ease of reading.

Figure 1: Non-projective edges: a simplified tree
from the AGDT

(1) mēnin
wrath.FEM.ACC

áeide
sing

theá
Goddess.VOC

Achilēos
of-Achilles.GEN

ouloménēn
accursed.FEM.ACC

Sing, oh Goddess, the wrath of Achilles,
the accursed wrath.
(simplified version of Iliad 1.1)

Non-projectivity, which was postulated by Mar-
cus (1965) for the purposes of machine translation
and language generation, is too strong a constraint
for natural languages: a non-negligible number
of constructions attested for many languages does
not satisfy the condition. Several relaxations to the
definition were subsequently introduced in order
to better account for the linguistic data.

The condition of planarity involves two edges
i1 ↔ j1 and i2 ↔ j2 and disallows any over-
lapping between them. Two edges are said to
overlap if, for example, i1 > i2 > j1 > j2 or
i1 < i2 < j1 < j2. Therefore, following Havelka
(2007), a tree is non-planar if there are at least two
edges i1 ↔ j1 and i2 ↔ j2 that meet the following
condition:

i1 ∈ (i2, j2) & i2 ∈ (i1, j1)

Example 2 (fig. 2) presents two non-planar
edges from a tree of the AGDT.

(2) mýri’
countless.NEUT.PL

Achaióis
to-Achaeans.DAT

álge’
grieves.NEUT.PL

éthēke
(it)-caused.3rd.SG

(which) inflicted countless grieves to the
Achaeans
(Iliad 1.2)
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Figure 2: Non-planar (well-nested) edges

In the tree reported in fig. 2, the edges éthēke
→ Achaióis and álge’→ mýri’ are non-planar, be-
cause éthēke > álge’ > Achaióis > mýri’.

Well-nestedness introduces a further relaxation
to projectivity. A (sub)tree is said to be well-
nested if, for each pair of overlapping disjoint
edges, the source node of one of the edges is a
descendant of the source node of the other; con-
versely (Havelka, 2007), the (sub)tree is ill-nested
if, for two edges i1 ↔ j1 and i2 ↔ j2:

i1 ∈ Gapi2↔j2 & i2 ∈ Gapi1↔j1

One may note that the two edges in fig. 2 are
well-nested, since álge’ is the child of éthēke.

In addition to these constraints, two met-
rics have become standard measures for non-
projectivity.

Given a non-projective edge, edge-degree rep-
resents the number of nodes that are in the gap.
This metric was introduced by Nivre (2006), but
was named edge-degree by Kuhlmann and Nivre
(2006) and it corresponds to component degree
in Havelka (2007). The edge-degree can be esti-
mated either by counting the edges that match the
definition in a treebank, or by using the tree as a
basis, the edge-degree of a tree T being equal to
the highest edge-degree among the edges of T .

On the contrary, gap-degree is not based on a
single edge, but rather on the ‘projection’ (or on
the ‘blocks’) of a node, which is defined as the
longest non-empty sequence of nodes that goes
down to a terminal node in a chain succession
from father to child3. A gap (or interval) in the
projection is a discontinuity such that, given a

3A projection of a node may consist of one or more
’blocks’, i.e. maximal, non-empty intervals of descendants.

node jk in the sequence, jk − jk+1 > 1. The gap-
degree corresponds to the number of gaps in the
sequence (Kuhlmann and Nivre, 2006), while the
gap-degree of a tree is equal to the highest gap-
degree for each sequence in the tree4.

Figure 3: Gap-degree = 2

(3) ou
not

mén
PRTCL

sói
to-you.DAT

pote
ever

ı́son
equal.ACC

échō
(I)-have.1st.SG

géras
gift.ACC

Never do I get a gift that matches yours
(Iliad 1.163)

In fig. 3, which represents the tree of example
3, the segment géras-ı́son-sói is interrupted twice,
namely by échō and pote. The words in the gaps
do not form a single continuous interval in the lin-
ear order: the segment has therefore gap-degree =
2.

3 The corpus

The Ancient Greek Dependency Treebank (Bam-
man et al., 2009) is a dependency-based treebank
of Greek literary texts of the Archaic and Classical
age published by the Perseus Digital Library5.

In its theoretical framework and guidelines, the
AGDT is inspired by the analytical layer of the
Prague Dependency Treebank of Czech (Böhmová
et al., 2001). Currently, the last published version
of the AGDT (1.7) includes 354,529 tokens. The
collection is constituted by unabridged works that

4Interval-degree is an edge-based version of the gap-
degree (Havelka, 2007). Given a non-projective edge i → j
with v1,n in the gap, the interval-degree corresponds to the
number of intervals in the sequence v1,n.

5Perseus Digital Library: http://www.perseus.
tufts.edu/hopper/.
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belong to three literary genres: epic poetry (the Il-
iad, the Odyssey, and the complete works of Hes-
iod), tragedy (the complete work of Aeschylus and
five plays of Sophocles), philosophical prose (the
Euthyphro of Plato). Chronologically, the texts
range from the 8th to the 4th Century BCE. The
composition of the AGDT 1.7 is resumed in table
16.

Author/Work Genre Date Tokens
Iliad Epic 8th(?) 128,102
Odyssey Epic 8th(?) 104,467
Hesiod Epic 7th(?) 18,881
Aeschylus Drama 5th 48,261
Sophocles Drama 5th 48,721
Plato Prose 4th 6,097
Total 354,529

Table 1: AGDT 1.7

4 Results

4.1 Constraints and measures in the AGDT
Table 2 reports the number and percentage of the
trees that do not respect the constraints of projec-
tivity, planarity, and well-nestedness in the AGDT
1.7. The Ancient Greek data are compared with
those of six other languages from the CoNLL-X
shared task that display the highest rate of non-
projective constructions (Havelka, 2007)7. The
languages are sorted according to the percentage
of non-projective trees in decreasing order.

As it may be seen, AG shows a remarkably high
rate of non-projective trees in comparison with the
other languages. Non-projective edges are found
in almost three out of every four sentences of the
AGDT, a distribution that nearly reverses that of
German, Czech or Slovene. The abundance of
non-projective constructions in the AGDT stands
out even more clearly when one considers the rate
of non-projective edges instead of non-projective

6The dates reported in the table refer to the century BCE.
In some cases (like for the Homeric poems and the works of
Hesiod), even this general chronology is very hypothetical.

7Note that in the CoNLL data format, each sentence is
provided with a technical root node placed before the sen-
tence (i.e. the root is the leftmost node in dependency trees
for left-to-right languages). All the dependency analyses are
attached directly, or indirectly to the root node. As edges
from technical roots may introduce non-planarity, we disre-
gard all such edges when counting trees conforming to the
planarity constraint. Since the same is done by Havelka
(2007, p. 21), this makes our data comparable with those
reported there.

trees. The numbers are reported in table 3; the
comparative data are again taken from Havelka
(2007).

Language Tot. edges Non-proj. edges
No. %

A. Greek 301848 45731 15.15
Dutch 179063 10566 5.90
German 660394 15844 2.40
Czech 1105437 23570 2.13
Slovene 25777 550 2.13
Portuguese 197607 2702 1.37

Table 3: Non-projective edges in AG and other
languages

Although AG is exceptional for the incidence of
non-projective edges, if one considers the different
conditions of relaxation of projectivity, AG data
seem to reflect the same tendencies already ob-
served in other languages (Kuhlmann and Nivre,
2006; Havelka, 2007). Non-planarity does not
prove to mark a significant relaxation. On the
contrary, well-nestedness is a very effective con-
straint in AG too. Although the absolute rate is
higher than in the other languages, the number of
ill-nested trees is considerably smaller.

AG deviates from the trend observed in
other languages also for the complexity of non-
projective structures, as measured by both gap-
and edge-degree. The observations reported in ta-
ble 4 highlight the main differences with the other
languages studied8.

The fact that in AG the percentages of gap-
degree 0 and 1 appear to be almost inverted in
comparison with those of the other languages is
not surprising, given the general proportion of
non-projective trees in the languages discussed. In
all the languages but AG, a threshold set to gap-
degree = 1 is a very strong constraint, which al-
lows to account for more than 99% of the total of
trees9. In AG, instead, the number of trees with
gap-degree = 3 is still a non-negligible fraction
(more than 6% of the total).

The rate of trees with edge-degree≥ 1 is signif-
icantly higher in AG than in the other languages
too. While in other treebanks an edge-degree = 2
is already sufficient to cover more than 99% of the

8The data for Danish and Czech are taken from Kuhlmann
and Nivre (2006). Hindi and Urdu are two of the Indian lan-
guages studied by Bhat and Sharma (2012), whence the num-
bers were taken.

9Urdu with, 98.43%, is only a limited exception.
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Language Tot. trees Non-proj. Non-plan. Ill-nested
trees % trees % trees %

Ancient Greek 24825 18568 74.80 15334 61.77 656 2.64
Dutch 13349 4865 36.44 4115 30.83 15 0.11
German 39216 10883 27.75 10865 27.71 416 1.06
Czech 72703 16831 23.15 13783 18.96 79 0.11
Slovene 1534 340 22.16 283 18.45 3 0.20
Portuguese 9071 1718 18.94 1713 18.88 7 0.08

Table 2: Non-projective, non-planar, ill-nested trees in AG and other languages

Language Trees Gap-degree (%) Edge-degree (%)
gd0 gd1 gd2 gd3 gd4 ed0 ed1 ed2 ed3 ed4

A. Greek 24825 25.20 68.33 6.17 0.28 0.02 25.20 43.73 14.15 7.07 3.88
Danish 4393 84.95 14.89 0.16 - - 84.95 13.29 1.32 0.39 0.05
Czech 73088 76.85 22.72 0.42 0.01 <0.01 76.85 22.69 0.35 0.09 0.01
Hindi 20497 85.14 14.56 0.28 0.02 na 85.14 14.24 0.45 0.11 0.03
Urdu 3192 77.85 20.58 1.31 0.12 na 77.85 19.20 1.97 0.56 0.22

Table 4: Gap-degree and edge-degree

trees, it is only at edge-degree = 7 (0.84%) that the
frequency of the AGDT trees drops under 1% of
the corpus10.

To sum up, we can conclude that, whereas well-
nestedness appears to be an effective constraint in
AG too, the thresholds of gap-degree 1 and edge-
degree 2 in the AGDT do not have the same impact
as that observed in other treebanks.

4.2 The role of genre

Genre difference is known to have a strong effect
on the performances of dependency parsers for AG
texts (Mambrini and Passarotti, 2012). It is impor-
tant, therefore, to observe if the values reported
above are at variance in the different genres in-
cluded in the AGDT.

The frequencies of non-projective constructions
in each of the three genres of the AGDT are re-
ported in table 5. The most relevant fact is the
difference between the poetic genres (epic and
drama) on the one hand, and the philosophical dia-
logue in prose on the other. This difference can be
appreciated especially when one looks at the rate
on non-projective edges, which does not vary sig-
nificantly between epic and drama (respectively,
15.30% and 15.09%), but it is quite different if
prose is concerned (9.81%). Plato’s Euthyphro
(the sole prose work included in the corpus at the

10The maximum edge-degree found in the AGDT is the
abnormal value of 45, which however results from an anno-
tation error.

moment) is the only text where the number of non-
projective trees is less than 50%, although the in-
cidence of non-projectivity is still sensibly higher
than in corpora of modern languages, as reported
above.

These distributions may lead to the claim that
the high number of discontinuous constituents is
due to poetic style and, possibly, to the metrical
constraints that operate in poetic language11. Un-
fortunately, no conclusions can be drawn on this
matter. Limited as they are to one single author
and text, the presently available data for prose lan-
guage can hardly point to more than a working
hypothesis for future research. It will be possi-
ble to test this hypothesis as soon as new texts of
the same genre and/or author will be added to the
corpus.

5 Discussion: linguistic causes of
non-projective edges in the AGDT

In this section we discuss some of the linguistic
causes of non-projective edges in the AGDT. We
first analyze one specific kind of nodes in the gap
(the clitics: 5.1); then we will focus on those non-
projective edges in the AGDT that are governed by
a verb or by a noun, also in the light of the typolo-
gies studied for Czech (Hajičová et al., 2004).

11Sensible remarks (with minimal bibliography) about the
question of linguistic and metrical constraints on word-order
in AG tragedy can be read in Dik (2007, 3, 168-224).
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Measures and Epic Drama Prose
constraints T = 16359 T = 8040 T = 426

E = 217539 E = 79162 E = 5147
non-proj trees (%) 82.25 60.95 49.77
non-proj edges (%) 15.30 15.09 9.81
non-planar (%) 66.67 52.70 44.84
ill-nested (%) 2.50 3.00 1.41
gap-deg = 0 (%) 17.75 39.05 50.23
gap-deg = 1 (%) 76.27 53.43 44.37
gap-deg = 2 (%) 5.78 7.00 5.40
edge-deg = 0 (%) 17.75 39.05 50.23
edge-deg = 1 (%) 50.21 31.64 23.00
edge-deg = 2 (%) 14.38 6.85 9.62
edge-deg = 3 (%) 7.51 3.09 4.69

Table 5: Measures and constraints in the AGDT, grouped by genre (T = tot. trees, E = tot. edges)

5.1 The role of clitics

As it is partly the case with the Czech conjunc-
tion -li (Hajičová et al., 2004), clitics are likely
to have a strong role in non-projective structures
of the AGDT. It is well known that in AG clitics
tend to stick to a fixed position in the sentence
or clause, in accordance to the so-called “Wack-
ernagel’s law”, which is common to many Indo-
European languages (Wackernagel, 1892; Ruijgh,
1990). The words that belong to the class of post-
positives (i.e. the clitics and a few other words that
cannot occupy the clause-initial position) tend to
be placed in second position, even when this col-
location breaks a syntactic constituent. In exam-
ple 4, the coordinating particle d’ (dé) is placed in
second position and separates one of the two (non-
coordinated) attributes (pollás) from the rest of the
noun phrase (iphthı́mous psychás).

(4) pollás
many.ACC.FEM

d’
and

iphthı́mous
strong.ACC.FEM

psychás
souls.ACC.FEM

Háidi
to-Hades

proı́apsen
(it)-sent

and (it) sent forth to Hades many valiant
souls (Iliad 1.1)

This situation is normal also with the enclitic te
(and, = Latin -que), which is regularly placed after
the first word of coordinated clauses. Whenever
the word that precedes te has one or more right
descendants in the dependency tree, te comes to
be in a gap.

Some facts hint that this tendency of clitics is
a relevant issue for non-projectivity: we have re-

% nodes in gap
Lemmata dé 25.85

te 4.87
mén 3.17
gár 2.09
án 0.69

Syntactic COORD 22.78
relations AuxY 15.35

PRED 12.57
ADV 9.47
OBJ 6.91

Positions 2 18.63
5 7.62
4 7.00

Table 6: Most frequent lemmata, syntactic rela-
tions and positions in the sentences for words in a
gap in the AGDT

sumed them in table 6. The first five most fre-
quent words recurring in gaps belong all to the
class of postpositives; in total, postpositives ac-
count for about 40% (39.16%) of the nodes at-
tested in gaps12. As for the most frequent syntactic
labels, coordinating conjunctions (COORD) and
sentence adverbials (AuxY), which are the two
typical functions of postpositives, are again the
two groups ranking in the first and second place.
Finally, second position (i.e. the one which is usu-
ally occupied by postpositives) is by far the most

12A list of postpositives can be found in Dik (1995, 32).
Note that we left personal pronouns out of our analysis.
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often attested for nodes in a gap13.

5.2 Verb-headed and noun-headed
non-projective edges in the AGDT

In this section we will focus on those non-
projective edges that are governed by either a
noun/pronoun or a verb, as they cover more than
76% of all the non-projective edges in the AGDT.

Figure 4: Iliad 1.53-4

Verb-headed edges: in the non-projective struc-
tures of the AGDT, verbal complementations pre-
cedes their verbal head in the 67.93% of the cases.
Both arguments (subjects, predicatives and di-
rect/indirect objects) and adjuncts (several kinds
of adverbial modifications) are very frequently in-
volved in such a movement of the complements to
the left, which often results in non-projective con-
structions.

In Czech, this situation is produced notably by
contrastive contextually bound elements moved
towards the beginning of the clause. As the AGDT
does not feature annotation of information struc-
ture yet, it is not easy for us to evaluate its quanti-
tative impact in data, but a reading of the examples
that can be extracted from the treebank suggests
that the same tendency is at work also in AG14.

In the two coordinated clauses of example 5
(fig. 4), for instance, the temporal complemen-

13The value of this observation is very limited. There are a
number of cases (starting with those where a particle follows
a coordinating conjunction and has the second coordinated
clause in its scope) where the “second position” of clitics does
not correspond to the second word of a sentence. However,
it seems significant, also in light of the other observation re-
ported above, that rank n. 2 scores so highly.

14It is also known that topic elements in AG tend to be
placed at the beginning of the clause (Dik, 1995; Matić,
2003).

tations create a contrastive frame for the action
(ennēmar. . . tēi dekátēi). In order to highlight their
function, both complements are moved to the first
position of their respective clauses. This move-
ment causes non-projectivity, as the nodes for mén
and d’ result to be in a gap.

Another phenomenon that may generate non-
projective constructions in AG is the raising
of complementations of infinitive verbs that are
moved to the left outside the subordinate clause.
The importance of this pattern can be seen by mea-
suring the distribution of verbal mood in the non-
projective arcs. Indicative dominates in general
(75% vs 14% of infintives), but if one considers
the subset of cases with complement–head order
and with a gap wider than one single clitic, then
the rate of infinitives increases considerably (50%
vs 42% of indicatives).

(5) ennēmar
for-nine-days

mén
on-the-one-hand

aná
throughout

stratón
camp

ōicheto
went

kēla
arrows

théoio,
of-the-god,

tēi
(on-)the

dekátēi
tenth

d’
while

agorēnde
to-assembly

kaléssato
called

laón
army

Achilléus
Achilles

For nine days the arrows of the god
swept throughout the camp; on the tenth,
Achilles called the army to the assembly
(Iliad 1.53-4)

(6) hoi
they

mén
on-the-one-hand

epépleon
sailed-over

hygrá
watery

kéleutha,
paths,

laoús
men.ACC

d’
while

Atreı́dēs
son-of-Atreus.NOM

apolymáinesthai
to-purify.INF.REFL

ánōgen
commanded
So they sailed over the watery paths, while
the son of Atreus commanded the men to
purify themselves (Iliad 1.312-2, slightly
simplified)

Example 6 (fig. 5) shows a combination of the
two aforementioned phenomena: laoús, subject of
the infinitive apolymáinesthai, is moved to the left
of the main verb of the clause, outside the subordi-
nate governed by the infinitive. At the same time,
one may note the structure of the sentence, where
two clauses are contrasted. In the first part, the
departure of a small embassy of twenty selected
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Greek soldiers (whose preparation is the subject of
the preceding lines) is mentioned. In the second,
the events at the Greek camp and the actions of
the main army that remains at Troy are narrated.
When the whole army is mentioned again, thus,
the contrastive contextually bound word (laoús) is
raised in prominent position and this movement
causes non-projectivity, since the subject of the
governing clause (Atreı́dēs) comes to be in a gap15.

Figure 5: Iliad 1.312-3 (simplified)

Noun-headed edges: nouns can govern at-
tributes (in the form of adjectives, nouns in
genitives, or relative clauses), predicatives and
valency complements (especially for deverbal
nouns). In the case of nouns, the preference to-
ward the complement–head order is less marked
than with verbs (57% complement–head vs 43
head–complement%).

The head-noun of a non-projective edge can be
the salient element moved toward the beginning of
the sentence. This is the case in example 1 (fig. 1),
where the noun mēnis (“wrath”), which introduces
the main subject of the whole poem, is the focus of
the sentence. This word is placed in first position,
before the invocation to the Muse, and detached
from the possessive genitive (“of Achilles”), of the
epithet (”accursed”) and of the long series of rel-
ative clauses that further specify the noun (not re-
ported in the example above). The left-movement
of the noun that isolates one of the key-themes in
the poem occurs in the first sentence of each of the

15Note that even in the first clause the contrastive contex-
tually bound subject (hoi) and the verb (epépleon) are non-
contiguous, with the particle mén placed in the gap.

epic texts of the AGDT, with the only exception of
the Shield of Herakles.

Figure 6: Iliad 1.8

Another case where we can observe the iso-
lation of one focus element at the beginning of
the sentence is with the interrogative pronoun tı́s
(“who/which?”). Often, this left-movement sep-
arates the pronoun from the determiners that fur-
ther specify it; in the case of example 7 (fig. 6)
the pronoun is separated from the partitive geni-
tive (tı́s. . . theōn) by two particles (t’ and ár) and
by the direct object of the verb (sphōe)16.

(7) tı́s
who

t’
and

ár
then

sphōe
them-two.DU.ACC

theōn
of-the-gods

éridi
with-strife

xynéēke
pitted

máchesthai?
to-fight?
Who was it of the gods who pitted the two
against each other so that they contended
in strife? (Iliad 1.8)

Predicative adjectives, which specify the man-
ner of the action expressed by the verb but agree
with a nominal head, are very frequent in AG.
They are syntactically dependent on the agreeing
noun, but they modify semantically the verb as
well. This sort of “double gravity” is a poten-
tial source of non-projective constructions. Often,
as it is the case with autómatos (“of his initiative,
unbidden”) in example 8 (fig. 7), predicative ad-
jectives convey the most salient information in the
sentence and are therefore attracted toward a pre-
eminent position.

16The fact that the identity of the god is the focus of the
question is evinced from the answers that is given (as nominal
sentence) in the line that follows: “the son of Leto and Zeus.
For he, angered against the king” etc.
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(8) autómatos
unbidden.NOM

dé
and

hoi
to-him

ēlthe
came

boēn
cry

agathós
good

Menélaos.
Menelaos.NOM?

And Menelaos, good at the war-cry, came
to him unbidden (Iliad 2.408)

Figure 7: Iliad 2.408

6 Conclusions and future work

Our survey has confirmed the remarkable exten-
sion of non-projectivity in the Ancient Greek De-
pendency Treebank (1.7). The AGDT stands out
for the relevant amount of both non-projective
trees and edges, which are unmatched by the rate
of discontinuous structures known from depen-
dency treebanks of other languages and for the
complexity of these constructions.

The edge-degree and gap-degree measures of
non-projective trees from the AGDT are equally
unmatched. In particular, the non-neglectable
rates of trees with gap-degree ≥ 2 (which include
more than 6% of the sentences in the AGDT) con-
tradicts the assumptions that were inferable from
other languages. On the other hand, in spite of
these peculiarities, AG data confirm other conclu-
sions that were drawn in previous literature, es-
pecially about the efficacy of the well-nestedness
constraint.

The peculiar nature of these results may par-
tially depend on the genres represented in the cor-
pus, more than 98% of which is taken from poetic

texts. The only prose work that is included in the
collection shows a lesser degree of non-projective
trees and edges, without conforming, however, to
the rates known from other languages.

We have also isolated a number of specific con-
structions and we have tried to highlight some lin-
guistic factors that can bring about syntactic dis-
continuity. Section 5 does not want to be an ex-
haustive classification of the linguistic aspects that
stand behind non-projectivity: further work is re-
quired. Especially, on account of the well known
influence of topic-focus articulation on AG word-
order, this research would greatly benefit from the
interaction of layers of syntax, pragmatics and in-
formation structure in annotated data.
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Abstract

The Stanford dependency scheme aims to
provide a simple and intuitive but linguis-
tically sound way of annotating the depen-
dencies between words in a sentence. In
this paper, we address two limitations the
scheme has suffered from: First, despite
providing good coverage of core gram-
matical relations, the scheme has not of-
fered explicit analyses of more difficult
syntactic constructions; second, because
the scheme was initially developed primar-
ily on newswire data, it did not focus on
constructions that are rare in newswire but
very frequent in more informal texts, such
as casual speech and current web texts.
Here, we propose dependency analyses for
several linguistically interesting construc-
tions and extend the scheme to provide
better coverage of modern web data.

1 Introduction

The Stanford dependency representation (de
Marneffe et al. 2006, de Marneffe and Manning
2008b, henceforth SD) has seen wide usage within
the Natural Language Processing (NLP) commu-
nity as a standard for English grammatical rela-
tions, and its leading ideas are being adapted for
other languages. This adaptation seems to be mo-
tivated by two principal advantages: (i) it provides
a richer, more linguistically faithful typology of
dependencies than the main alternatives and (ii) it
adopts a simple, understandable, and uniform no-
tation of dependency triples, close to traditional
grammar. This combination makes it effective
both for use by non-linguists working directly with
linguistic information in the development of natu-
ral language understanding applications and also
as a source of features for machine learning ap-
proaches. As a result, the representation has been

variously used in relation extraction, text under-
standing, and machine translation applications.

While SD provides good coverage of core gram-
matical relations, such as subject, object, internal
noun phrase relations, and adverbial and subordi-
nate clauses, the standard remains underdeveloped
and agnostic as to the treatment of many of the
more difficult—albeit rarer—constructions that
tend to dominate discussions of syntax in linguis-
tics, such as tough adjectives, free relatives, com-
parative constructions, and small clauses. These
constructions have been analyzed many times in
various frameworks for constituency representa-
tion, and some have had some limited treatment
in dependency grammar frameworks. Neverthe-
less, it is often not obvious how to analyze them
in terms of dependencies, and currently the SD
scheme does not offer explicit, principled analy-
ses of these constructions.

Further, a current practical limitation is that
the SD scheme was developed against newswire
data, namely the Wall Street Journal portion of
the Penn Treebank. It therefore gave relatively lit-
tle consideration to constructions that are absent
or rare in newswire, such as questions, impera-
tives, discourse particles, sentence fragments, el-
lipsis, and various kinds of list structures. Such
constructions are, however, abundant in modern
web texts. Emails, blogs, forum posts, and product
reviews show a greater use of informal construc-
tions, slang, and emoticons. It is important to han-
dle these new genres by providing adequate depen-
dency representations of the constructions which
appear in such important modern genres.

Our goal in this paper is to address these two
current limitations of Stanford dependencies. We
extend the scheme to handle a wider array of lin-
guistic constructions, both linguistically interest-
ing constructions and those necessary to resolve
practical problems in providing analyses for lan-
guage use in modern web data.
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2 The Stanford dependencies

The set of grammatical relations used by SD is
principally drawn from the grammatical-relation
oriented traditions in American linguistics: Re-
lational Grammar (Perlmutter 1983), Head-driven
Phrase Structure Grammar (HPSG, Pollard and
Sag 1994), and particularly Lexical-Functional
Grammar (LFG, Bresnan 2001). However,
the actual syntactic representation adopted fol-
lows the functional dependency grammar tradition
(Tesnière 1959, Sgall et al. 1986, Mel’cuk 1988)
and other dependency grammars such as Word
Grammar (Hudson 2010) in representing a sen-
tence as a set of grammatical relations between
its words. The SD scheme deviates from its LFG
roots in trying to achieve the correct balance be-
tween linguistic fidelity and human interpretabil-
ity of the relations, particularly in the context of
relation extraction tasks. This leads it to some-
times stay closer to the descriptions of traditional
grammar (such as for indirect object) in order to
avoid making unnecessary theoretical claims that
detract from broad interpretability. The focus of
the SD scheme is on semantically useful relations.

Automatic annotation of dependencies using the
SD scheme can be obtained for English text with
a tool distributed with the Stanford Parser.1 The
tool uses a rule-based strategy to extract gram-
matical relations as defined in the SD scheme via
structural configurations in Penn Treebank-style
phrase-structure trees. The tool performs well, but
as with all automatic parsing, it is important to
maintain a distinction between the annotations it
produces and the theoretical standard of the SD
scheme: there can be a difference between the re-
lation that the scheme would assign to two words
and the relation that gets assigned by the tool.
In this paper, we address the ideal relation struc-
tures rather than discussing parser performance di-
rectly. The Stanford dependency representation
makes available several variants, suited to differ-
ent goals. One, the basic representation, is a sim-
ple dependency tree over all the words in the sen-
tence, which is useful when a close parallelism to
the source text words must be maintained, such
as when used as a representation for direct depen-
dency parsing (Kübler et al. 2009). The expanded
representation adds additional relations that can-
not be expressed by a tree structure but may be

1http://nlp.stanford.edu/software/
lexparser.shtml

useful for capturing semantic relations between
entities in the sentence. Here, we will draw such
additional dependencies as dashed arcs.

3 Data

We have started an annotation effort to construct a
gold-standard corpus of web data annotated with
this extended SD scheme.2 To provide the com-
munity with a gold-standard corpus that better
captures linguistic phenomena present in casual
text genres, we are annotating the parsed section of
the Google Web Treebank (Petrov and McDonald
2012). This corpus contains about 250,000 words
of unedited web text and covers five domains:
questions and answers, emails, newsgroups, local
business reviews and blogs. For each domain, be-
tween 2,000 and 4,000 sentences have been an-
notated with phrase-structure trees in the style of
OntoNotes 4.0 by professional annotators from the
Linguistic Data Consortium.

4 Linguistic analyses adopted for
different constructions

The SD scheme has been in use for seven years,
but still lacks principled analyses of many of the
difficult English constructions that have been a sta-
ple of the formal linguistic literature. However, we
have found in our annotation work that some of
these constructions now arise prominently in terms
of cases for which the correct analysis is unclear.
Here we try to resolve several of these interesting
corner-cases of English grammar. Some of these
cases, such as tough adjectives and free relatives,
were also discussed in recent evaluations of de-
pendency extraction systems (Rimell et al. 2009,
Bender et al. 2011) where the goal was to recover
long dependencies. The family of CoNLL depen-
dency schemes for English (Buchholz and Marsi
2006, Johansson and Nugues 2007), another com-
mon dependency representation in NLP, largely
does not provide satisfying analyses for any of the
cases presented here. Small clauses are the one ex-
ception, and the CoNLL treatment of small clauses
is similar to ours.

4.1 Tough adjectives
Tough adjectives, discussed in Bender et al.
(2011), have posed challenges to nearly every syn-

2To date, except for the BioInfer corpus of biomedical
texts (Pyysalo et al. 2007) and a small set of chosen long-
distance dependency constructions (Rimell et al. 2009), there
are no gold standard Stanford dependency annotations.
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tactic formalism. For example, in (1a), the object
of find can be “raised” to subject position in the
main clause to form a tough adjective construc-
tion, as in (1b). One of the difficulties for genera-
tive grammar in modeling this construction is that
the object being raised can be embedded arbitrar-
ily deeply in the sentence, as in (1c).

(1) a. It was hard (for me) to find this address.

b. This address was hard (for me) to find.

c. This address was hard (for me) to work
up the motivation to try to explain how to
find.

In (1b), this address functions syntactically as the
subject of was hard, but thematically as the ob-
ject of find, and we want to represent both of these
dependencies at some level. We simply give the
surface subject (here this address) the expected
nsubj label coming off the main predicate. We
want to represent its relationship to the embed-
ded verb as well though, since the surface subject
is its thematic argument. Paralleling the existing
xsubj dependency for the relationship between a
verb and its controlling subject (which breaks the
tree dependency structure), we introduce the xobj
dependency to capture the relationship between a
verb and its logical object when it breaks the tree
dependency structure. So (1b) will have the de-
pendency representation in (2), with an additional
xobj dependency from find to address:

(2) This address was hard to find.
det

nsubj
cop

ccomp
aux

xobj

Further, there are two competing structural
analyses for the optional for NP phrase. In one,
the for NP is a PP complement of the main predi-
cate, and in the other, for is a complementizer that
takes a tense-less sentence. Chomsky (1973) ar-
gues on the basis of sentences like (3a–3b) that the
experiencer for NP must be a true PP, not part of a
complementizer.

(3) a. It is easy [PP for the rich] [SBAR for the
poor to do all the work].

b. *All the work is easy [PP for the rich]
[SBAR for the poor to do ]

When the for introduces an SBAR proposition
(which is quite rare), the whole clause can “move”
as a unit, as demonstrated in (4a), but when the for

introduces a PP experiencer, the PP can “move”
separately (4b), both supporting the hypothesis
that the experiencer is not part of an SBAR.

(4) a. [SBAR For the poor to do all the work] is
easy [PP for the rich].

b. X-server is difficult [S to set up] [PP for
everyone].3

We conclude from data like this that the PP is usu-
ally a separate constituent, and should be anno-
tated as such; (3a) and (4b) should therefore be
assigned the dependencies shown in (5a–5b).

(5) a. It is easy for the rich for the poor to do the work.

prep
ccomp

b. X-server is difficult to set up for everyone.

nsubj prep

We opt to analyze to find in (1b) and to set up
in (4b) as clausal complements (ccomp). Faithful
to the original SD scheme, we reserve the use of
the xcomp label for controlled complements in the
LFG sense of functional control (Bresnan 1982) –
where the subject of the complement is necessarily
controlled by an argument of the governing verb.
This is not the case here: the subject can be viewed
as a covert PRO, which is coreferent with the for
PP complement. We now have a complete analy-
sis for tough adjectives. The dependency relations
for the sentence in (1b) are given in (6) below.

(6) This address was hard for me to find.
det

nsubj

aux prep pobj

ccomp
xobj

aux

4.2 Free relatives

Free relatives, which are discussed in Rimell et al.
(2009), are likewise challenging because while
their surface resemblance to embedded interrog-
atives invites a transformational treatment parallel
to wh-questions, certain of their syntactic proper-
ties point to an analysis in which the wh-phrase
serves as the head rather than as a subordinate ele-
ment. To illustrate these two conflicting analyses,
we will explore the implications of each treatment
using the free relative phrases (italicized) in (7) be-
low as our chief examples.

3https://mail.gnome.org/archives/
gnome-accessibility-list/2003-May/
msg00421.html
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(7) a. Put your bag down wherever you see a
spot.

b. Sarah will talk to whoever comes her way.

c. I’ll dress however nicely you tell me to
dress.

An initially attractive approach to analyzing
(7a–7c) is to treat the free relatives identically to
embedded wh-interrogative complements. On this
approach, wherever is an advmod of see, whoever
is the nsubj of comes, and however nicely (with
nicely being the head of the wh-phrase) is an ad-
vmod of dress, resulting in the following depen-
dency structures:

(8) a. Put your bag down wherever you see a spot

advmod
ccomp

b. Sarah will talk to whoever comes her way
nsubj

pcomp

c. I’ll dress however nicely you tell me to dress
advmod

advmod
ccomp

The above treatment is analogous to a trans-
formational analysis of free relatives in a phrase
structure formalism. In such a treatment, the wh-
phrase is generated inside the clause and moved to
the clause-initial position through A′-movement.
The Treebank II bracketing guidelines (Bies et al.
1995) take this approach, inserting a *T* node, in-
dicating the trace of A′-movement, in the tree po-
sition where the wh-word was generated and coin-
dexing it with the wh-word—see (9).

(9) Sarah will talk . . .
PP

IN

to

SBAR-NOM

WHNP-1

WP

whoever

S

NP-SUBJ

PRP

*T*-1

VP

comes her way.

Under this analysis, we must treat see as a sen-
tential complement of put, comes as a preposi-
tional complement of to, and tell as a sentential
complement of dress, as shown in (8a–8c) and (9).

However, as Bresnan and Grimshaw (1978)
point out, this transformational analysis fails

to capture certain key syntactic properties of
free relatives. In particular, the free relative
phrases in (7) do not really behave like sentential
complements—in fact, substituting other senten-
tial wh-complements for the free relative phrases
in (7) leads to ungrammatical constructions:

(10) a. *Put your bag down what table Al put his
on.

b. *Sarah will talk to which person Fred
talked to.

c. *I’ll dress what dress I wore last time.

We make better predictions if we analyze the
free relatives like those in (7a), (7b), and (7c) as
locative adverbial phrases, nominal phrases, and
adverbial phrases, respectively. Substituting these
phrase types for the free relatives in the original
examples leads to perfectly natural constructions:

(11) a. Put your bag down on the table.
b. Sarah will talk to that man over there.
c. I’ll dress very nicely.

In each example, the syntactic category as-
signed to the free relative phrase is identical to that
of the wh-phrase within the free relative: wher-
ever being locative, whoever being nominal, and
however nicely being adverbial. Based on this ob-
servation (among others), Bresnan and Grimshaw
(1978) argue for treating the wh-phrase as the head
of the free relative. In their 1978 transforma-
tion grammar analysis, they then account for the
appearance of movement with a deleted pronoun
whose trace is coindexed with the wh-phrase and
stipulate that the coindexed nodes must agree in
certain grammatical features:

(12) a. Put your bag down [LocP wherever1 [S you
see a spot [there→ /01]]].

b. Sarah will talk to [NP whoever1 [S [s/he→
/01] comes her way]].

c. I’ll dress [AdvP [however nicely]1 [S you
tell me to dress [so→ /01]]].

So rather than follow the Treebank II guide-
lines, we adopt the approach of Bresnan and
Grimshaw (1978), analyzing the wh-phrase as the
head of the free relative and treating the senten-
tial portion of the free relative phrase as a relative
clause modifier on the head. We also mark the re-
lationships inside the relative clause, between the
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verb and the head of the wh-phrase, with addi-
tional dependencies, to preserve the semantic re-
lationship between the two entities. The grammat-
ical relations between the verb of the relative and
the head of the wh-phrase correspond to the ones
the traces would receive. Thus, we decompose the
examples in (7a–7c) as follows:

(13) Put your bag down wherever you see a spot.

advmod rcmod

advmod

(14) Sarah will talk to whoever comes her way.
rcmodpobj

nsubj

(15) I’ll dress however nicely you tell me to dress.
advmod

advmod
rcmod

advmod

4.3 Comparative constructions
The syntax of comparative constructions in En-
glish poses various challenges for linguistic the-
ory, many of which are discussed in Bresnan
(1973). We devoted special attention to canonical
(in)equality comparisons between two elements,
of the form: as1 X as2 Y and more X than Y.

4.3.1 as . . . as constructions
In constructions of the form as1 X as2 Y, X and
Y can be of a range of syntactic types, leading to
surface forms such as those exemplified below:

(16) a. Commitment is as important as a player’s
talent.

b. Get the cash to him as soon as possible.

c. I put in as much flour as the recipe called
for.

Note that there are analogous constructions with
inequality comparatives for all of these, briefly
discussed below; the analysis argued for in this
subsection will largely extend to those. X takes
the form of an AdjP, an AdvP, and an NP in (16a),
(16b) and (16c), respectively. We analyze the
as1 X as2 Y expression as modification on the X
phrase; notice that preserving only the head of the
X phrase always yields a grammatical sentence,
indicating that this head determines the syntactic
type of the whole phrase:

(17) a. Commitment is important.

b. Get the cash to him soon.

c. I put in flour.

This suggests that the head of X is the head
of the whole structure (and therefore depends on
nothing inside it) and that the as1 . . . as2 Y phrase
modifies the inner X phrase. Our analysis ex-
presses this by making as1 dependent on a head in-
side X. However, clearly as1 . . . as2 Y is a compar-
ative modifier, and it modifies a gradable property.
That property is not always denoted by the head of
X; flour, for example, does not seem to be the tar-
get of the comparison in (16c). To reflect that, our
next analytic decision is to make as1 dependent on
the adjective, adverb or quantifier that represents
the gradable property targeted by the comparison.
The relation is advmod, consistent with other types
of degree modification, such as (18).

(18) a. Commitment is crucially important.

b. Get the cash to him very soon.

c. I put in too much flour.

With that, for (16a) we have:

(19) as important
advmod

For (16c), we make as1 dependent on much, not
flour, as it is the quantity of flour that is the target
of the comparison:

(20) as much flour
advmod amod

These decisions address the question of what
the head of the entire phrase is, and how the com-
parative modifier interfaces with it. Next, we turn
to questions about the internal structure of the
comparative. It seems that as1 has a privileged sta-
tus over as2, since it is possible to drop as2 Y (21),
but not as1 (22):

(21) a. Commitment is (just) as important.

b. ?Get the cash to him (just) as soon.

c. I put in (just) as much flour.

(22) a. *Commitment is important as a player’s
talent.

b. *Get the cash to him soon as possible.

c. *I put in much flour as the recipe called
for.

For this reason, and following other authors’
syntactic analyses of the secondary term of a com-
parative as a complement (Huddleston and Pullum

191



2002), we make as2 Y dependent on as1. This still
leaves the question of how to link Y with the rest
of the phrase. It is clear that the material in as2 Y
can be clausal, as exemplified by (16c); it is also
optional, as exemplified by (21). For that reason,
we make it an advcl, dependent on as1, with as2 as
a mark. This is consistent with the Penn Treebank
annotations for these constructions. That gives us:

(23) as much flour as the recipe called for

advmod

amod
mark

prepdet nsubj

advcl

In the case when Y is an NP, to remain consis-
tent with the Penn Treebank annotations, we treat
as2 Y as a prepositional phrase. So we have:

(24) as important as a player ’s talent

advmod
prep pobj

4.3.2 more . . . than constructions
The analysis we give to expressions like more . . .
than or less . . . than, as in (25), is very similar to
the analysis of as . . . as discussed above.

(25) I put in more flour than the recipe called for.

Again, we analyze the head of the more X than
Y expression as the head of the X phrase, since
keeping the head will yield a grammatical sen-
tence, which in this case is exactly (17c). Also in
parallel with the constructions above, we note that
the relation between more . . . than Y and X has
a parallel with other types of adverbial modifiers,
as was shown in (18c). Therefore, we again label
that relation advmod. As for than Y, again we take
it to be an adverbial clause if Y is anything other
than an NP. So we will have analyses such as:

(26) more flour than the recipe called for

mark

prepnsubj

advcl

amod

When Y is an NP, we essentially adopt the anal-
ysis of Bresnan (1973), in which an -er mor-
pheme that expresses the comparative value com-
bines with much to form more; this provides an ex-
planation for why much appears in (16c), where it
combines with as, but not in (25), where it com-
bines with -er. This is relevant because the re-
sulting more in (25) is, syntactically, an adjecti-
val modifier, as is much in (16c). Also, in parallel
with our analysis of as1 X as2 Y and consistently
with the Penn Treebank analysis, we call than Y a

prepositional phrase when Y is a noun phrase. We
therefore arrive at the following analysis for the
comparative expression below:

(27) more important than a player ’s talent

advmod
prep pobj

4.4 Small clauses
In the world of phrase structure, small clauses, like
the bracketed example in (28), have two compet-
ing analyses: in the analysis correlated with the
lexicalist approach (28a), both the entity and the
predicate depend on the main verb; and in the
one correlated with the transformational approach
(28b), the entity depends on the predicate.

(28) a. We made [them leave].

X
Y

b. We made [them leave].

X
Z

There is a substantial literature on small clauses
and evidence for and against each structure
(Borsley 1991, Culicover and Jackendoff 2005,
Matthews 2007). The optimal analysis largely de-
pends on the assumptions of the theory in ques-
tion. The Penn Treebank adopts the analysis in
(28b), putting both arguments of the main verb
under an S node. Empirically, though, the small
clause as a unit fails a considerable number of con-
stituency tests, such as those in (29) (adapted from
(Culicover and Jackendoff 2005)), which show
that the small clause cannot move around in the
sentence as a unit. So in the system we have been
developing—which we aim to make as empiri-
cally motivated as possible—we choose to have
both the entity and the predicate depend on the
main verb (28a) as is also done in the CoNLL
scheme, leading to the analysis in (30). This
analysis also allows us to add an additional sub-
ject relation between the two components of the
small clause when the small clause contains a verb
(which CoNLL does not have). Adopting the other
analysis, we would lose the link between the ob-
ject and the higher verb.

(29) a. *What we made was them leave.
b. *We made without difficulty them leave.
c. *Them leave is what we made.

(30) We made them leave.

nsubj
xcomp

dobj xsubj
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The Penn Treebank also recognizes small clause
constructions where the predicate is a nominal or
adjectival expression as in (31b) and (31c) respec-
tively. We can extend the xcomp analysis to them
by regarding the noun or adjective as also a pred-
icate with a controlled subject. This is consistent
with both the LFG analysis where the grammat-
ical function XCOMP originated (Bresnan 1982)
and the treatment of predicate nouns and adjec-
tives in copula constructions in SD (de Marneffe
and Manning 2008a).

(31) a. We made them leave.
b. We made them martyrs.
c. We made them noticeable.

For example (32a) has a parallel analysis to (32b):

(32) a. We made them martyrs.
nsubj

root

dobj
xcomp

xsubj

b. They are martyrs.

nsubj
cop

root

Assigning the xcomp label offers a consistent anal-
ysis across all uses of the small clause construction
and also emphasizes the fact that the second noun
phrase is being used non-referentially, as a predi-
cate instead of as an entity.

5 Extensions to the Stanford
dependencies

In the process of annotating the Google Web Tree-
bank, we also discovered a number of ways in
which the SD standard needs to be modified to
capture the syntax of a broader range of text gen-
res. These changes, described in the following
paragraphs, led to a new version of the extended
SD scheme with 56 relations, listed in Figure 1.

5.1 New relations
discourse Colloquial writing contains interjec-
tions, emoticons, and other discourse markers
which are not linked to their host sentences by any
existing relation. We add a discourse element rela-
tion discourse which encompasses these construc-
tions, including emoticons and all phrases headed
by words that the Penn Treebank tags INTJ: inter-
jections (oh, uh-huh, Welcome), fillers (um, ah),
and discourse markers (well, like, actually).

(33) Hello, my name is Vera.
discourse

root - root
dep - dependent

aux - auxiliary
auxpass - passive auxiliary
cop - copula

arg - argument
agent - agent
comp - complement

acomp - adjectival complement
ccomp - clausal complement with internal subject
xcomp - clausal complement with external subject
obj - object

dobj - direct object
iobj - indirect object
pobj - object of preposition

subj - subject
csubj - clausal subject

csubjpass - passive clausal subject
nsubj - nominal subject

nsubjpass - passive nominal subject
cc - coordination
conj - conjunct
expl - expletive (expletive “there”)
list - list item
mod - modifier

advmod - adverbial modifier
neg - negation modifier

amod - adjectival modifier
appos - appositional modifier
advcl - adverbial clause modifier
det - determiner
discourse - discourse element
goeswith - goes with
predet - predeterminer
preconj - preconjunct
mwe - multi-word expression modifier
mark - marker (word introducing an advcl or ccomp)
nn - noun compound modifier
npadvmod - noun phrase adverbial modifier

tmod - temporal modifier
num - numeric modifier
number - element of compound number
prep - prepositional modifier
poss - possession modifier
possessive - possessive modifier (’s)
prt - phrasal verb particle
quantmod - quantifier modifier
rcmod - relative clause modifier
vmod - verbal modifier
vocative - vocative

parataxis - parataxis
punct - punctuation
ref - referent
sdep - semantic dependent (breaking tree structure)

xsubj - (controlled) subject
xobj - (controlled) object

Figure 1: Extended Stanford dependencies.

goeswith Unedited text often contains multiple
tokens that correspond to a single standard En-
glish word, as a result of reanalysis of com-
pounds (“hand some” for “handsome”) or input
error (“othe r” for “other”). The non-head por-
tions of these broken words are tagged GW in the
treebank. We cannot expect preprocessing steps
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(tokenization and normalization) to fix all of these
errors, so we introduce the relation goeswith to re-
connect these non-heads to their heads—usually
the initial pieces of the words.

(34) They come here with out legal permission

goeswith

list Web text often contains passages which are
meant to be interpreted as lists of comparable
items, but are parsed as single sentences. Email
signatures in particular contain these structures, in
the form of contact information. We label the con-
tact information list as in (35). For the key-value
pair relations that often occur in these contexts, we
use the appos relation.

(35) Steve Jones Phone: 555-9814 Email: jones@abc.edf
apposlist

list

appos

vmod Since the distinction between partmod
and infmod is straightforwardly reflected in the
part-of-speech of the verb, we choose to cease du-
plicating information by merging these relations
into a single one, vmod. We intend this to cover all
cases of verb-headed phrases acting as modifiers,
which are not full clauses.

(36) I don’t have anything to say.

vmod

vocative In writing that directly addresses a di-
alog participant (e.g., emails and newsgroup post-
ings), it is common to begin sentences by naming
that other participant. We introduce the vocative
relation to link these names to their host sentences.

(37) Tracy, do we have concerns here?

vocative

xobj We introduce the relation xobj to capture
the relationship between a verb and its displaced
logical object. For further explanation, see the dis-
cussion of tough adjectives in section 4.1 above.

(38) Those were hard for him to find.

xobj

5.2 Modified and deleted relations
advcl Purpose clauses (purpcl) were singled out
based on a semantic distinction, but distinctions
were not made for other types of adverbial clause
(temporal, causal, etc.). We make the scheme
more uniform by collapsing purpose clauses with
general adverbial clauses (advcl).

(39) She talked to him in order to secure the account.

advcl

amod Parenthetically marked ages have been
treated as appositives (and marked appos), but we
find that this violates the otherwise largely sound
generalization that appositives fill the same se-
mantic role as the NPs they modify, and essen-
tially serve as alternative ways to identify the enti-
ties named by those NPs. Since, for example, it is
not reasonable to infer (41) from (40), we choose
to re-classify these cases as displaced adjectival
modifiers, and label them amod.

(40) John Smith ( 33 ) was from Kansas City, MO.

amod

(41) 33 is from Kansas City, MO.

appos We abandon the abbrev relation and sub-
stitute appos: abbrev captured parenthetical ex-
pressions indicating abbreviations, but was used
rarely, and provided little information not also
captured by the more general appos.

(42) The Australian Broadcasting Corporation ( ABC )

appos

attr In wh-questions such as (43), we treated the
copular verb as the root, and the wh-word was an
attr. We are abandoning the attr relation, leading
to the following analysis which parallels that of
affirmative copular sentences like (44) where the
predicate is the root. Copular sentences are now
treated more uniformly than before.

(43) What is that?

nsubj

cop

root

(44) That is a sturgeon.

nsubj

cop

root

mark The former complm relation captured
overt complementizers like “that” in complement
clauses (ccomp). We follow the intuition from
HPSG that this relation captures approximately
the same structural relation as mark in adverbial
clauses (45), and provides no information that
mark would not also provide. We thus abandon
the complm relation, and substitute mark (46).

(45) I like to swim when it rains.
mark

advcl

(46) He says that you like to swim.
mark

ccomp

194



mwe We have found several additional construc-
tions that we believe meet the criteria to be con-
sidered multi-word expressions for the purposes
of the mwe relation, which is intended for “multi-
word idioms that behave like a single function
word.” We add the following constructions:

at least, at most, how about, how come, in case,
in order (to), of course, prior to, so as (to), so
that, what if, whether or not

This is in addition to already-recognized construc-
tions such as:

rather than, as well as, instead of, such as, be-
cause of, instead of, in addition to, all but, such
as, because of, instead of, due to

(47) Of course I’ll go!

mwe

Ultimately, the choice of what to count as a mwe
reflects a cut across the continuous cline of gram-
maticalization, and is necessarily arbitrary.

punct We do not follow Choi and Palmer (2012)
in using the relations hmod and hyph for the non-
head words of split-up hyphenated words and the
hyphens respectively. We find the usage of hy-
phens is very inconsistent, and so we prefer to ap-
ply the most appropriate general relation that holds
between the hyphenated components rather than
adopt these labels. For the hyphen, when it is used
to construct compound words (48), we treated it
as punctuation and assign the punct relation, but
when it is used in place of an en dash to indicate
a range, as in (49), we treat it as a preposition and
assign the prep relation.

(48) short - term humanitarian crisis

punct
amod

(49) French Indochina War ( 1946 – 1954 )

prep pobj

rel rel has been used in a small number of con-
structions to mark the head words of wh-phrases
introducing relative clauses. We are retiring the re-
lation: we will mark the heads of wh-phrases in ac-
cordance with their role in the relative clause (usu-
ally nsubj, dobj, pobj, or prep), and any such head
whose role cannot be identified will be marked
with the generic relation dep.

xcomp The xcomp relation is specified in
de Marneffe and Manning (2008a) to apply to any
non-finite complement clause which has its sub-
ject controlled by the subject of the next higher
verb. However, complement clauses with object
control—wherein the object of the higher verb
controls the subject of an embedded clause, as
in (50)—structurally have more in common with
subject control cases rather than with the canoni-
cal ccomp complement clause with which it would
otherwise be classified. Further, these cases are
grouped as XCOMP in LFG. In order to ensure
that this crucial notion of external control is reli-
ably captured, we expand the definition of xcomp
to include cases of both subject and object control.

(50) It allowed material previously stored to decompose.

xcomp

6 Conclusions

We extend the coverage of the SD scheme by pre-
senting principled analyses of linguistically inter-
esting constructions and by positing new relations
to capture frequent constructions in modern web
data. Our approach has been empirical: all the
construction types discussed here appear in the
Google English Web Treebank data that we are
annotating. We are currently incorporating our ex-
tensions of the SD standard into the freely avail-
able converter tool associated with the scheme. So
far, there has not been any quantitative evaluation
of the tool: there has only been some qualitative
analysis as well as a focus on some relations as re-
ported in (Rimell et al. 2009, Bender et al. 2011),
but ultimately the annotated gold standard corpus
we are creating will enable a thorough evaluation
of the converter tool.
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Abstract 

This paper provides an analysis of the 
representation of various grammatical phenomena 
in both constituency structure and dependency 
structure (hereafter c-structure and d-structure), 
including agreement, case marking, and word order 
in transitive sentences, as well as three theoretical 
constructs, and the interface between the form of a 
sentence and its meaning. There is a crucial 
structural relationship for all of these phenomena in 
both constituency grammar and dependency 
grammar, but only the version used in dependency 
grammar is fully reliable. This insight evokes the 
following question: Why do linguists working with 
constituency grammars think that so many nodes 
are necessary?  Upon examination, the extra nodes 
succeed only in confusing our understanding of 
syntactic phenomena. 

1    Introduction 
The obvious difference between constituency 
grammar and dependency grammar (for which 
the seminal work is Tesnière 1959) is that the 
former has more nodes due to the distinction it 
makes between lexical and phrasal categories. 
As first discussed in Hudson 1984:94-95, this 
distinction has an important consequence: 
nodes which are related to each other are 
directly connected to each other in dependency 
grammar, but only indirectly in constituency 
grammar. That is, they are parent and child in 
dependency grammar but at best siblings (the 
gender-neutral version of the more commonly 
used ‘sisters’) in a one-bar constituency 
grammar. A further problem is that the  
constituency grammars often use a system of 
two bars or more rather than a one-bar system. 
This contribution examines this fundamental 
difference and its consequences for the 
treatment of several kinds of linguistic 
phenomena and theoretical constructs to be 
treated in more detail below.  
 
2  Agreement 
 
In many languages, the form of one word 
varies according to the form of some other 
word in the same construction. These 

relationships include subject and verb, (more 
rarely) object and verb, noun and adjective, 
and noun and determiner. Highly inflected 
languages like Russian have all of these kinds 
of agreement. English has only two of them 
(and then only to a limited extent). So-called 
isolating languages like Vietnamese do not 
show agreement at all.  The agreement can be 
in person, number, gender, and (for case-
inflecting languages only) case.  

English has agreement between the subject 
and the verb in the third person singular of the 
present tense, as shown by the contrast 
between (1a) on the one hand and (1b) and (1c) 
on the other: 

(1) a. John walks slowly.  
b. John and Sarah walk quickly. 
c. I walk more quickly than they do. 

The c-structures of these sentences assume that 
the subject NP (which is a parent of the noun 
which determines the form of the verb) is a 
sibling of the parent VP of the verb, so the 
structural relationship between this noun and 
this verb is something more complicated and 
indirect than that shown in dependency 
grammar and apparently varies according to 
the precise details of the construction or 
perhaps the system of X-bar theory 
(Jackendoff 1977) chosen by the grammarian, 
e.g. 

(2)     S 

  NP       VP 

    N     V       Adv 

  John  walks      slowly 

Neither the subject NP nor its child, the N 
John is a sibling of V, although this is the word 
with which the subject agrees.  

In dependency grammar in contrast, there is 
of course neither an NP node nor a VP node. 
The verb is simply the parent of the noun, 
whatever kind it is. The nodes for these two 
words contain both the phonological 
information associated with them and, in the 
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semantics, the associated words that make up 
the phrase of the same category. 

(3)     V: 1walks 

  Name: John    Adv: slowly 

          

The V walks is the parent of the name John.  
Agreement in number also occurs in English 

between common nouns and demonstrative 
determiners, as shown in the contrast between 
(4a) and (4b):  

(4) a. this/that student 

b. these/those students 

In the most widely accepted analysis of the 
internal structure of the NP within 
constituency grammar frameworks, the 
determiner is a sibling of the N′, but not of the 
N that it agrees with. This is shown in (5): 

(5)     NP 

    Det       N′ 

         N     PP 

  those stories about him 

those agrees with stories, but the category Det 
of the former is a sibling of N′ rather than the 
category N of the latter. 

In dependency grammar, either the N is the 
parent of the Det, or vice-versa, depending on 
which analysis is applied to the construction 
(NP vs. DP). The corresponding two 
competing treatments are also found in 
constituency grammar analyses. The more 
traditional N-as-head analysis is assumed here: 

 

(6)    

                     N: stories PL 
 
  Det: those PL          Prep: about (him) 

This shows that for the relationship between 
nouns and determiners, as between verbs and 

                                                            
1 Colons are used in this paper to separate a syntactic 
category and its associated phonology at a specific node 
in a dependency tree. On the other hand, the ‘AdvP’ in 
the same tree is used to label a parent node for a 
constituent consisting of more than one word and headed 
by an Adverb.  This corresponds to the use of phrasal 
nodes to abbreviate a series of words in constituent 
grammars, when the internal details of these structures 
are not relevant to the point being made. 

nouns, the source of the features and their 
target are directly connected to each other in 
DG as parent and child. In other words, they 
form a very restricted kind of catena (Osborne 
and Groβ 2012). A consequence of this is that 
the features can be expressed for both 
categories for whatever rule unites them.  

In constituency grammar, on the other hand, 
the trees in (3) and (4) show that the N that is 
the source of the features is not always a 
sibling of the constituent that gets them from 
it. To allow such non-siblings to nevertheless 
get the features from the source noun,  
additional principles have been used. These 
include the ‘head feature convention’ in 
Generalized Phrase Structure Grammar 
(GPSG, Gazdar, Klein, Pullum, and Sag, 
1984), the ‘head feature principle’  in Head-
Driven Phrase Structure Grammar (HPSG, 
Pollard and Sag, 1994)  or  the ‘projection 
principle’ in Principles and Parameters (P&P, 
Chomsky and Lasnik, 1991). Lexical 
Functional Grammar (Bresnan, 2001) has a 
system of up-arrows and down-arrows to pass 
the features from the sibling node of the source 
of the features to the node that needs them. 
Such devices are not necessary in dependency 
grammar. 
 
3     Case 
 
Some languages that inflect for features like 
person, number, and gender, also inflect for 
case. If they inflect for case, they may also 
have agreement in case, as noted in the 
previous section. But how is case assigned in 
the first place?  Unlike for features like person, 
number and gender, case cannot be inherent in 
nouns; it is, rather, clearly determined by the 
syntactic structure of the clause in which the 
nouns occur. More specifically, the case of a 
noun is determined by the verb or preposition 
(or occasionally a combination of both) which 
governs it. Just as with agreement, government 
is determined in dependency grammar by the 
parent-child relationship, but in constituency 
grammar, government is determined by a 
sibling relationship which requires some other 
grammatical device to pass the case feature 
between the word which ultimately gets case 
and the node which is the maximal extension 
of this word, e.g.  
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(7)          VP                                                                                                                                                                                       

V                      NP         

         PRO[acc] 
    saw     him 

The accusative case of him is assigned by the 
verb saw. The sibling of the verb is the NP, not 
the PRO, so the feature must be passed to the 
PRO by some additional principle. Compare 
(7) with the direct connection between case 
assigner and case recipient in DG, as shown in 
(8): 

(8)    V: saw 
                            
     Pro: I      Pro: him 

The nominative case of I and the case of him 
are both assigned by the parent verb saw. 

4   Non-branching Phrasal Nodes2 
Within a c-structure analysis, a PS rule may 
generate a phrasal node to allow for the 
possibility of a modifier or optional argument. 
But if this option is not taken, then the node 
appears to be superfluous. An example of such 
a situation is shown in (9). 

(9)                    NP 

               Det                 N’ 

                            AP               N 

                             A 

               The        best      students 

The AP(adjective phrase) does not branch.  
APs never branch unless they are modified, for 
example by a degree adverb such as  very .  If 
there were no adjective, then the N’ node 
would likewise not branch.   

Ross (1969) examines several other cases of 
non-branching nodes and suggests that such 
nodes should be removed by a rule of pruning. 
In its most general form, this rule results in all 
non-branching nodes being deleted.  This is in 
fact Ross’ initial proposal, but he goes on to 
find several problems with this due to the kind 
of transformational analysis which was in 
general use at the time of writing.   

No such rule is necessary in d-structure 
grammars, since any node may or may not 

                                                            
2 The essential point of this section is made in Hudson 
2007:118 

branch. Non-branching nodes are clearly not 
superfluous, since each one has phonological 
and/or semantic information (usually both) 
associated with a specific word.  The d-
structure which corresponds to (9) is shown in 
(10): 

(10)                          N: students3   
        
        Det:the   Adj:best 

 
5      Word Oder: General 
 
P&P is the most wide-spread c-structure 
framework and deals with variation of word 
order for a given sentence with transformations 
or some other derivational device. I will not go 
into this here, since such a solution appears to 
imply a distinction between ‘deep structure’ 
and ‘surface structure’. P&P, the related 
Minimalist Program, Meaning-Text-Mapping 
(Mel’čuk 1988) and work within the Prague 
school tradition (Firbas 1992) still make this 
distinction, but both GPSG and HPSG, which 
are also c-structure frameworks, as well as 
Construction Grammar(Goldberg 2006), reject 
such a distinction. The first two of these, at 
least, have a different way of dealing with such 
word order variation. They distinguish 
between hierarchical structure and linear order 
and have separate sets of rules for each of 
these. In cases of discourse driven word order, 
as in the case of Russian (discussed in section 
6) and similar languages¸ this distinction 
would allow them, when they deal with such 
phenomena4, to create linearization rules 
which are sensitive to discourse information 
such as focus and topic. 

But this is only a partial solution. Suppose 
we write linearization rules as follows: N1< 
N2, to mean N1 precedes N2, where N1 and 
N2 are any two nodes of the tree. As it stands, 
this needs to be interpreted. How do different 
rules of this sort interact with each other? 
What happens to the nodes dominated by N1 
and N2?   

 

                                                            
3 The idea of using arrows as branches when the 
dependent is an adjunct is introduced in Osborne and 
Groβ 2009.   
4 Some work along these lines has been done in HPSG, 
notably Murphy (1995). 
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(11)                                                                             

        S      

                 
   NP         VP 
            
      V   NP 

     I  like  tea. 

In this tree, the subject NP is the sibling of the 
VP, but not of the V, so no linearization rule 
can be written for the sequence of the Subject 
NP and V. Rather the subject NP must be 
linearized with respect to the VP. The object 
NP, on the other hand, is the sibling of the V, 
so writing a linearization rule is no problem for 
it:  V < NP (V precedes the sibling NP).   

To make the constituency grammar 
approach coherent, it is necessary to interpret 
these nodes as constituents and thereby include 
all the nodes they dominate in the linearization 
process. In the works cited above, their power 
is restricted to applying only to nodes in a 
sibling relationship, for example, between any 
preposition and the sibling NP that it governs, 
or between any verb and its direct object. One 
problem with this restriction is that it does not 
allow us to write a rule which determines the 
linear relationship between the verb and its 
subject, because they are not siblings in the 
tree.  The subject NP is a sibling of the VP, not 
of the verb itself.   

The so-called true tree principle (e.g. 
Schubert 1987:87-90) makes it impossible for 
different parts of a constituent C1 to be split 
apart by another constituent C2 which is not a 
part of C1. The constituent consisting of verb 
and object (the VP), for example, cannot be 
split apart by the subject, since the latter is not 
part of the VP. This has the consequence that 
in a sentence with VSO order, there can be no 
VP, at least not in surface structure, and 
accordingly not at all in any monostratal 
framework. It is therefore necessary to attach 
the verb and its arguments to the S node. This 
makes linearization easier.   

The corresponding dependency grammar 
approach to the problem, shown in tree (12), 
would be to have linearization rules order the 
parent node with each of its child nodes.   

(12)      V: like 

   N: I     N: tea 

The verb is the parent of both the subject N 
and the object N, so the linearization rules can 
say that the verb follows one N and precedes 
the other: Nsu < V < Nob. 

It turns out, however, that for languages like 
English, at least, linearization rules are not 
necessary at all, as has been shown by Groß 
and Osborne 2009 and numerous other publi-
cations. The linear relationship between the 
parent and its child in the D-structure tree can 
be determined by their linear relationship in 
the rule, assuming the rule corresponds closely 
to the resulting tree. The direction of the 
branch which unites parent and child provides 
this linear relationship. This is seen in the 
above tree. 
  Of course, it would be possible to eliminate 
the VP node of c-grammar and attach the verb 
and all its arguments directly to the S node at 
the top of the tree. This is the approach taken 
for all languages discussed in Starosta 1988, 
but has generally found little support within 
generative grammar. This approach solves the 
problem and makes the grammar more like a 
dependency grammar.  

6  Free Word Order 
 
All the data in this section is taken from 
Kallestinova 2007. From now on, this name 
followed by one or more numbers refers to a 
page or pages of this work.  

Russian is one of quite a few languages 
which are often said to allow relatively “free” 
word order.  According to a number of studies 
cited by Kallestinova, this freedom does not 
encode grammatical information, and 
accordingly does not affect truth conditions5. 
What this does mean is best illustrated with an 
example, which is taken from Kallestinova 1-
2: 

(13)  a. Boris navestil Ivana.   SVO 
   Boris-Nom. visited Ivan-Acc.6 

‘Boris visited Ivan.’ 

b. Boris Ivana navestil.   SOV 

c. Ivana navestil Boris.   OVS 

                                                            
5 In case of different word orders affecting the scope of 
adjuncts, truth conditions may be affected, as in the case 
of languages like English, but this is not the type of 
phenomenon under discussion here.  
6 I use the standard abbreviations for case-endings: acc. 
= accusative, instr. = instrumental, nom. =nominative 
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d. Ivana Boris navestil.   OSV 

e. Navestil Boris Ivana.   VSO 

f. Navestil Ivana Boris.   VOS 

These sentences show that the same idea can 
be expressed by more than one arrangement of 
a fixed set of words, in this case, there are 
three words in the set, and they can be 
arranged in any one of the logically possible 
six sequences of the Subject (S), Verb (V), and 
Object (O).   

Furthermore, the different positions of the 
sentence are used to distinguish new 
information or Foc(us) from old information, 
or the Top(ic). Old information goes at the 
beginning of the sentence, and new 
information at the end. For example, a subject-
focus answer using a non-emotive strategy7 
requires an order with the subject at the end of 
the sentence, that is, either OVS or VOS. In a 
sentence using the non-emotive strategy, the 
only word order with a constituent other than 
the focused one in sentence final position to be 
found in significant numbers is SVO. The 
results of the perception experiment show, 
however, that one of the two orders found in 
the non-emotive strategy is distinctly preferred 
over the other.  So in response to the question 
in (14a), (14b) is strongly preferred to (14c).   

(14) a.  Kto gryzjot kapustu?  

Who bite     cabbage-acc. 
‘Who is biting the cabbage?’                         

b.  Kapustu    gryzjot   zajac.  
cabbage-acc  bite    rabbit-nom 

  ‘The rabbit is biting the cabbage.’ 

c.  ?Gryzjot kapustu zajac. 

This shows that it is possible to place any of 
the major constituents of the verb at the end of 
the sentence, since any of these constituents 
can be the answer to such a question. 

 Representing some of the various possible 
word orders is no problem for a c-structure 
framework. As long as the verb and its 
dependents and modifiers are all siblings in the 
tree, linearization rules can determine their 
respective order. But in most c-structure 
frameworks, the subject is not considered to be 

                                                            
7 The emotive strategy, signaling the focus by prosodic 
means, allows speakers to use the basic SVO order. This 
is not treated here, however. 

a sibling of the verb. So if the subject 
intervenes between any of the constituents in 
the VP, this is a sequence which cannot be 
linearized using the assumptions mentioned so 
far.  So of the six possible linear orders of the 
constituents (subject (S), verb (V), object (O)) 
of transitive sentences, two of them, namely 
VSO and OSV show these unlinearizable 
sequences. Do these orders really exist in 
Russian speech? The results of Kallestinova’s 
perception experiment show that they are 
acceptable, although SVO is strongly preferred 
over VSO as a way of focusing on the O, and 
OVS is strongly preferred to VOS as a way of 
focusing on the S. Nevertheless, the two orders 
VSO and VOS occur often enough in 
Kallestinova’s elicitation experiment that they 
cannot be attributed to chance.  

There seems to be a further problem within 
constituency grammars of unifying the feature 
Foc with the final position of the sentence, in 
order to create responses that are appropriate in 
a given context. Once again, the problem is 
that transitive sentences in constituency 
grammars are created by a combination of two 
different phrase structure rules, one as an 
expansion of the S node and one as an 
expansion of the VP node. Either of these rules 
can be written to include this feature in its final 
constituent, and either of these rules can be 
linearized to place its two child constituents in 
either of the two logically possible orders.  
Then there needs to be a rule showing that 
whatever lexical constituent is in final position 
gets the feature Foc, and this rule needs to 
unify with the final position of the tree created 
by the above described phrase structure rules.  

One problem with this is that few if any of 
the major c-structure frameworks mentioned 
earlier makes use of pragmatic features like 
[Foc].8 This of course will change if and when 
they start incorporating more work on 
pragmatics into their grammars.  

Another problem is the need to combine 
such a feature with a phonological feature such 
as ‘#’(clause final, corresponding to a break in 
the prosody). Because the phonology is 
generally taken for granted in work on syntax, 
there are not many examples of formal 

                                                            
8 Kallestinova (chapters 3 and 4) cites some analyses 
within the  Minimalist Program which use phrasal nodes 
with the names FocP or TopP, thus apparently creating a 
pragmatic category rather than a syntactic one. 
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treatments involving interactions between it 
and syntax, semantics, or pragmatics. But 
cases of such interactions are discussed 
informally quite regularly, for example in 
discussions of sentences which are 
grammatical or have a specific meaning only 
in the presence of emphatic stress or a specific 
intonation. Goldberg 2006 postulates that 
representations of these different aspects of 
linguistic signs must always be paired together. 
There have been some attempts to incorporate 
such ideas into formal analyses, but no general 
agreement about how this should be done, 
even within one formal framework.  

So far we have discussed word order when 
the subject, the object or the verb is focused.  It 
is also possible to focus certain non-
constituents: verb plus object or verb plus 
subject. In the following sentences 
(Kallestinova 60), (15b) shows an example of 
the former, which typically occurs in response 
to a question like (15a):  

(15) a. Chto  delaet  devochka? 
      What  does  girl 

‘What is the girl doing?’ 

b. Devochka  [podmetaet     pol]-Foc.  
Girl-Nom.    sweeps-3sg. floor-Acc. 
‘The girl is sweeping the floor.’ 

The following data (Kallestinova 17) shows an 
example of verb-subject focus. 

(16) a. What happened to the paintings? 

b. Neskol’ko kartin   [priobrel mestnyj 
   muzej]-Foc.  

a few      paintings acquired  local          
museum 

     ‘The local museum acquired a few of  
    the paintings.’ 

c. Who acquired the paintings? 

d. Neskol’ko kartin priobrel 
[mestnyj muzej]-Foc.  

  A few paintings acquired 
local museum 
‘The local museum acquired a few  

 of the paintings.’ 

(16a) is the kind of question that requires an 
answer like the one in (16b), in which both the 
verb and subject are focused. (16c), on the 
other hand, requires an answer like the one in 
(16d), in which only the subject is in focus, 
since only the subject provides new 
information. The answers to the questions in 
(17a) and (17c) differ only in focus. 

(17)  a. Chto   s    oknom? 
   What      with  window-instr. 

‘What happened to the window?’ 

b. Okno     [razbila  Olja] 
Window-Acc. broke   Olja-Nom. 
‘Olja broke the window.’ 

c. ??Okno     [Olja    razbila]. 
   Window-Acc. Olja-Nom. broke 

‘Olja broke the window.’ 

Sentence (17b) is the preferred answer to the 
question in (17a). Sentence (17c) is a less 
satisfactory answer, but is nevertheless 
possible. Both answers show the subject and 
verb in focus position at the end of the 
sentence.  What is the structural relationship 
between a subject NP and its verb in a 
constituency grammar that has a VP? This 
varies according to the kind of X-bar system 
being used, but in the simplest kind, namely a 
one-bar system, the verb would be the 
niece/nephew of the subject NP. There is no 
one node which includes both of them and no 
other part of the sentence. This would appear 
to make any analysis linking [foc] in one node 
to the other quite awkward and ad hoc. 

Recognizing such extended focus units as 
subject-verb and verb-object is also a problem 
for DG, but it is comforting that whatever 
solution is used for one of these can also be 
used for the other.  
 
 
7  Heads 
 
The head of a syntactic unit such as a phrase or 
sentence is the word which determines the 
category of the larger unit. Within a word, the 
head is the morph that determines the category 
of the word as a whole. The following 
examples show how this is represented in c-
structure and d-structure.   In the former, I will 
assume that superfluous nodes have been 
pruned away, as discussed in section 4. 
 
 
 
 
(18)   good idea 
 
a.              NP 
 
         A               N 
       good          idea 
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b.              N: idea 
 
         A: good 
 
 On the basis of these examples, there seems to 
be nothing new to say about the differences 
between c-structure and d-structure. In c-
structure, the head is a sibling of its 
complement and has the same category as its 
parent. In d-structure the head is the parent of 
its complement. 
 
However, a problem comes up for c-structure, 
if the complement has the same category as the 
head, as in (19): 
 
(19) She wants to help.       
                               S 
 
                    NP                    VP 
               
                                        V             VP 
 
                   she            wants       to help 
 
Both wants and to help have the category verb. 
They differ merely in bar level. How do we 
determine which one is the head of the higher 
VP?  What formal criterion can be used to 
automate this selection?  One way would be to 
say that in cases like this the lexical node is 
always the head.  Another response to this 
question would be that taken in HPSG: the 
head is designated as H in the PS rule and 
inherits the category of the parent via the Head 
Feature Principle mentioned in section 3. 
 

In any case, there is no such problem for d-
structure. The head is always the parent of its 
complement rather than its sibling.  So the 
category of the head is also the category of the 
entire phrase.  
 
 On the other hand, not every parent needs to 
be considered a head. I believe that the 
categories of words from small closed classes 
such as complementizers (to, that) do not 
determine the category of the entire phrase that 
they are part of and introduce and are therefore 
not heads.  In any case, this question can and 
should be debated separately from the 
questions dealt with in this paper.  
 

8 Catenae: a necessary part of Ellipsis 
and Idioms 
 
Osborne and Groß 2012 provide evidence that 
ellipsis and idioms always meet a specific 
structural condition which is easily formulated 
in dependency grammars, but not in 
constituency grammars. This is that the 
missing words of any construction involving 
ellipsis as well as the idiomatic part of a 
sentence always form a catena (plural: 
catenae). They define this as part of a 
dependency tree which is “continuous with 
respect to dominance.” In other words, the 
nodes of a catena are all connected to each 
other. Osborne and Groß claim that the 
idiomatic part of any sentence must form a 
catena.9 

Tree (20) shows a c-structure representation 
of the WXDY construction (Kay and Fillmore 
1999), which as far as I can determine from 
their discussion would be the one provided by 
the authors, if they had been using tree 
diagrams of this sort10.  

(20)     S 

   NP           S 

    V    NP          VP 

            V     PP 

 What is that fly doing in my soup? 

Tree (21) shows the same sentence in a d-
structure tree (I have omitted the lexical 
categories). 

(21)      is 

 

 What    fly doing 

     that      in 

               soup  
             my 

 What is that fly doing in my soup? 

                                                            
9 They note that there are a few idioms, such as spill the 
beans, which in their passive form (the beans were 
spilled) do not form a catena due to the intervening 
auxiliary verb. To get around this, one might suggest that 
the passive and active forms of the idiom are generated 
by the same lexical entry, which necessarily is an idiom. 
10 They in fact use matrices, specifically attribute-value 
matrices. 

203



 
 

Kay and Fillmore consider the following 
words to be the idiomatic part of this sentence: 
What, is, doing. In other versions of this idiom, 
is can be replaced by any finite form of the 
verb be, depending on what is required for 
agreement with the subject.  This fly and in my 
soup are the non-idiomatic parts of the 
construction. The idiomatic words are all 
connected to each other as a catena in the d-
structure.  It is clear from a glance at (20) that 
no two of the three nodes corresponding to 
what, is, and doing in the c-structure are in a 
sibling relationship. This apparently removes 
the justification for connecting these nodes 
directly.  The alternative is to connect them by 
going through the three phrasal nodes. It is 
necessary to go through both S nodes and the 
VP in order to connect What to the other two 
words of the idiom. But once we allow catenae 
to go through any number of phrasal nodes as 
well as the required lexical nodes, it appears 
that any combination of words can be 
considered a catena.  This would make the 
concept meaningless. This is not the case in d-
structure trees.  For example, the combination 
of what in (21) with any word in the sentence 
except is does not form a catena. 

 
Note that the extended focus units (verb-

subject and verb-object) discussed in the 
previous section do form catenae, thus perhaps 
providing the basis for a solution to the 
problem discussed there.  This is not the place 
to go into details of this, however. 

 
 The significance of catenae for ellipsis is 

that the elided material, no matter how many 
words it consists of, always forms a catena. 
This is dealt with in detail in Osborne and 
Groβ 2012.  I summarize this point with the 
following examples, taken from Osborne and 
Groβ 2012: 

 
(22)   
    a. Fred will attempt to help you, and 
    b. Tom [will attempt to help] me                                 

c. Tom [will attempt] to help me 
 
(23) 

a. she may take a picture of me, and 
b. he [may take a picture] of me 
c. he [may take] a picture of me 

 
 
 

(24)  
a. Mom intends to require me to mow the 
front lawn this week, and 
b. Dad [intends to require me to mow the 
front lawn] next week 
c. Dad [intends to require me to mow] the 
back lawn next week 

 
The a clauses show the first clause of a 
coordinate structure. The b and  c clauses show 
various forms of the second clause. The 
bracketed material can be omitted in each case. 
And in these cases, the words of the omitted 
material form a catena. 
 
9   Interface with Semantics 
 
Words in a sentence combine with each other 
to create meanings of larger units such as 
propositions. Within a constituency grammar, 
this is thought to happen (Partee 1975) by 
combining meanings of the lexical nodes at the 
bottom of the tree to form the meanings of the 
constituent(s) represented by the immediately 
dominating phrasal node(s). The meanings at 
such nodes then combine with each other to 
create the meanings of the phrasal nodes that 
dominate them, and so on, until the meaning at 
the top of the tree is created. Given this 
situation, it appears that the way nodes 
combine depends on the nature of these nodes. 
So for every different phrase structure rule, 
there would be a specific rule combining the 
meanings of each constituent. The view that 
meanings combine this way is known as the 
rule-to-rule hypothesis. 

The rule-to-rule hypothesis works 
differently in dependency grammar, since the 
parent node has its own contribution to the 
meaning of the sentence and this meaning 
needs to combine with the meanings of the 
child or children. If the child nodes are 
complements of their head, they combine with 
the parent as its arguments.  So the parent node 
in DG would generally serve a double function 
as both the head child of the construction and 
place where the meanings of this head and the 
children are shown. 

These two scenarios are shown in the 
following two figures: 
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(25)    

  a.               VP drink (milk) 
 
         V     NP 

   drink      milk 

In c-structure, the italicized words show how 
the SEM (semantics) of the verb combines 
with the SEM of the NP to create a predicate-
argument structure.  

 

 b.   V: drink 
    drink (milk)  

       N: milk 

In d-structure, the same node is used both to 
store the predicate drink and the combination 
of the SEM of this word with that of its 
complement noun. The d-structure in (b) 
shows one general pattern found in many 
specific d-structures: the head node is the 
predicate, and the complements its arguments.  
The other general pattern is the one used for 
adjuncts or adjunct phrases: they take their 
head (and its complements, if it has any) as 
their argument. The c-structure version of this  
is shown in (26a) without a VP and (26b) with 
a VP. 
 
 
(26) 
          S 
a.  soon (leaves (John)) 
 
   NP  V   Adv 
 
    John  leaves  soon. 
 
       S     
b.  soon (leaves (John)) 
 
   NP       VP 

                                                                  
V        Adv 

     John   leaves soon. 

In the predicate-argument structures which 
must result from both of the above trees, the 
adjunct soon takes the meaning of the rest of 
the sentence as its argument. 

The problem for c-structure is shown in 
(26b). What meaning is stored at the VP?  It 

should be just the combination of the two 
SEMs which are in its child nodes, that is soon 
(leaves); leaves still has not combined with its 
argument  John, which becomes available only 
in the next step up the tree. But John is also a 
complement of leaves. So it seems to be 
necessary to leave a placeholder slot in the 
argument position of the V to signal that just 
the subject does not immediately fill the V’s 
argument slots, allowing it to remain empty 
until the next step up the tree is made. This 
empty slot is then filled by the subject in that 
next step.   This can be done, but it seems to be 
an unnecessary complication. In the d-
structure, or in the c-structure without the VP, 
all of the argument slots are immediately 
available. 

10      Conclusion  
I have argued that c-structure faces problems 
that d-structure does not face in the areas of 
agreement, case marking, word order 
(especially free word order), eliminating or 
otherwise dealing with superfluous nodes, 
defining catena, and combining meaningful 
parts to create predicate-argument structures. It 
is true that these problems could be reduced by 
eliminating an intermediate level of the phrasal 
projection (the VP node and the N’ node), but 
the fact these intermediate levels have become 
firmly entrenched in frameworks based on c-
structure militates against this happening. In 
fact, in the Minimalist Program the trend has 
been in the opposite direction – to more nodes 
and more structure, making their 
representations of sentence structure still less 
like those provided by dependency grammars. 
These additional nodes guarantee further 
complications in creating meaning 
representations in ways which have been 
shown in this paper.  
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Abstract

The focus of this paper is the descrip-
tion of the surface syntax relations in the
simple clause in Old French and the way
they can be described in a dependency
grammar. The declension system of Old
French is not reliable enough to cope with
the identification of the dependents of the
main verb, but it remains true that related
grammatical markers are still observable
and obey rules that forbid them to appear
in specific syntactic positions.

This study relies on three previous ac-
counts; Igor Mel’čuk’s “criteria B”, the
criteria that are used to determine which
is the syntactic governor in a syntactic de-
pendency relation, Thomas Groß’s intra-
word analysis, which grants morphs node
status in the tree, and the concept of speci-
fication as used by Alain Lemaréchal, who
understands grammatical markers as a set
of formal constraints that stack over a re-
lation.

I demonstrate that the structure of the
nominal dependents of the verb is highly
unstable, ranging from explicit marking of
the relation to constructions that do not
make use of any segmental marker: some
structures use bound morphemes, some
others use free morphemes and some use
only semantic features to express the rela-
tions. Moreover, markers are mainly op-
tional and can stack up in a hierarchical
way, which results in variable structural
organization of the nominal phrase.

1 Introduction

This paper investigates the grammatical markers
at work in the structure of the simple clause in Old
French (henceforth “OF”) and the way they can be

described in a dependency framework (henceforth
“DF”). As an introduction, I will first give a quick
overview of OF (1.1), and define the focus of this
study (1.2).

1.1 Old French: an overview

The term Old French roughly corresponds to a
continuum of romance varieties that were spoken
in the northern half of France, in Wallonia and
in England during the Middle Ages (9th-13th C.).
To carry on a description of OF, one has to sys-
tematize the common ground that all these idioms
share as well as the major differences that distin-
guish the varieties. The paper will focus on that
common ground, which can be seen as the direct
ancestor of modern French.

From a grammatical point of view, OF is much
more analytic than Latin is: many relations are in-
troduced by prepositions. The traditional descrip-
tion of the nominal inflection tells us that Latin
declension had shrunk in OF to a simple two-fold
opposition between the nominative (Fr. cas su-
jet) and a universal oblique case (Fr. cas régime).
Periphrastic verbal tenses had developed and the
whole aspectual system had changed; the system
had become clearly dominated by the opposition
between bare forms and compound verbs (express-
ing aspectual/temporal anteriority).

The distribution of the major constituents of
the clause tends to express information-structural
properties rather than grammatical ones. There-
fore, word order was a lot freer than it is in modern
French.

1.2 Question

Others have demonstrated that the declension sys-
tem of OF is not reliable enough to cope with the
identification of dependents1 of the verb. Several

1In the remainder of this paper, when no additional pre-
cision is given, the terms dependency, governor, dependent,
actant, tree, etc. as well as the→ symbol between a governor
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studies have shown: 1/ that the valence of the verb
as well as the semantic properties of the actants
are more important than the declension patterns
(Schøsler, 1984); 2/ that the declension pattern is
so heterogeneous that it cannot be described as a
systematic tool (Chambon, 2003; Chambon and
Davidsdottir, 2007); 3/ that case markers are an ad-
ditional mean to express dependencies that would
exist without them.2

General grammatical descriptions acknowledge
these conclusions, but still deliver long lists of ta-
bles describing the different “paradigms” (Buri-
dant, 2000).

As unreliable as declension is, it is neverthe-
less a fact that related grammatical markers are
still observable and appear to obey at least some
rules. These rules ensure that declension is well
integrated with the rest of the grammar, which is
invoked as a whole during the communication pro-
cess (Schøsler, 2013, 173-175). Apparently, the
rules block the markers from appearing in cer-
tain specific syntactic positions. The purpose of
this paper is to describe the syntactic structure of
the constructions where they appear. I will make
use of DF to model grammatical relations between
words (and morphemes, see 2.2), focusing mainly
on verbal dependents of the intransitive and tran-
sitive minimal clause. As it will appear in the fol-
lowing sections, identifying the dependencies is
not a trivial matter, because one has to cope with
an unreliable declension system. Even the sim-
plest examples involve complex phenomena inside
the noun phrase, that have not yet been described
under the scope of DF.3

To achieve a proper description, three major
theoretical choices (2) will be used to carry out the
analyses (3).

2 Theoretical grounds

My study relies on three primary sources:
• Igor Mel’čuk’s “criteria B”, which, given a

pair of forms united by a syntactic depen-

and a dependent, will fall under the scope of surface syntax
(Mel’čuk, 2009, 6-7)

2Given the high level of instability of the system, some
authors even claim their main purpose is sociolinguistic and
indicates that “the speaker is well-integrated in the speech
community” (Detges, 2009, esp. 117).

3As explained by Peter Stein and Claudia Benneckenstein
(2006) (who mainly focus on the verb), as far as OF is con-
cerned, hardly any question has been described under the
scope of DF so far. Nevertheless, the works of Lene Schøsler,
starting with her thesis (1984), makes use of Lucien Tes-
nière’s approach (1966).

dency relation, are used to distinguish be-
tween the governor and the dependent (2.1);
• Thomas Groß’s intra-word analysis, which

treats morphs (surface expression of mor-
phemes) in the syntactic tree (2.2);
• the concept of specification as employed by

Alain Lemaréchal, who understands gram-
matical markers as a set of formal constraints
over a relation (2.3).

2.1 Mel’čuk’s criteria for finding
dependencies

Given two forms f 1 and f 2, united by a depen-
dency, which form is the governor? This crucial is-
sue has been debated by so many scholars in many
different frameworks that it would not be possi-
ble to name them all. From the DF perspective, it
seems fair to assume that Arnold Zwicky (1985)
has played a major role in clarifying things. Many
criteria have been investigated since his work, but
it seems that Igor Mel’čuk (2009) has given the
most rigorous hierarchized list so far. There are
three criteria: namely, in order of importance, B1,
B2 and B3.4 It is important to note that these cri-
teria are initially meant to be used when f 1 and f 2

are words (see sec. 2.2 about morphs).

B1. Igor Mel’čuk claims that the orientation of
a dependency between f 1 and f 2 mainly depends
on the syntactic criterion based of what he calls
passive valence:

Passive syntactic valence of a lexeme/of
a phrase: a set of syntactic roles which
the lexeme/the phrase can take in larger
constructions (maybe with some inflec-
tional modifications). In other words,
the passive syntactic valence of a lex-
eme/a phrase is its syntactic distribution.
(Mel’čuk, 2009, 4)

The main idea is that the governor controls the
passive valence; i.e., f 1 S-governs f 2 if the dis-
tribution of the phrase f 1 + f 2 is more the one of
f 1 than the one of f 2. In ex. 1, the word horse
governs the word white, because the distribution of
white horse is more the distribution of horse than
of white (which can be deleted). Note that Igor
Mel’čuk speaks about syntactic distribution only,
without any reference to word order.

4C criteria (used to discriminate different dependencies)
will not be discussed here (Mel’čuk, 2009, 34-40). A criteria
(used to find dependencies between words) are discussed in
sec. 2.2.
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(1) the white horse

One should not confuse this criterion with the
omissibility property. Most of the time, gover-
nors are not omissible, but it is not always the
case; e.g.: in English, the subordination marker
that constrains the distribution of the clause when
it is present, but can be omitted in some cases
(Mel’čuk, 2009, 42).

This criterion is a genuinely syntactic one. As
such, it must be used first: B2 and B3 must be
invoked only if B1 fails. B1 will be extensively
used in sec. 3.

B2. Sometimes, B1 simply does not work, be-
cause both forms are required in a given context
and it is not possible to tell which of the two forms
is the one that most constrains the syntactic distri-
bution. In such cases, Igor Mel’čuk invokes the
morphological properties of the forms involved:
the governor is either the form that controls agree-
ment or morphological government outside of the
phrase, or the form that is morphologically gov-
erned from outside the phrase.

E.g., the French finite clause must have a sub-
ject and the relation between the main verb and
the subject is compulsory. Therefore, the distribu-
tion of the clause is constrained by both the subject
and the verb and B1 does not apply. However, if
the clause is subordinate, it is the verb in the subor-
dinate clause that is morphologically dependent of
the governing verb. Here, the syntactic governor
is the morphological contact point of the phrase.

(2) Je
I

veux
want

qu’
that

il
he

vienne
comes-SUBJUNCTIVE

“I want him to come”

In ex. 2, the subjunctive mood of vienne morpho-
logically depends on the word veux. Therefore, at
the syntactic level, vienne governs il and qu’ gov-
erns vienne.

B3. If both B1 and B2 fail, one may then have a
look at semantics. The governor is the form that
expresses the referential class of the phrase most
accurately.

(3) I eat this jam sandwich

Take jam sandwich in ex. 3; both terms have
the same distribution (B1) and neither of the two
words is the morphological contact point to some
agreement outside the phrase (B2), but jam sand-
wich “refers to a kind of sandwich, rather than a

kind of jam (Mel’čuk, 2009, 31), quoting (Hud-
son, 1990). Hence, sandwich→ jam.

2.2 Thomas Groß’s intra-word analysis

Expanding the Meaning-Text Theory (henceforth
“MTT”) model (Mel’čuk, 2009) to handle intra-
word syntactic dependencies can help produce a
more explicit analysis of the relations between
segmental units. Thomas Groß’s (2011) sugges-
tion will lead to reconsider some of the basic defi-
nitions provided by Igor Mel’čuk.

Grammatical markers in MTT. According to
Igor Mel’čuk (2009, 23-24), there are only four
linguistic means to express meaning:
• lexemes (free words);
• order of lexemes;
• prosody;
• inflection.

For Igor Mel’čuk, there are no other means; ex-
cepting inflection, they are all used in all lan-
guages in every sentence, and they can express
semantic meaning as well as syntactic relations.
Igor Mel’čuk also posits out that only lexical units
(“full” words or “empty” ones, e.g. prepositions
and conjunctions) must be represented in the tree.
The order of the lexemes, the prosody and the in-
flection are not part of the tree: they merely permit
one to build it. Let us have a look at a simple Ger-
man example (ex. 4) from (Groß, 2011, 48).

(4) mit
with

Kind
child

-er
PLURAL

-n
DATIVE

“with children”

Fig. 1 displays the classic MTT tree of this phrase,
where the bound morphemes expressing the plural
and the dative are merged with the lexeme into a
single word-form.

MIT

KINDdat+pl

Figure 1: MTT analysis of Germ. mit Kindern

Extending DF trees to morphology. Thomas
Groß (Groß, 2011) suggested that bound morphs
too should be represented as well in trees (we
will focus only on inflectional morphology, leav-
ing aside constructional morphology). In other
words, morphs can be granted node status in sur-
face syntactic representations. The distinction be-
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tween morpheme (abstract unit) and morph (sur-
face realization of this abstract unit) is very impor-
tant here: only morphs, are considered. The idea
is not new, since that Leonard Bloomfield (1933,
ch. 10) already considered immediate constituents
can be bound or free morphemes and that analy-
sis acknowledging inflection as a functional head
is widely spread in the Government and Binding
paradigm (Haegemann, 1994, esp. ch. 11).

The main argument backing the idea of an
intra-word syntax is that bound morphs, which
are segmental units, behave similar to grammati-
cal words such as prepositions and conjunctions.
Most of these morphs constrain the distribution
of the word they are attached to (B1). Conse-
quently, trees should represent intra-word depen-
dencies, i.e. the relation between the lexeme and
the bound morphs. This conception is very close
to Gilbert Lazard’s idea of tripartition of syntax
(Lazard, 1984). Gilbert Lazard distinguishes three
levels: clause level, phrase level and intra-word
level. The intra-word level is traditionally called
morphology, but these classical terms fails to ex-
press the rules of distribution and the combina-
tion contraints that morphs undergo with regard to
the organization at higher level (syntax). Thomas
Groß suggests the tree in fig. 2 to represent the de-
pendencies at work in ex. 4.5 The German preposi-

mit
-n

-er

Kind

Figure 2: Groß’s analysis of Germ. mit Kindern

tion mit governs a dative complement, because the
dative marker is compulsory with this preposition.
The distribution of the dependent of mit is the one
of any dative noun, but only dative nouns: an ac-
cusative form would not be grammatically correct.
Therefore, -n governs the whole nominal phrase
(B1). The plural marker -er also governs the lex-
eme, because -n must dominate a plural word.

Syntactic vs. morphological dependencies.
One must pay attention to the distinction between

5The dotted lines represent intra-word dependencies and
the hyphen represents lack of phonological autonomy. Also
note that the tree somewhat represents word order. Although
this aspect is not crucial for this paper, using this convention
enhances readability.

morphological and syntactic dependencies6. Fol-
lowing Igor Mel’čuk (Mel’čuk, 2009, 12), one can
define morphological dependency as follows:

The wordform w2 is said to morpholog-
ically depend on the wordform w1 in the
given utterance if and only if at least one
grammeme of w2 is selected depending
on w1.

On the other hand the existence of a syntactic de-
pendency between two forms ( f 1 and f 2) can be
checked by the means of two criteria (A1 and A2)
that must be met (2009, 25-27):

1. A1: the linear arrangement of f 1 and f 2 must
be linearly constrained in a neutral utterance.

2. A2: the combination of f 1 and f 2, or the
combination of f 1 and the subtree governed
by f 2 must form a potential prosodic unit
(which is equivalent to a phrase in the MTT
framework).

Of course, a morphological dependency can affect
the same forms as a syntactic dependency; e.g.: in
It is blue, the agreement between the verb and the
subject is a morphological dependency, but there
also exists a syntactic relation between it and is.

From the moment one chooses to split words
in the syntactic dependency tree, the definition
of morphological dependency cannot work any
longer and must be revised. With bound morphs,
there are fewer problems with A1 than with free
lexemes. As far as A2 is concerned, it helps clar-
ify things. In a phrase like mit Kindern, it is quite
clear that mit and -n do not form a phrase, but the
fact that -n governs the rest of the word is enough
to ensure that A2 is met. There is no problem
either with other intra-word dependencies. The
main issue is about inter-word agreement. E.g.,
in ex. 5 (Groß, 2011, 59), the genitive marker -es
licenses the occurrence of the word Dankes, but
it also implies that the article has the form des
(which could even be split in d → es). However,
the tree (fig. 3) does not display this dependency,
but rather Word→ des.

(5) mit
with

Wort
word

-er
PLURAL

-n
DATIVE

des
the-GEN

Dank
thank

-es
GEN

“with words of gratitude”

6The third major type of dependency, namely, semantic
dependency, does not deal with morphs and does not need to
be scrutinized here.
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mit
-n

-er

Wort
-(e)s

Dank

des

Figure 3: Groß’s analysis if Germ. mit Wortern
des Dankes

This appears to be quite right because of criterion
A2: the reason why -es → des is not a syntac-
tic dependency is that it does not form a poten-
tial prosodic unit (phrase). Therefore, agreement
is not a syntactic dependency. Agreement is not
sufficient to bring together enough blocks of syn-
tactic units to form a proper phrase. This lets us
clearly define the distinction between morphologi-
cal and syntactic dependencies in the case of form
determination: in the case of a syntactic depen-
dency, the form determination constrains the dis-
tribution at a higher level and must apply to the
head of a phrase; in the case of a morphological
dependency, form determination does not neces-
sarily apply to the head of a phrase. This dis-
tinction is very different from the one proposed by
Igor Mel’čuk.

The only problem that remains is that the pres-
ence of one case marker is sometimes compul-
sory in languages (e.g.: for most Latin nouns, case
marking is compulsory). Nouns cannot form a
phrase without inflection. Hence, if there is some
adjective depending on the noun, such as carum
in Latin carum amicum – see ex. 6 (indices dis-
tinguish between forms in the demonstration) and
fig. 4 –, the dependency amic→ -um2 seems not to
satisfy the A2 criterion (it does not form a phrase).

(6) Amic
friend

-um1

ACC

car
dear

-um2

Acc
video
I see

“I see (my) dear friend”

video

amic

-um1

car

-um2

Figure 4: Analysis of Lat. Amicum carum video

To solve this kind of problem without loosing the
benefit of the A2 criterion, we have to posit:

Let f 1→ f 2 be a compulsory intra-word
syntactic dependency. For all inter-
word dependencies f 2 — f 3, A2 holds
if either f 1 f 2 f 3 or f 1 f 2 and the sub-
tree governed by f 3 forms a potential
prosodic unit (= phrase).

Since -um1→ amic is a compulsory intra-word de-
pendency and um2 is the governor of car, there
exist a relation between amic and um2 because
carum amicum is a potential prosodic unit. How-
ever, there is no syntactic relation beween um1 and
um2 because -um carum is not a phrase – and -um
carum video is not a phrase either.

2.3 Alain Lemaréchal’s specification
Hierarchy of markers. My third theoretical
milestone is the concept of specification as used by
Alain Lemaréchal in his works (1997). The main
assumption is that grammatical markers are hier-
archized and that the parts of speech also play a
role in the way the markers interconnect. Hence,
the grammatical markers are the following, in de-
creasing order of importance:

1. integrative markers (prosody);
2. lexeme order;
3. part of speech compatibilities;
4. segmental units (free relational morphemes

and inflection).
This hierarchy is based on the fact that the only
compulsory markers are prosodic ones and that
words can be connected simply because of their
respective part of speech; e.g.: John slept (simple
past) works because John is a noun and slept is
a verb. In this conception, segmental markers are
added at the very last level and are the least impor-
tant for the relation to exist.

Markers and government. Alain Lemaréchal’s
view basically contradicts the idea that preposi-
tions, conjunctions and bound morphemes should
often be seen as the governor of the relation. His
point is that these markers are added to an existing
relation and that they form a stack of grammati-
cal constraints that specify the relation, both syn-
tactically and semantically. Specifications are not
compulsory to establish relations. In this frame-
work, a morpheme such as a preposition behaves
similar to what Lucien Tesnière calls a translatif
(Tesnière, 1966): it changes the part of speech of
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the words it combines with – e.g.: a preposition
can change a noun to an adverb and allow this
noun to be an adjunct.

Even if it belongs to a dependency framework,
this analysis does not follow the same theoretical
guidelines as the ones introduced in sec. 2.1 and
sec. 2.2. However, Alain Lemaréchal (1997, 117)
also adds a very important detail in his presenta-
tion: markers may not be compulsory, but if they
appear, they have to be the right ones. He com-
pares ex. 7 and 8. In ex. 7, the verbal form carries
no segmental marker expressing the person and
the sentence remains understandable (although not
very satisfactory). In ex. 8, the bound morph -ons
conflicts with the 3rd pers. sg. of the proper name.
Hence, the sentence is not understandable at all.

(7) *Alfred
Alfred

chanter
to sing

(8) *Alfred
Alfred

chantons
we sing

If this point is transferred to the B1 criterion, it
means that when such a specific marker is present,
it firmly constrains the syntactic distribution of the
construction.

Stacking markers. One other important point
in Alain Lemaréchal’s model is the concept of
marker stacking (Fr. cumul des marques). His idea
is that homonyms do not exist among grammati-
cal markers (Lemaréchal, 1983). Markers can be
ambiguous, because they are not specific enough
on their own. E.g., traditionally, in French, que
has been described as a pronoun (L’homme que tu
vois “The man you see”) or as a conjunction (Je
veux que tu viennes “I want you to come”). If
one takes into account that the clause beginning
with que works with a noun (homme) or with a
verb (veux), this ambiguity disappears. In other
words, there is a stacking of markers that gradu-
ally specify the relation between words: instead of
two different que one should see an undespecified
que that stacks with part of speech compatibilities
to specify several different relations.

3 Major relations in the clause in OF

This section investigates the grammatical means
of expressing dependencies in the OF clause. The
theoretical aspects described above will prove use-
ful in order to achieve a description that encom-
passes the main characteristics of the phenomena

under study. The description reveals the strik-
ing instability of the system: DF trees will help
demonstrate this lack of systematicity in a rigor-
ous way.

I will give the classical idealized approach of
the declension system in OF and underline the
main problems (3.1). Then, we will see that the
definite article plays an important role in the syn-
tactic organization of the clause (3.2) and that
some nouns have a syntactically specialized theme
(3.3). Some structures that completely lack overt
markers will also be introduced (3.4). I will con-
clude with a synthesis and point out historical con-
cerns (3.5).

3.1 Classical approach to declension in OF
Ideal system. The traditional analysis of the de-
clension system in OF relies on the fact that a few
nouns are marked with a bound morpheme that in-
dicates whether they assume the role of the sub-
ject or not. Following this point of view, OF dis-
tinguishes between two cases: the nominative case
cas sujet and the universal oblique case cas régime
(which is used for all functions but the subject).

Therefore, the minimal sentence in ex. 13
clearly shows that the noun Charle has an -s
morph at the end.

(9) Charle
Charles

-s
NOM

respunt
answers

– Roland (Moignet, 1972, v. 156)

The resulting analysis would thus be the one
shown in fig. 5.

respunt

-s

Charle

Figure 5: Analysis of OF Charles respunt

Problems. However, even with little knowledge
of OF, one feels that the traditional analysis over-
simplifies things.

The first issue is that the ideal system as de-
scribed only affects a comparatively small sub-
set of nouns: most feminine nouns do not fol-
low any syntax-driven declension rule and nomi-
nal lexemes ending with -s/-z are invariable. Tra-
ditional description adopt a paradigmatic approach
to this problem, in effect, multiplying nominal
paradigms, with regard to the way they behave in
the declension “system”.
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The second issue is that the presence of -s is not
compulsory even for the nouns that generally have
a marked nominative form. Nevertheless, “inverse
mistakes”, where -s appears in the oblique case are
very seldom (Schøsler, 1984, 237-8), which means
that Alain Lemaréchal’s prediction holds, that is,
the markers must be correct when they do appear
(sec. 2.3).

But there is a third problem: -s is highly syn-
cretic in the grammar of OF, because it is also
used to mark the plural form of the oblique case
of the nouns that do follow the declension rules
(for other nouns, -s merely marks the plural). In a
nutshell, the classical paradigm is the one shown
in tab. 1 (Moignet, 1988, 19). This paradigm con-
trasts with the one of most feminine nouns ending
in -e (tab. 2).

sg. pl.
NOM -s –
OBL – -s

Table 1: Ideal case marker paradigm in OF

sg. pl.
NOM/OBL – -s

Table 2: Case marker paradigm for OF feminine
nouns in -e

If one accepts that there is only one -s (last para-
graph in sec. 2.3) that, as it will appear, may stack
with other markers, one can say that the distribu-
tion of the nominal phrase is constrained by -s,
modulo the syntactic distribution is not homoge-
neous, because the marker is underspecified.

3.2 Definite article
A more reliable marker. The definite article is a
marker that can optionally specify the noun phrase
in OF.7 It is more reliable than nominal inflection
in determining the case, but, unlike its modern
counterpart, it is by no means compulsory – all
nouns can be used as a complete phrase without a
determiner: when the latter is absent, the meaning
is general (Moignet, 1988, 105-11).8

Some of the forms of this article are specific:
for masculine nouns, li reliably corresponds to the

7Although this paper only discusses the definite article,
OF has a wide range of determiners that can accompany the
noun.

8The fact that a morph can be omitted does not mean it
does not qualifies as a governor (see sec. 2.1).

nominative (singular and plural), le corresponds
to the oblique singular and les corresponds to the
oblique plural. Therefore, let us assume that re-
lations are most likely to be oriented this way:
li/le/les→ noun.

Marker stacking. Since the -s does not reliably
fixate the distribution, it has to be demoted at least
one level below the article when both markers are
present. Still, one must bear in mind that “inverse
mistakes” are rare, and that this -s does not have
a random distribution. In ex. 12, -s does not mark
the case, but when the article is present, -s may
only appear if the article is compatible.

(10) Li
The-NOM

nain
dwarf

-s
“stacking” -s

[. . . ] vient
comes

“The dwarf comes” – Erec (Roques, 1952,
v. 161)

It becomes clear that -s is a mere optional agree-
ment with its morphological governor li. The re-
sulting tree is shown in fig. 6. Note that the form

vient

-i

l
-s

nain

Figure 6: Analysis of OF Li nains vient

determination relation between -i and -s is purely
morphological, according to the revision of the A2
criterion (sec. 2.2).

Intra-paradigm discrepancies. Nevertheless,
feminine forms are not case-specific at all.
Therefore, while li and le clearly constrain the

MASC. FEM.
sg. pl. sg. pl.

NOM li li
la les

OBL le les

Table 3: Definite article paradigm in OF

syntactic distribution of the noun phrase, la
and les do not (tab. 3); they are left completely
underspecified with regard to the distribution of
the nominal phrase. The result is that the articles
are set in different positions in the tree. Thus, the
analysis of ex. 11 is given in fig. 7.
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(11) La
The-FEM

reïne [. . . ]
queen

voit
sees

le
the-MASC-DIROBJ

chevalier
knight

– Erec (Roques, 1952, v. 149)

voit

la

reïne -e

l

chevalier

Figure 7: Analysis of OF La reïne voit le chevalier

While it is true that le → chevalier, because of
the existence of the phrase li→ chevalier(s), that
has another distribution (subject), one must posit
reïne → la, because B1 does not apply well and
reïne serves as a morphological contact point for
the feminine category (B2).

3.3 Theme variation
Another important feature of OF is the existence of
variable nominal themes. A subset of nouns have
two themes: one specifically corresponds to the
nominative singular (the form is specialized in this
function), the other is not specialized. Considering
examples where the specialized form stacks with
a specialized definite article, such as in ex. 12. In
this example, ber is specifically a singular nomi-
native (plural forms and accusative forms are built
on another theme: baron).

(12) Cunquerrantment
As a hero

si
so

finereit
would end

li
the-NOM

ber
noble man-NOM SG

-s
-s

“The noble man would end like a hero”
– Roland (Moignet, 1972, v. 2867)

In this example, both ber and li are specialized.
Both of them correspond to the syntactic distri-
bution of the phrase and B1 does not work well.
Again, B2 works better, since it is the noun that
would morphologically govern optional predica-
tive adjectives in constructions using a copula –
the copula would syntactically govern the adjec-
tive. Therefore, the hierarchy would be the one
shown in fig. 8. The position of -s can be justi-
fied by at least two arguments: fistly, ber is the
most specific form and should dominate the whole
nominal phrase (sec. 2.1); secondly, li . . . -s would
not form a phrase and the relation between -i and
-s is purely morphological (see sec. 2.2, 2.2).

finereit

-i

l

-s
ber

Figure 8: Analysis of OF finereit li bers

3.4 No overt marker at all

As a result of phenomena exposed in sec. 3.1 and
sec. 3.2, segmental markers can be completely ab-
sent. A sentence where the subject and the object
are both feminine nouns in -e displays no overt
contrast between the dependents of the main verb
– ex. 13 and ex. 14 (Schøsler, 1984, 34 and 41).

(13) La nouvele
The news

oït
heard

l’abesse
the abbess

“The abbess heard the news”

(14) La dame
The lady

esme
thinks highly of

la comtesse
the countess

“The lady thinks highly of the countess” or
“The countess thinks highly of the lady”

Lene Schøsler claims that the semantic properties
of the dependents is the only available clue within
the scope of ex. 13 (abesse is animate, whereas
nouvele is not), but to understand the structure of
ex. 14, only contextual clues can help. This pos-
sibility also provides strong support to the claim
that markers must be seen as an additional mean
to express argument structure of sentences that
are mostly understandable without them (Detges,
2009).

3.5 Synthesis and diachronics

As demonstrated in the previous sections, the
structure of the nominal dependents in OF is
highly unstable, ranging from a completely speci-
fied construction (ex. 12) to a completely under-
specified one (ex. 14). Moreover, the level of
specificity of the markers is also variable. This
variable specificity entails that the presence of
a more specific marker automatically demotes
less specific ones through a stacking mechanism
(sec. 3.2 and sec. 3.3).

Through this synchronic variation, change has
chosen to favor the less specified construction over
the others: modern French does not use nomi-
nal inflection to mark the dependents of the verb.
Therefore, a regular utterance such as ex. 15 looks
exactly like ex. 14.
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(15) Le chat
The cat

voit
sees

la souris
the mouse

Much as in English, the dependency type is ex-
pressed by the relative position of the phrases
around the main verb and morphological agree-
ment: the subject, with which the verb agrees, to
the left, the object to the right9. The DF analy-
sis of ex. 15 is sketched in fig. 9. The typological

voit

chat

le

souris

la

Figure 9: Analysis of Fr. Le chat voit la souris

contrast between Old French and modern French
is strikingly clear. In the noun phrase, all mor-
phemes (bound or free) intended to mark the rela-
tion between the verb and its arguments have dis-
appeared. The immediate consequence of this lan-
guage change is that the structure of the French
noun phrase is now completely homogeneous.

4 Conclusion

DF is a great tool to emphasize the differences
between the analyses of the various simple noun
phrases that are described above. There is a temp-
tation to simplify everything to give it a more co-
herent look and feel. From the point the perspec-
tive of this paper, this would clearly be a mis-
take because that would reduce syntax to a mere
paradigmatic system. Why would one treat mem-
bers of the same morphological paradigm exactly
the same way if they behave differently at the syn-
tactic level? On the contrary, I find it more inter-
esting to redefine paradigms taking into account
syntactic behavior.

By not smoothing trees too much, one also ben-
efits from a powerful tool that helps discover un-
derspecified markers. These markers are used in
different trees and are demoted to lower levels
when they stack with more specific ones. There-
fore, DF is able to model the syntactic behavior

9Assuming that one accepts Willy Van Langendonck’s
demonstration (1994), the definite article has to be defined
as a dependent of the noun. Note that transferring the idea
that the determiner is the governor – “DP hypothesis”, see
the introduction in (Haegemann, 1994, 607-611) – from the
Government and Binding framework to syntactic dependency
does not change much to the conclusions of this paper: the
form of the determiner does not distinguish between verbal
dependents.

of units that have always been problematic for tra-
ditional descriptions simply by using its core me-
chanics: hierarchy.
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Abstract

There is an increasing need for the anno-
tation of multiple types of linguistic infor-
mation that are rather different in their na-
ture, e.g., word order, morphological fea-
tures, syntactic and semantic relations, etc.
Quite frequently, their annotation is com-
bined in a single structure, which not only
results in inadequate annotations of tree-
banks and consequent low-quality applica-
tions trained on them, but also is deficient
from a theoretical (linguistic) perspective.
We present a new corpus of Spanish an-
notated on four independent levels, mor-
phology, surface-syntax, deep-syntax and
semantics, as well as the methodology that
allows for obtaining it with fewer cost
while maintaining a high inter-annotator
agreement.

1 Introduction

There is an increasing need in stochastic
dependency-oriented NLP applications (among
them, semantic role labeling or semantic analy-
sis, sentence generation, abstractive summariza-
tion, etc.) to deal not only with syntactic, but
also with semantic information. This need im-
plies that dependency treebanks must be anno-
tated with both syntactic and semantic informa-
tion, as, e.g., the Prague Dependency Treebank
(PDT) 2.0 for Czech (Hajič, 2004; J.Hajič et al.,
2006) and the Italian Syntactic-Semantic Tree-
bank (S.Montemagni et al., 2003). However, most
of the widely-known treebanks contain only one
layer of annotation, namely the syntactic one; see,
e.g., the dependency version of the Penn TreeBank
(Johansson and Nugues, 2007) for English, Tal-
banken05 for Swedish (Nilsson et al., 2005), and
SynTagRus for Russian (Apresjan et al., 2006). To
also offer semantic annotation, some corpora have
been enriched a posteriori by semantic informa-
tion; cf., e.g., Penn Treebank/PropBank (Palmer et
al., 2005)/NomBank (Meyers et al., 2004) or An-
cora (Taulé et al., 2008). The disadvantage of such

amendments is that they risk to intermingle syn-
tactic and semantic information in the same anno-
tation scheme, which then negatively affects the
applications trained on them. This is true in par-
ticular for Natural Language Generation: see for
instance (Bohnet et al., 2010) and the first Surface-
Realization Shared Task (Belz et al., 2011), who
both needed to separate semantic and syntactic an-
notations for their experiments.

In this paper, we propose a genuinely multilevel
corpus annotation scheme for Spanish and discuss
a sample annotation of the corpus (Ancora-UPF),
the current version of which contains 3,513 sen-
tences (100,892 tokens).1

2 The layers in our annotation

Our annotation intends to ensure that (i) a level
of representation does not percolate into another
one, and (ii) the annotation is complete in order
to allow for easy automatic processing at each
layer. Following the levels of the linguistic model
in the Meaning-Text Theory (Mel’čuk, 1988),
we annotate four different layers on top of the
sentence level: morphological, surface-syntactic,
deep-syntactic, and semantic.

2.1 Morphological layer

The morphological layer is a simple chain of sur-
face lexical units bearing morpho-syntactic infor-
mation. Surface lexical units are all the items of
the vocabulary, that is, words as they appear in any
monolingual dictionary, and their inflected vari-
ants. In Table 1, all possible values of all morpho-
syntactic features used in our annotation are de-
tailed. In addition to features such as gender and
number, we use three different tagsets for Part-of-
Speech: a coarse-grained one, dpos, and two fine-
grained ones: pos and spos. The difference be-
tween pos, which is a subset of the PoS tagset from
the Penn TreeBank set (Marcus et al., 1993), and
spos is minor, although, for instance, in parsing

1It includes the 3,510 sentences that AnCora com-
prised at the time we launched this project back in early
2008, and three additional sentences we used for early
tests. For downloads, see http://www.taln.upf.
edu/content/resources/495.
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Features Possible values #
dpos A, Adv, N, V 88,873

spos

adjective, adverb, auxiliary,
conjunction, copula, determiner,

100,892

foreign_word, formula, interjection,
interrogative_pronoun, noun,
number, percentage, preposition,
pronoun, proper_noun,
punctuation, relative_pronoun,
roman_numeral, verb

pos
CC, CD, DT, IN, JJ, N, NN, NP,

100,892PP, RB, SYM, UH, VB, VH, VV,
WP, formula

id 1 to ∞ 100,892
surface form any 100,892
lemma any 100,892
gender C, FEM, MASC 41,735
number PL, SG 53,608
mood IMP, IND, SUBJ 8,116
person 1, 2, 3 8,132
tense FUT, PAST, PRES 8,070
finiteness FIN, GER, INF, PART 11,176

Table 1: Morpho-syntactic features

experiments reported upon in (Ballesteros et al.,
2013), spos performed better than pos for labeled
relation attachment. Table 2 shows the reparti-
tion of the morpho-syntactic features that not all
nodes carry, while Table 3 allows for visualizing
the difference between the two fine-grained part-
of-speech tags.2

FEAT V N Adj Det Pro Other
finiteness 99.91 0.01 0.06 0 0 0.02
gender 2.02 46.72 14.31 32.33 4.37 0.25
mood 99.95 0.01 0 0 0 0.04
number 16.74 36.57 15.15 27.1 4.25 0.19
person 99.98 0.01 0 0 0 0.01
tense 99.98 0 0 0 0 0.02

Table 2: Distribution of features (%)

pos spos
CC conjunction
CD cardinal number
DT determiner

IN conjunction
preposition

JJ adjective
NN common noun
NP proper noun
PP personal pronoun
RB adverb

SYM punctuation
percentage

UH interjection

VB auxiliary
copula

VH auxiliary
VV verb

WP interrogative pronoun
relative pronoun

Formula formula
- foreign word

Table 3: Correspondences between pos and spos

2There are only 88,873 dpos features because punctua-
tions do not receive any.

2.2 Surface-syntactic (SSynt) layer

This layer is annotated with unordered depen-
dency trees in which labelled dependencies link
pairs of surface lexical units. Thus, the nodes have
a one-to-one correspondence with the nodes of
the morphological level. The 47 language-specific
surface-syntactic relations used for the annotation
of this layer are given and briefly explained in Ta-
ble 4.3 In the corpus, 14 of these relations occur
more than a thousand times; these are, from the
most frequent to the less frequent: prepos, det,
punc, adv, modif, subj, obl_obj, dobj, conj, co-
ord, aux_phras, attr, copul, and relat. Depend-
ing on the application, one can need more or less
tags in the annotation. In order to allow for tuning
the granularity of the tagset, we organized the re-
lations in a hierarchy (see (Mille et al., 2012) for
illustration).

2.3 Deep-syntactic (DSynt) layer

The structures at this layer are dependency trees
in which labelled dependencies link pairs of deep
lexical units. To the lexical units, deep-syntactic
grammemes are assigned. The deep-syntactic de-
pendency relations (cf. Table 5) are language-
independent and thus also more abstract than the
surface-syntactic ones. In our corpus, the deep-
syntactic layer contains only 66,980 nodes since
all punctuation signs and functional nodes have
been removed. In the following, the four partic-
ular cases of node-removal are listed.4

(a) Governed elements
The presence of a governed preposition is imposed
by the subcategorization (“valency”) characteris-
tics of its head, as, e.g., the appearance of TO in
give it TO your friend), in the sense that the prepo-
sition TO is required by ‘give’. TO in itself is here
void of own meaning and should thus not appear
in the deep-syntactic structure. This is different
in, for instance, to go INTO/IN FRONT OF/NEXT
TO/. . . your house, where the preposition is mean-
ingful (even though it is governed) and thus should
appear in the deep-syntactic structure. The depen-

3So far, we do not have special relations for ellipses; we
add a syntactic empty node in order to deal with “impossible”
dependencies only in case of what is commonly known as
“gapping" and “right-node-raising".

4Some nodes are also added in the deep-syntactic struc-
ture. Thus, when there is an empty subject, we introduce a
node with the person and number information as first argu-
ment of the verb (since the verb takes that information for
being inflected), and when necessary link that new node to
another one with a coreference relation.
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DepRel Distinctive properties
abbrev abbreviated apposition

abs_pred non-removable dependent of an N
making the latter act as an adverb

adv mobile adverbial
agent promotable dependent of a participle
analyt_fut Prep a governed by future Aux
analyt_pass non-finite V governed by passive Aux
analyt_perf non-finite V governed by perfect Aux
analyt_progr non-finite V governed by progressive Aux
appos apposed element
attr right-side modifier of an N
aux_phras multi-word marker
aux_refl reflexive Pro depending on a V
bin_junct for binary constructions
compar complement of a comparative Adj/Adv

compl1 non-removable adjectival object agreeing
with subject

compl2 non-removable adjectival object agreeing
with direct object

compl_adnom prepositional dependent of a stranded Det
conj complement of a non-coordinating Conj

coord between a conjunct and the element
acting as coordination conjunction

coord_conj complement of a coordinating Conj
copul cliticizable dependent of a copula
copul_clitic cliticized dependent of a copula
det non-repeatable left-side modifier of an N

dobj verbal dependent that can be promoted
or cliticized with an accusative Pro

dobj_clitic accusative clitic Pro
depending on a V

elect non-argumental right-side dependent
of a comparative Adj/Adv or a number

iobj dependent replaceable by a dative Pro
iobj_clitic dative clitic Pro depending on a V
juxtapos for linking two unrelated groups

modal non-removable, non-cliticizable infinitive
verbal dependent

modif for Adj agreeing with their governing N
num_junct numerical dependent of another number

obj_copred adverbial dependent of a V, which
agrees with the direct object

obl_compl right-side dependent of a non-V element
introduced by a governed Prep

obl_obj prepositional object that cannot be
demoted, promoted or cliticized

prepos complement of a preposition

prolep for clause-initial accumulation of
elements with no connectors

punc for non-sentence-initial punctuations
punc_init for sentence-initial punctuation

quant numerical dependent which controls the
number of its governing N

quasi_coord for coordinated elements withthe
no connector

quasi_subj a subject next to a grammatical subject
relat finite V that modifies an N
relat_expl adverbial finite clause
sequent right-side coordinated adjacent element

subj dependent that controls agreement on
its governing V

subj_copred adverbial dependent of a V
agreeing with the subject

Table 4: 47 dependency relations used at the
surface-syntactic layer

dents involved in the following SSynt-relations are
concerned: agent, compar, dobj, iobj, obl_compl,
and obl_obj. We also remove all subordinating
conjunctions que ‘that’ when they introduce an ar-
gument of a predicate.
(b) Auxiliaries
An auxiliary is a functional element and there-
fore should not appear as such in a “deep” struc-
ture. However, it expresses semantic grammatical
significations, namely tense (past: haber ‘have’
+ past participle; future: ir ‘go’ + preposition a
‘to’ + infinitive), aspect (progressive: estar ‘be’
+ present participle) or voice (passive: ser ‘be’
+ past participle). These significations must be
reflected in the deep-syntactic structure. For this
purpose, corresponding attributes have been intro-
duced to capture tense, aspect and voice: ‘tense’
for tense (with as possible values present, future
and past); ‘tem_constituency’ for aspect (with as
possible values simple, progressive, perfect, per-
fect progressive); and the attribute ‘voice’, with
the values active or passive. However, since there
are two ways to realize passive voice in Spanish
(one with an auxiliary and one with a reflexive pro-
noun), the mapping between a deep-syntactic verb
with “voice=passive” and its superficial counter-
part is not straightforward.
(c) Determiners
Definite el ‘the’ and indefinite un ‘a’ determin-
ers (at least) should be removed from the deep-
syntactic annotation: they indicate degrees of
givenness, and in this respect account for a part
of the information and coreference structures. The
determiners can be replaced by attribute/value
pairs assigned to the governing noun (given VS
new). However, we are conscious that there is no
reliable way to identify automatically the given-
ness of nouns, since there is no systematic corre-
lation between the presence or the absence of a
determiner for a noun and its givenness. A manual
annotation of givenness would be needed for some
tasks; for instance, for a generator to learn cor-
rectly how to deal with the introduction of deter-
miners in a superficial structure. For now, we only
annotate definiteness on nouns so as to encode the
presence of a definite or indefinite determiner at
the surface. All other determiners (demonstrative,
possessives, etc.) are kept in the deep annotation
because they can encode more than mere given-
ness: possessives can receive any edge in deep-
syntax since they can stand for a modifier (su silla
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‘his/her chair’) or an argument (first argument:
su traducción ‘his/her translation (of something)’;
second argument: su elección ‘his/her election (by
someone)’, etc.) of the governing noun. The de-
terminers that are maintained in DSynt receive the
dependency relation ATTR.
(d) Relative Pronouns
Relative pronouns with antecedent should be sub-
stituted by their antecedent in the deep-syntactic
structure, and a coreference link added between
them. Given how we annotate relative clauses (see
Figure 1), we can always find the antecedent of the
pronoun as the governor of the relat relation.

DepRel Short description
I first argument
II second argument
III third argument
IV fourth argument
V fifth argument
VI sixth argument
APPEND backgrounded modifier
ATTR regular modifier
COORD coordinate
coref special coreference relation

Table 5: 9 dependency relations used at the deep-
syntactic layer

The deep-syntactic grammemes comprise the
features of the more superficial layers (see Ta-
ble 1), and some additional features specific to
this level (see Table 6). We see that the fea-
ture(s) id_ssynt store the correspondence between
the DSynt node and one or more SSynt nodes.

DSynt Feature Possible values
coref_id 1 to ∞
definiteness DEFINITE | INDEFINITE | N/A
id_ssynt1 1 to ∞
id_ssynt2 1 to ∞
id_ssyntn 1 to ∞

tem_constituency
SIMPLE | PROGRESSIVE |
PERFECT |
PERFECT PROGRESSIVE

voice ACTIVE | PASSIVE

Table 6: Additional (compared to SSynt) gram-
memes used in the DSynt annotation

2.4 Semantic (Sem) layer

A semantic structure is an acyclic predicate-
argument graph. The nodes at the semantic level
in our corpus are the same as the nodes at the deep-
syntactic level. In other words, in the first version
of the corpus, we do not generalize the word la-

bels: different words which have identical mean-
ings keep a different label in semantics. However,
we add six different types of meta-nodes in order
to encode information stored as feature/values in
the previous layers or to connect non-predicative
units to the rest of the structure:5

ROOT: it has only one argument, and simply indi-
cates which node of the semantic structure is the
most important; it directly relates with the main
node of the sentence, that is, usually, the main verb
of the main clause.
TENSE: the first argument is by convention the
event, and the second argument indicates whether
it was in the past, is in the present, or will be in the
future.
NUMBER: following the same model as TENSE,
the first argument is the semantic number, and the
second argument is the value SINGULAR or PLU-
RAL. Note that this should concern semantic num-
ber only, and not lexical number. For instance, the
number of the word paro ‘unemployment’ in Fig-
ure 1d is lexical; it cannot vary. As a result, it
should not be an argument of a node NUMBER.
However, in this version of the corpus, all nouns
receive a number.
TEM_CONSTITUENCY: again, the first argu-
ment is by convention the event, and the second
argument indicates whether it is progressive, per-
fect, both or none.
ELABORATION: this meta-node is used to con-
nect to the semantic graph those non-predicative
deep-syntactic nodes that receive the relations
ATTR or APPEND. The node ELABORATION
takes the dependent as its second argument, and
the governor as its first one. It is mainly used in
the case of apposition. In Figure 1c, there are two
predicative attributes, este ‘this’ and the head of
the relative clause, engrosar ‘make swell’; in both
cases, their syntactic governor is their first argu-
ment and, therefore, no ELABORATION node is
needed to connect them to the semantic structure.
However, in some appositive constructions, for in-
stance, the apposed element cannot take its DSynt
governor as argument: in Pipo, mi perro ‘Pipo, my
dog’, we have Pipo-ATTR→perro, and perro is not
a predicate. An extra node is therefore needed to
connect it to the structure. The attributive relation
in this case stands for the fact that the governor
is the name given to the dependent; subsequently,

5Meta-nodes are shown in upper case in Figure 1d, while
regular nodes are in lower case.
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we should have at the semantic level ‘Pipo’←2-
NAME-1→‘perro’. However, since we did not un-
dertake a manual revision of the semantic layer as
yet, we use for now the generic label ELABORA-
TION in all cases, considering that the second ar-
gument somehow elaborates on the first one.
POSSESS: as already mentioned in Section 2.3,
when the possessive determiner is not an argu-
ment, it usually stands for a possession relation
between the governor, which will be the second
semantic argument, and the dependent, which will
be the first one.6

These predicates are called “meta” because they
encode information that is necessary at the seman-
tic level of representation, but that should not be
considered the same as other nodes, since they
should not be realized as words in the final sen-
tence. If we would not differentiate one type of
node from the other, Figure 1d could result in
a sentence like “The document, the number of
which is singular, suggests in a present time that
...”.7 Finally, the semantic features are (i) a unique
individual ID, (ii) an ID that indicates the corre-
spondence with DSynt nodes, and (iii) an attribute
that encodes the definiteness of some nouns.

The nomenclature of predicate-argument rela-
tions is given in Table 7;8 an example of each an-
notation level is shown in Figure 1.

DepRel Short description
1 first argument
2 second argument
3 third argument
n nth argument

Table 7: Predicate-argument relations used at the
semantic layer

2.5 Format
In order to facilitate the processing of the superfi-
cial layers of the annotation, the sentence, mor-
phological and surface-syntactic layers are pre-

6These three last meta-nodes are not shown in Figure 1d
in order to make the figure more readable.

7Technically, the information encoded until now in the se-
mantic structure is still not sufficient to regenerate the sen-
tence as it was on the surface: the information structure also
constrains the realization of the semantic graph. However, as
we consider the superimposing of an information structure on
a semantic network as a different task, this is out of the scope
of this paper.

8Note that unlike the semantic annotation of PTB/PB, the
semantic structure in MTT has transparent semantic frames,
in the sense that no difference is made between external or
internal arguments.

(a) MorphS

(b) SSyntS

(c) DSyntS

(d) SemS

Figure 1: The four levels of annotation for the sentence El
documento propone que este contrato afecte a las personas
que engrosen las listas del paro ‘The document suggests that
this contract affect the persons who make the unemployment
lists swell’
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sented in a single standard 14-column CoNLL file.
The deep-syntactic layer is also provided in a sep-
arate CoNLL file, while the semantic layer is pre-
sented in the HFG format used in the Surface-
Realization Shared Task in 2011 (Belz et al.,
2011). The different layers are connected thanks
to the IDs of the nodes.

3 Multilayered annotation in practice

Annotating such a corpus manually can seem too
costly at the first sight. In this section, we show
that a solid theoretical framework and the use of
adequate tools can allow for significant reduction
of the manual workload.

3.1 The advantages of our theoretical
framework

As already mentioned, our annotation model is
strongly influenced by the Meaning-Text Theory
(Mel’čuk, 1988). Its rich stratification facilitates
a clear separation of different types of linguistic
phenomena and thus a straightforward handling
for various NLP-applications. Equivalent anno-
tations for other theoretical frameworks can be
easily derived from our representations—which is
why we believe that MTT in general has consid-
erable advantages. But on top of that, the MTT
model is a transductive model (Kahane, 2003).
This means that it also provides the instruments
for the mapping of a representation at a given level
to the corresponding representations at the adja-
cent levels. This has an interesting consequence
as far as corpus annotation is concerned: start-
ing from a given stratum and a manually created
mapping grammar (the coverage does not need to
be broad at first), the annotations at the adjacent
strata can be easily obtained, and they can on their
turn be used to derive the annotations at the next
strata, and so on. In other words, with a corpus
of SSyntSs, it is straightforward to derive parallel
corpora of DSyntSs and SemSs using an adequate
tool, such as the graph transducer MATE (Bohnet
et al., 2000). The process of annotation can be
reduced to a minimal manual revision of automat-
ically created structures.

For the surface-syntactic annotation, we use
our detailed annotation schema that allows for
relatively easy dependency relation identification,
based on easy-to-use criteria. The annotation
schema has been defined taking into account that
(a) the schema should cover only criteria that are

related to the syntactic behaviour of the nodes;
(b) the granularity of the schema should be bal-
anced in the sense that it should be fine-grained
enough to capture language-specific syntactic id-
iosyncrasies, but be still manageable by the anno-
tator team.9 The latter led us target a set of around
50 SSyntRels. For details on when we establish a
dependency between two nodes as well as its di-
rection, and to see which criteria we used for la-
belling dependencies, see (Burga et al., 2011).

3.2 Annotation of the morphological and
surface-syntactic layers

The dependency treebank from which we started is
AnCora-DEP-ES in its 2008 version (Taulé et al.,
2008). The surface-syntactic annotation procedure
comprised two stages: (1) an automatic projection
of the annotations of the sentences from AnCora
onto rudimentary surface-syntactic structures (see
(Mille et al., 2009) for more details); (2) multi-
ple manual revisions of the structures obtained in
Stage 1. For the revision work carried out by a
small team of trained annotators, the graph editor
of the graph transducer MATE was used (Bohnet
et al., 2000).

To facilitate the annotation of the deeper lev-
els, we split 14 of the relations shown in Table 4
into more fine-grained relations which also encode
predicate-argument information. Those labels are
used to derive automatically rather complete deep-
syntactic structures (see Section 3.3), but are not
retained in the surface-syntactic annotation, which
only includes the 47 original labels. That is, in or-
der to label the dependencies, the annotator has to
follow the syntactic guidelines, and when annotat-
ing some of the relations in the DepRel column of
Table 4, add or not a suffix to the label, based on
three criteria:
(1) What is the configuration of the underlying
predicate-argument structure? (5 DepRel→ 25)

For the DepRel iobj, iobj_clitic, obl_compl,
obl_obj, the goal is to associate to the dependent a
slot in the valency frame of its governor: by con-
vention, we number the argument slots from 0 to
5, although they correspond to the first to the sixth
arguments. For this, we asked the annotators to
(i) consider the definition of the predicate, which
can only be complete if all its arguments are men-
tioned, and (ii) evaluate the importance of each ar-

9We refer here, first of all, to decision making and inter-
agreement rate.
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gument with respect to this predicate, which al-
lows for assigning them a slot in its valency. At
the first glance, the task may appear subjective and
thus difficult. However, the very large majority of
predicates have between one and three arguments.
This makes the task easier, especially for verbs, for
which the subject (in active voice) is always con-
sidered the first argument,10 and the direct object
the second. In case of oblique or indirect objects
or oblique complements (see Table 4 for more de-
tails), the decision can be harder to make. But
the high inter-annotator agreement rate obtained
for the task (see Section 3.5) indicates that the in-
tuition of the annotators coincides to a large ex-
tent. Consider, for example, the predicate pro-
poner ‘suggest’: its definition would be something
like “an entity E1 giving an idea I to another entity
E2 for E2 to consider I”. In other words, proponer
has three arguments, E1, I, E2; E1 and I are almost
never omitted, which makes them higher in the
argument hierarchy than E2, and the entity “who
does” is considered more important than what is
done. As a result, we have E1=Arg1 (subject),
I=Arg2 (direct object), and E2=Arg3 (oblique ob-
ject 2).

In addition to object and complement DepRel,
the reflexive auxiliary aux_refl tag is subdivided
into four groups: direct (the pronoun is the second
argument of the verb and has a coreference link
with its subject), indirect (same as direct but the
pronoun is third argument), passive (the pronoun
is not an argument but triggers an inversion of first
and second arguments in the DSyntS), and lexical
(the pronoun is just a part of the verb’s lemma).
(2) Is the dependent parenthetical?(6 DepRel→ 12)
This criterion is used in order to distinguish be-
tween two levels of modification for basic mod-
ifiers, one being closer to the governor than the
other. For instance, the adv DepRel below a verb
indicates the presence of a circumstancial element
related to the verb itself, while the adjunct De-
pRel indicates that the circumstancial operates at
the sentence level: (normalmente←adjunct-corre-
adv→[cada dia] ‘usually he runs every day’). For
nominal governors (appos, attr, modif, quant, re-
lat), the descriptive extension is usually granted to
groups separated by a comma from their head.
(3) Is the dependent quoted? (3 DepRel→ 6)

In simple terms, it is the group formed by the de-
10This is why there is no extension 0 for verbal relations

(iobj, iobj_clitic, obl_obj), and also why by default we start
numbering the arguments from the second.

pendent and all its dependents surrounded by quo-
tation marks, which indicate an actual quotation.
Consider, for illustration, the difference between
dijo “me voy” ‘he said “I’m going”’ (quote), and
¡Mira, el “presidente” llega! ‘Look, the “presi-
dent” is arriving!’, in which the quotation marks
are a stylistic way of making fun of someone.
Three DepRel are concerned: subj, dobj and pre-
pos.

As a result, instead of 14 DepRel, the annotator
has to consider 43, that is, 29 more. So far, this
gives us 76 different tags (47 + 29). In addition,
we further split for testing reasons (which we do
not have space to detail in this paper) the label conj
into sub_conj and compar_conj, and added a third
label restr when splitting the DepRel adv. Thus,
the total tagset which represents the base of our
annotation process comprises 79 different tags.
We refer to this tagset as the “Annotation SSynt
DepRel” tagset (SSynt DepRelA).

As for the annotation at the morphological
layer, it was mostly derived automatically from the
AnCora annotation.

3.3 Annotation of the deep-syntactic layer

As mentioned in Section 2, the deep-syntactic
layer has the form of an unordered dependency
tree. The edges encode explicit valency rela-
tions, and also coordination and modifications,
while only meaning-bearing units are accepted as
nodes. Multi-word expressions are fused into sin-
gle nodes. Sentence-internal coreferential links
are superimposed on the annotation. All surface-
syntactic relations (except det, see Section 2.3)
have a direct correlation with deep-syntactic con-
figurations.

Taking this into account, together with the syn-
tactic properties of each DepRel (e.g., obl_obj
points to a governed preposition, i.e., to a func-
tional node which does not carry any meaning on
its own), the mapping between SSynt and DSynt
can be largely automatic (for instance, the DSyntS
shown in Figure 1c has required no manual modi-
fication, although this is not always the case). The
workload of the annotator is reduced to (i) addition
of coreferences between nodes of the same sen-
tence, (ii) definition of the argument slot of pos-
sessive pronouns when necessary, and (iii) repair
of possible erroneous rule applications. There are
currently 129 rules in the SSynt-DSynt mapping
grammar, and its coverage is not yet complete,
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as some very specific configurations are still not
taken into account. However, we intend to expand
the coverage as much as possible in the future. An
average-length sentence (around 30 nodes) takes
an annotator around one and a half minutes to
process (while without the automatic annotation
derivation it takes her/him about 10 minutes).

SSynt DSynt
abbrev ATTR
abs_pred ATTR
adjunct APPEND
adv ATTR
adv_mod ATTR
agent I
analyt_fut -
analyt_pass -
analyt_perf -
analyt_progr -
appos ATTR
appos_descr APPEND
attr ATTR
attr_descr APPEND
aux_phras -
aux_refl_dir II
aux_refl_indir III
aux_refl_lex -
aux_refl_pass -
bin_junct ATTR
compar II
compar_conj II
compl1 II
compl2 III
compl_adnom ATTR
coord COORD
coord_conj II
copul II
copul_clitic II
copul_quot II
det any
dobj II
dobj_clitic II
dobj_quot II
elect ATTR
iobj1 II
iobj2 III
iobj3 IV
iobj4 V
iobj5 VI

SSynt DSynt
iobj_clitic1 II
iobj_clitic2 III
iobj_clitic3 IV
iobj_clitic4 V
iobj_clitic5 VI
juxtapos APPEND
modal II
modif ATTR
modif_descr APPEND
num_junct COORD
obj_copred ATTR
obl_compl0 I
obl_compl1 II
obl_compl2 III
obl_compl3 IV
obl_compl4 V
obl_compl5 VI
obl_obj1 II
obl_obj2 III
obl_obj3 IV
obl_obj4 V
obl_obj5 VI
prepos II
prepos_quot II
prolep APPEND
punc -
punc_init -
quant ATTR
quant_descr APPEND
quasi_coord COORD
quasi_subj I
relat ATTR
relat_descr APPEND
relat_expl APPEND
restr ATTR
sequent ATTR
sub_conj II
subj I
subj_copred ATTR

Table 8: Mapping of the 79 SSynt DepRelA onto
DSynt DepRel

Table 8 indicates that some SSynt DepRelA are
not mapped to any DSynt DepRel. This is due to
the fact that some nodes (namely the functional
ones) are removed from the deep-syntactic struc-
ture. The idea is that from the perspective of Nat-
ural Language Generation (NLG) from abstract
structures, the system will only have access to
non-linguistic data; see, e.g., (Bouayad-Agha et
al., 2012). This implies that a system that gen-
erates statistically from those abstract representa-
tions MUST be able to learn when to introduce
functional words (i.e., words that carry a grammat-
ical content, but no own lexical meaning). There-
fore, a corpus claimed to be suitable for training
statistical NLG modules should always take this

SSynt DepRelA Changes in DSynt

analyt_fut remove Gov and Dep
add tense=FUT

analyt_pass
remove Gov
invert I and II
add voice=PASS

analyt_perf remove Gov
add tense=PAST

analyt_progr remove Gov
add tem_constituency=PROGR

aux_refl_dir replace node label with antecedent’s
add coreference between I and II

aux_refl_indir replace node label with antecedent’s
add coreference between I and III

aux_refl_lex remove Dep
add se at the end of Gov’s lemma

aux_refl_pass
remove Dep
invert I and II
add voice=PASS

det

IF Dep=el|un
remove Dep
add definiteness=DEF/INDEF
IF Dep=possessive
replace node label with antecedent’s
edit DSynt DepRel
add coreference link with antecedent
IF Dep=other
map det to ATTR

dobj/iobj1-5/obl_compl0-5 remove Dep if governed prepositionobl_obj1-5

relat/relat_descr replace node label with antecedent’s
add coreference link with antecedent

. . . _conj remove Dep if governed preposition

Table 9: More complex SSynt to DSynt mappings

into account. In addition, the removal of func-
tional nodes allows the generators to deal with
different surface realizations when several realiza-
tions are possible (e.g., give something to Mary
VS give Mary something). Having in parallel two
layers, one with all the words, and one without the
functional words, is one way to provide the basis
for statistical models.

Since, as we have seen in Section 3.3, not all
surface-syntactic nodes are mapped to the deep-
syntactic level, some configurations imply non-
typical equivalences. Table 9 completes Table 8
by summarizing all mappings of SSynt DepRelA
to something else than a single DSynt DepRel.

3.4 Annotation of the semantic layer

Since in the deep-syntactic layer all grammatical
units are removed from the structure, the mapping
to a connected acyclic graph entirely composed
of predicate-argument relations that connect any
meaning-bearing unit used in the sentence (which
includes DSynt nodes and some additional meta-
nodes) is much easier. A different mapping gram-
mar from the one detailed in Section 3.3 can trans-
form the deep-syntactic structure in Figure 1c into
a semantic structure shown in Figure 1d.

During this second mapping, all nodes from
the deep-syntactic structure are transferred, except
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nodes which have a coreference relation with an-
other node. Only one node that stands for all core-
ferring nodes appears in the semantic structure; all
edges that point to a node which is removed are
transferred to that one node.11

Most relations can be derived in a straightfor-
ward way: Roman numerals map to Arabic nu-
merals, and ATTR, APPEND and COORD edges
are inverted and relabelled with 1 when the DSynt
dependent is a predicate. Otherwise, we intro-
duce meta-predicates like, for instance, ELAB-
ORATION or POSSESS in order to connect the
equivalent of the DSynt dependent to the graph
(see Section 3.4).

In the procedure of obtaining the annotation at
the semantic layer, the mapping grammar does all
the work, and there is no need for manual revision
at all.

3.5 Inter-annotator agreement

Due to the still preliminary nature of our deep-
syntactic and semantic annotations, we evaluated
the inter-annotator agreement so far only for the
surface-syntactic annotation. However, we used
the 79-relation tagset, which facilitated the auto-
matic derivation of the deeper annotations; see
Section 3. This tagset thus allows us to indirectly
obtain the deep layer inter-annotator agreement
(while the 47-relation tagset gives us the SSynt-
layer inter-annotator agreement)—with the excep-
tion of possessive determiners, which are mapped
to a variety of different deep-syntactic relations
(ATTR, I, II, etc.). Therefore and given that pos-
sessive determiners represent only 1% of the total
number of dependencies in the corpus, we decided
not to take them into account in the deep evalua-
tion.

To obtain the material for the inter-annotator
agreement evaluation, we parsed with Bohnet’s
parser (Bohnet, 2009), trained on the surface-
syntactic annotation the lingüística ‘linguistics’
wikipedia page,12 72 sentences in total (2,443 to-
kens). Two annotators then post-edited in sepa-
rate sessions every sentence using the 79-tag tagset
as described in Section 3.2. Drawing upon the
surface-syntactic tag hierarchy described in (Mille
et al., 2012), the resulting two annotations were
further generalized to 47, 31 and 15 tags, such that

11Our mapping grammar actually has a parameter that al-
lows for keeping the coreferring nodes separated in the SemS.
This can be useful for experiments on information structure.

12Prior to parse it, the page has been cleaned.

we obtained parallel annotations for four different
annotations.

Taking one annotation of each pair as gold stan-
dard and the other as “predicted", we ran the
CoNLL’08 evaluation and calculated the LAS.
The results are displayed in Table 10.

79 47 31 15
UAS (%) 96.15 96.15 96.15 96.15
LAS (%) 89.40 92.26 92.51 92.80

Table 10: Inter-annotator agreement.

Since the successive mappings from 79 to 15
DepRel only concern the edge labels, it is nor-
mal that the Unlabeled Attachment Score remains
the same for all tagsets. As expected, the agree-
ment rate correlates with the number of tags in
the tagset. Thus, we reached 89.4%, including
predicate-argument identification 92.26%, with
the 47 DepRel given in Table 4 in Section 2.2,
and up to 92.8% with the reduced tagset of 15 De-
pRels. All inter-annotator agreement figures os-
cillate around the 90% threshold recommended in
the OntoNotes project (Hovy et al., 2006).

4 Conclusions and future work

In this paper, we report on the results of the an-
notation of a Spanish corpus, in which the differ-
ent levels of annotation are clearly separated. We
show that thanks to a sound theoretical framework
and appropriate tools, it is possible to reduce the
manual workload and, at the same time, achieve
a high inter-annotator agreement rate on all eval-
uated levels (more than 92% for syntax and more
than 89% for syntax and semantics). These fig-
ures are largely due to the fact that the criteria
that define each dependency relation have been
carefully selected and are exclusively linguisti-
cally motivated. However, the 3-point difference
between semantic and syntactic tagsets confirms
that predicate-argument structures are less easily
identifiable than syntactic dependencies since the
criteria that define them are not as straightforward
as syntactic criteria. In the future, we aim to aug-
ment the size of our tree bank, work on improv-
ing the predicate-argument identification, and add
the dimension of the information structure. Both
the treebank and all resources developed during
the annotation (guidelines, software, etc.) will be
made available to the community.
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Abstract

The paper presents our work on the an-
notation of intra-chunk dependencies on
an English treebank that was previously
annotated with Inter-chunk dependencies,
and for which there exists a fully expanded
parallel Hindi dependency treebank. This
provides fully parsed dependency trees for
the English treebank. We also report an
analysis of the inter-annotator agreement
for this chunk expansion task. Further,
these fully expanded parallel Hindi and
English treebanks were word aligned and
an analysis for the task has been given. Is-
sues related to intra-chunk expansion and
alignment for the language pair Hindi-
English are discussed and guidelines for
these tasks have been prepared and re-
leased.

1 Introduction

Recent years have seen an increasing interest in
research based on parallel corpora. Statistical ma-
chine translation systems use parallel text corpora
to learn pattern-based rules. These rules can be
simple or sophisticated, based on the level of infor-
mation present in the corresponding parallel cor-
pus. Earlier research in statistical MT utilized
just sentence and lexical alignment (Brown et al.,
1990) which requires merely a sentence and word
aligned parallel text. Later, to acquire these rules
the alignment of a parsed structure in one language
with a raw string in the other language emerged
(Yamada and Knight, 2001; Shen et al., 2008). Of
late, the focus has been on exploring these rules
from the alignment of source/target language parse
trees (Zhang et al., 2008; Cowan, 2008). Also,
mapping from a source language tree to a target
language tree offers a mechanism to preserve the

meaning of the input and producing a target lan-
guage tree helps to ensure the grammaticality of
the output (Cowan, 2008). Thus there is a need
for aligned parallel treebanks with alignment in-
formation on top of their parsing information.

And, with the availability of a number of tree-
banks of various languages now, parallel treebanks
are being put to use for analysis and further experi-
ments. A parallel treebank comprises syntactically
annotated aligned sentences in two or more lan-
guages. In addition to this, the trees are aligned on
a sub-sentential level. (Tinsley et al., 2009). Fur-
ther, such resources could be useful for many ap-
plications, e.g. as training or evaluation corpora
for word/phrase alignment, as also for data driven
MT systems and for the automatic induction of
transfer rules. (Hearne et al., 2007)

Our work using two parallel dependency tree-
banks is another such effort in this direction. It
includes:

1. Intra-chunk expansion of the English tree-
bank previously annotated with Inter-chunk
dependencies, for which there exists a fully
expanded parallel Hindi dependency tree-
bank.

2. An analysis of the inter-annotator agreement
for the chunk expansion task mentioned in (1)
above.

3. Alignment of the two treebanks at sentence
and also at word level.

A chunk, by definition, represents a set of ad-
jacent words in a sentence, which are in depen-
dency relation with each other, and where one
of these words is their head. (Mannem et al.,
2009). The task of dependency annotation is thus
divided into: inter-chunk dependency annotation
(relations between these chunks) and intra-chunk

227



dependency annotation (relations between words
inside the chunk).

Some notable efforts in this direction include
the automatic intra-chunk dependency annotation
of an inter-chunk annotated Hindi dependency
treebank, wherein they present both, a rule-based
and a statistical approach to automatically mark
intra-chunk dependencies on an existing Hindi
treebank (Kosaraju et al., 2012). Zhou (2008)
worked on the expansion of the chunks in the Chi-
nese treebank TCT (Qiang, 2004) through auto-
matic rule acquisition.

The remainder of the paper is organized as fol-
lows: In Section 2, we give an overview of the
two dependency treebanks used for our work, and
their development. Section 3 describes the guide-
lines for intra-chunk dependency annotation. In
Section 4, we talk about issues with the expansion
and our resolutions for them. Further, it presents
the results of the inter-annotator agreement. Sec-
tion 5 comprises our work on alignment of paral-
lel Hindi-English corpora and the issues related to
that. We conclude and propose some future works
towards the end of the paper.

2 Treebanks

We make use of the English dependency tree-
bank (reported in Chaudhry and Sharma (2011)),
developed on the Computational Paninian Gram-
mar (CPG) model (Bharati et al., 1995), for this
work. This treebank is parallel to a section of
the Hindi Dependency treebank (reported in Bhatt
et al. (2009)) being developed under the Hindi-
Urdu Treebank (HUTB) Project and was created
by translating the sentences from HUTB. The En-
glish treebank is much smaller in size, with around
1000 sentence (nearly 20K words) as compared
to its Hindi counterpart which has about 22800
sentences (nearly 450K words). There is a differ-
ence in size of nearly 1000 words between the En-
glish treebank and its parallel Hindi treebank from
which it was translated. This is because the trans-
lations involve both literal and stylistic variations.

The annotation labels used to mark the relations
in the treebank conform to the dependency anno-
tation scheme reported in Chaudhry and Sharma
(2011), which is an adaptation of the annota-
tion scheme given by Begum et al. (2008), for
Hindi. Further, as per these annotation schemes,
dependency relations in the treebank are marked
at chunk level (between chunk heads), instead of

being marked between words.
The Hindi treebank also had intra-chunk depen-

dency relations marked on it, along with the inter-
chunk dependencies. And since the English de-
pendency treebank used here, is relatively much
newer, there was scope for further work on it. We
thus expanded this treebank at intra-chunk level,
annotating each node within the chunk with its de-
pendency label/information. Annotating the En-
glish treebank with this information brings it at
par with the parallel Hindi treebank, making them
better suited for experimentation on parallel tree-
banks.

Further, the earlier version of the treebank was
annotated only with the inter-chunk dependencies.
Consequently, this enforced a restriction to inter-
pret the chunk merely as a group of words with
the head of the group as its representative. The
relations among other nodes inside the chunk re-
mained unaccounted for. Now, with the intra-
chunk dependencies also marked, the treebank has
complete sentence level parsing information, giv-
ing access to the syntactic information associated
with each node in the tree.

Additionally, the dependency annotation is
done using Sanchay annotation interface, and the
data is stored in Shakti Standard Format (SSF).1

(Bharati et al., 2006).

3 Intra-chunk Expansion

As mentioned earlier, the English dependency
treebank used here, is relatively much smaller than
its parallel Hindi treebank. Given this, we manu-
ally expanded this treebank at intra-chunk level,
and performed an inter-annotator analysis for this
task. Preparation of a set of guidelines for the ex-
pansion is another aspect of this effort.

This section of the paper reports our annota-
tion of intra-chunk dependencies (dependency re-
lations among the words within chunks) on the En-
glish dependency treebank (described in Section-
2) in which inter chunk dependencies are already
marked using the CPG model. Adding the intra-
chunk annotation provides a fully parsed depen-
dency treebank for English.

The intra-chunk dependencies for this task,
were annotated manually (by two annotators).
Inter-annotator agreement values for this intra-
chunk annotation were then calculated. Both of
these tasks are reported in this section, as also, a

1http://ltrc.iiit.ac.in/mtpil2012/Data/ssf-guide.pdf
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discussion of the types of issues encountered in the
annotation.

For the purpose of intra-chunk annotation, the
chunk expansion guidelines for the Hindi Tree-
bank expansion were taken as a point of reference
and adapted to suit the requirements of the English
treebank. The guidelines thus prepared, were used
to annotate the intra-chunk dependencies in the
English treebank. After the initial annotation and
a subsequent analysis of the encountered ambigu-
ous cases, they have been updated accordingly.

The guidelines thus prepared, serve to ensure
consistency across multiple annotations. There are
a total of 18 intra-chunk tags in the guidelines.
The tags are of three types: (a) normal dependen-
cies, eg. nmod adj, jjmod intf, etc., (b) local
word group dependencies (lwg), eg. lwg prep,
lwg vaux, etc., and (c) linking part-of dependen-
cies, eg. pof cn. (Table 1)

Local Word Groups (lwg) are word groups
formed on the basis of ‘local information’ (i.e. in-
formation based on adjacent words) (Bharati et al.,
1995). ‘lwg’ dependencies occur due to adjacency
of words in a local word group. These are of two
types: simple-lwg dependencies and linking-lwg
dependencies (termed as ‘linking part-of depen-
dencies’ above). Linking-lwg dependencies are
marked for words that are parts of an LWG, and
don’t modify each other (usually used in com-
pound nouns, named-entities etc.). Normal depen-
dencies are marked for individual words and don’t
represent a relation with the complete local word
group. For Ex. nmod adj relation is for a Noun
modifier of the type Adjective. Here the associa-
tion of the adjective is not with the complete ‘lwg’,
but with a particular noun which may or may not
restrict the meaning of the ‘lwg’.

4 Inter-Annotator Agreement:
Evaluation and Analysis

4.1 Evaluation Criteria
The guidelines for Intra-chunk Expansion were
created by studying different possible cases of
chunk expansion. The guidelines, in total, list 18
different intra-chunk tags. These intra-chunk la-
bels along with 34 inter-chunk labels make a to-
tal of 52 dependency tags. Inter-Annotator Agree-
ment was then calculated on these fully expanded
dependency trees for the 2 annotators.

Fleiss’s Kappa (Fleiss, 1971) is used to calcu-
late the agreement, which is a commonly used

Label Type Label Description
nmod adj Noun modifier of the type adjective
nmod n Noun modifier of the type noun
jjmod intf Adjective modifier of the type intensifier
lwg det A determiner associated with an LWG
lwg inf An infinitive marker associated with LWG
lwg prep A preposition associated with LWG
lwg neg A negation particle associated with LWG
lwg vaux An auxiliary verb associated with LWG
lwg rp A particle associated with LWG
lwg uh An interjection particle associated with LWG
lwg poss A possession marker associated with LWG
lwg adv An adverb associated with LWG
lwg ccof Arguments of a conjunct associated with LWG
lwg emph An emphatic marker associated with LWG
lwg v Verbal nouns (participials, gerunds etc.) associated with LWG
pof cn Part-of relation expressing continuation
pof redup Part-of relation expressing reduplication
rsym Symbols

Table 1: Label Types and Descriptions

measure for calculating agreement over multiple
annotators. Table 3 shows the agreement strength
relative to the kappa statistic. The Fleiss’s kappa
is calculated as :

κ =
Pr(a)− Pr(e)

1− Pr(e)

The factor 1 - Pr(e) gives the degree of agreement
that is attainable above chance, and, Pr(a) - Pr(e)
gives the degree of agreement actually achieved
above chance.

Pr(a) =
1

Nn(n− 1)

∑

i∈N

∑

j∈k
(n2ij −Nn)

Pr(e) =
∑

j∈k
p2j where,

pj =
1

Nn

∑

i∈N
nij

Along with the Fleiss Kappa, we also calcu-
late the Unlabelled Attachment and Labelled At-
tachment accuracies for the fully expanded trees
in Table 4. The inter-chunk labels were not ex-
cluded for calculating the above mentioned statis-
tics. This is because identifying the head in a
chunk is also an important step in creating a fully
connected tree. It has been further analysed in
Section 4.2 and shown that identifying a different
head might lead to different fully expanded trees,
and therefore, must be included in the calculation
of final statistics.
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Edge Pairs Unlabelled Attachment (UA) Label Accuracy Labelled Attachment
1718 1605 (93.42%) 1611 (93.77%) 1554 (90.45%)

Table 4: Attachment and Label Accuracy

Edge Pairs Agreement Pr(a) Pr(e) Kappa
1605 1554 0.955 0.061 0.952

Table 2: Kappa statistics for Inter-Annotator Ex-
periment

Kappa Statistic Strength of agreement
<0.00 Poor
0.0-0.20 Slight
0.21-0.40 Fair
0.41-0.60 Moderate
0.61-0.80 Substantial
0.81-1.00 Almost perfect

Table 3: Coefficients for the agreement-rate based
on (Landis and Koch, 1977).

4.2 Analysis
Besides calculating the inter-annotator agreement,
cases with disagreement were analysed for possi-
ble errors and cases of ambiguities in the guide-
lines. The observed cases which led to percent-
age error in inter-annotator agreement were then
resolved and the guidelines were updated, so as
to reduce potential errors arising due to these in
future. A few of the observed cases have been dis-
cussed below:

1. Named Entity Handling

Since the treebank doesn’t have Named En-
tity (NE) annotation, the handling of NEs in-
duced an element of disagreement between
the two annotations. Ex. In the case below,
The Indian Council of Medical Research is
an NE, but it has been handled differently by
the two annotators.

Whether it should be treated as a frozen unit
(A compound noun with no further analysis
in the structure of the name), or it should be
treated as a phrase that is analysed for the as-
sociation of constituents is the issue here.

Council

The

lwg det

Indian

nmod adj

Research

of

lwg prep

Medical

nmod n

nmod n

S1* : The Indian Council of Medical Research (Chunk Analysis)

Research

The Medical

of

Council

Indian

pof cn

pof cn

pof cn

pof cn

S2 : The Indian Council of Medical Research (Frozen)

We chose to consider structure-2 as the ap-
propriate one. This decision is motivated
by the observation that Named Entities are
frozen expressions and may or may not al-
ways be analysable in parts. This will thus
help maintain consistency in annotation of
NEs across the treebank.

2. Appositives

Appositives are grammatical constructions
where two noun-phrases are placed adja-
cent to each other and one modifies or re-
stricts the other. In the PP phrase below, to
Talib’s mother Khushnuda, there are two
noun phrases Talib’s mother and Khush-
nuda (name) and any of them can be con-
sidered as the head of the chunk. Further, the
preposition to can attach to any of the two
noun phrases.

mother

Khushnuda

nmod n

Talib

’s

lwg poss

nmod n
to

lwg prep

S1* : to Talib’s mother Khushnuda
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Khushnuda

to

lwg prep

mother

Talib

’s

lwg poss

nmod n

nmod n

S2 : to Talib’s mother Khushnuda

For these cases, the noun phrase that most
specifically describes the object of discussion
is taken to be the primary noun phrase and
the secondary ones as its modifiers. For the
above example, Khushnuda is the NP that
specifies the head of the phrase more clearly
and is thus considered to be the head, and
the preposition to is attached to Khushnuda,
rendering S2 as the correct analysis.

In cases of abbreviations, where both noun
phrases are different representations of the
same name, we consider the expanded name
to be the head and the abbreviation is at-
tached as a modifier of the head noun. In
the example below, since The Indian Coun-
cil of Medical Research is being considered
a Named Entity, Research is the head of
the phrase and the abbreviation ICMR is at-
tached to it as a modifier.

ICMR

Research

nmod n

(
rsym

)

rsym

S1* : The Indian Council of Medical Research(ICMR)

Research

ICMR

(

rsym

)

rsym

nmod n

S2 : The Indian Council of Medical Research(ICMR)

3. Head-Identification

While annotating relations between tokens,
identifying the head of a constituent is a cru-
cial step and decides the structure of the fully
expanded tree. Ex. in the PP phrase in the
next one or two days, the most probable
head is days. In our scheme, the coordina-
tor is considered to be the head of the coordi-
nated phrase, hence or is regarded as the head
of one and two (S1). Another possibility is to

add a NULL element in the first argument of
conjunction and make the phrase in the next
one NULL or two days, where the NULL is
a copy of the features of days (S2).

or

one

the

lwg det

next

lwg adj

lwg ccof

days

in

lwg prep

two

nmod n

lwg ccof

S1* : in the next one or two days

days

in

lwg prep

the
lwg det

next
lwg adj

or

one

lwg ccof

two

lwg ccof

nmod n

S2 : in the next one or two days

However, in the inter-chunk dependency an-
notation scheme NULLs are inserted only if
they are crucial for representing the depen-
dency structure. Following this, S2 was pre-
ferred over S1 for such cases. Also, in S2
the association of cardinals one and two with
days is easily visible and can be interpreted
if required.

4. Phrasal Verbs

Phrasal verbs are verbs that include par-
ticles or prepositions. Their meaning is
non-compositional, as it cannot be retrieved
by individually handling the lexical items.
Ex. look after : verb+preposition ,
brought up : verb+particle , put up with :
verb+particle+preposition . For these cases,
the verb is considered to be the head of the
chunk. A clear distinction between preposi-
tions and particles in a verb phrase has been
made in our guidelines by way of different
annotation labels. The associated labels are:
lwg prep (local-word-group preposition) and
lwg rp (local-word-group particle). A few
examples of this are:

dressed

up

lwg rp

dressed up

up

dressed

lwg v

dressed up*

5. Genitives

We observed disagreement between the two
annotations where there were instances of
multiple consecutive genitives in a single
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chunk. However, this cannot be resolved at
the level of guidelines since the decisions in
such cases would depend on the world knowl-
edge of annotators and would have to be re-
solved contextually and individually. The ex-
ample below illustrates this further.

block

Ucchal district

’s Surat

Gujrat

’s

S1* : Gujrat’s Surat district’s Ucchal block

block

Ucchal district

’s Surat Gujrat

’s

S2 : Gujrat’s Surat district’s Ucchal block

Here the knowledge whether Surat is a dis-
trict in Gujrat or not is important in deciding
if Gujrat should modify District (in S2) or
block (in S1). Here, since Surat is a district
in Gujrat, Gujrat, S2 would be the correct
analysis rejected.

5 Alignment

In this task, the fully expanded English depen-
dency trees, obtained after the intra-chunk expan-
sion, were aligned with their respective counter-
parts in the Hindi Dependency Treebank(Fully ex-
panded Hindi dependency trees).

Due to limitations of the available annotation
tools, one cannot align trees from one language to
the other directly in a structural manner. Thus, we
chose to align the data at the textual level and then
incorporated them in the already existing treebank.
Sanchay2 was chosen as the alignment tool after
experimenting with some openly available tools
such as GATE, Cairo etc.

The alignment was done in two stages :

1. Sentence Alignment : First, parallel text files
(Hindi and English) were aligned on the sen-
tence level.

2Sanchay : http://www.sanchay.co.in

2. Word Alignment : A set of guidelines were
created for word alignment, by doing a pilot
study on a small dataset. As we encountered
issues during the alignment, these guidelines
were updated accordingly.

After the two alignment tasks, the word aligned
data was merged with the respective treebanks.

5.1 Issues in Alignment
5.1.1 Sentence Alignment Issues
For sentence alignment, a basic postulate was
that all the events must be captured in a sen-
tence aligned pair [(source sentences)-(target sen-
tences)]. As is commonly observed in studies of
parallel corpora, the target language sometimes re-
moves argument information, or adds extra argu-
ments to provide a sound translation. These cases
are not considered as a divergence at the level
of sentence alignment, since the selection crite-
ria is strictly limited to event information. In our
task, we encountered 4 types of sentence align-
ment structures. These are :

1. One-to-One Mapping : When all the events in
a source sentence are mapped to events in the
target sentence, we say that there is a One-to-
One mapping. For instance, in Figure-1, all
the source sentences are mapped to exactly
one target sentence, although crossed.

Sent 1

Sent 1

Sent 2

Sent 2

Sent 3

Sent 3

Sent 4

Sent 4

Figure 1: One-to-One Alignment

2. Many-to-One Mapping : Cases where multi-
ple source sentences map to a single sentence
in the target language, i.e. events in multi-
ple source sentences are incorporated into a
single target sentence. In Figure-2, Sent-2,
Sent-3 and Sent-4 of the source language go
to Sent-3 of the target Language.

3. One to Many Mapping : Single source lan-
guage sentence is divided into multiple target
language sentences. In Figure-2, Sent-1 of
source language is aligned to both Sent-1 and
Sent-2 of the target language.
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Sent 1

Sent 1

Sent 2

Sent 2

Sent 3

Sent 3

Sent 4

Figure 2: One-to-Many, Many-to-One Alignment

4. Many to Many Mapping : Events are dis-
tributed unevenly in source and target sen-
tences. In example x, for a pair of source
and target sentences, the mapping resembles
a ’Z’ structure. Such sentences were altered
to convert them into one of the above three
types. Figure-3 shows the Z-structure ob-
served in those cases. This particular case can
be resolved by changing the sentence align-
ments as per Figure-4.

Sent 1

Sent 1

Sent 2

Sent 2

Figure 3: Many-to-Many Alignment

Sent 1 + Sent2

Sent 1 Sent 2

Figure 4: Many-to-Many Alignment(Altered)

5.1.2 Word Alignment Issues
During word alignment, the main focus was on the
maintaining the syntactic and semantic functions
of the words across the language pair. For many
cases, it was not possible to syntactically align the
words, as is observed in stylistic translations, id-
iomatic usages, multi-word expressions etc. The
similarity in the semantic function of the words
was the deciding factor for these cases.

During the course of annotation and while de-
veloping the guidelines, few issues related to word
alignment were encountered. Given below is a
summary of the types of divergences that were
found, with a few examples.

1. Multi Word Expressions(MWE) :
Multi word expressions in source languages

are translated to another MWE in the target
language or vice-versa. These are divided
into two types :

• Many-to-One OR One-to-Many align-
ments are the those where MWE in
one language maps to a single word in
another language. In such cases, all
the constituting words of the MWE are
mapped to that single word in the tar-
get language. Ex. Hindi : ’aguvAI
karne vAle’ goes to English ’heading’
in Example-1.
(1) ..

..
xala
group

kI
of

aguvAI
head

karne
do

vale
ATTR

KAna
Khan

..

..
“.. Khan heading the group ..”

• In cases of Many-to-Many alignment,
where the MWE is literally translated
with/without retaining the sense, we
map each individual token of the MWE
to their respective mappings in the other
language. Thus, essentially reducing the
problem to either One to One, One to
Many or Many to One. For cases, where
MWEs are not literally translated, we
map all the tokens in the source lan-
guage MWE to the head of the MWE
chunk in the target language.

2. Mismatched syntactic categories :
Many syntactic categories like determiners,
infinitives are realized differently (syntacti-
cally/structurally) in Hindi. Ex. English
determiner ‘A’ goes to Hindi ordinal ‘eka’
sometimes, and doesn’t have a mapping for
other cases . These functional categories
are mapped to either the token aligned with
the head of their chunk (category) or to
the element which is functionally similar.
In Example-2, English determiner ‘every’ is
mapped to Hindi noun ‘kaxama’. In this par-
ticular case, Hindi employs the use of redu-
plication to get the same meaning as the de-
terminer ‘every’.

(2) ..
..

kaxama
step

kaxama
step

para
at

BraStACAra
corruption

hE
is

..

..
“.. corruption is at every step ..”
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Tag RP CC NEG J N QF+ QC DEM RB V PSP PRP
FW 0 3 0 0 4 0 0 0 0 0 0 0
V 10 3 11 133 287 4 2 2 7 1323 114 8
PRP+ 4 2 0 6 21 0 0 8 0 8 10 237
DT 6 4 8 73 445 24 40 93 5 9 24 55
RP 0 0 0 2 7 0 0 0 2 17 5 0
NNC 0 0 0 0 5 0 0 0 0 0 2 0
TO 2 3 0 6 8 0 0 0 2 37 123 2
RB+ 68 24 52 20 48 10 5 3 29 14 36 50
CC 2 163 0 0 2 0 0 2 2 0 7 2
J 4 2 5 229 104 24 11 5 9 28 34 8
N 3 0 7 80 2457 13 16 16 7 44 161 20
IN 14 132 5 10 115 8 5 6 10 49 661 27
CD 2 0 0 3 18 0 82 0 0 2 0 0
MD 4 0 4 8 3 0 0 0 2 85 3 0

Table 5: POS Mappings

3. Syntactic difference :
In cases where a certain word/phrase is
present in the source language, while its
equivalent is absent in the target. These dif-
ferences arise due to many reasons includ-
ing stylistic variation, syntactic differences
(word-order), Many to One MWE mappings
etc. For Ex. Post-positions in Hindi have a
certain mapping to prepositions in English.
Though, the prepositions don’t always real-
ize. For Ex. Hindi chunk: rAma ne is aligned
to English chunk: Ram. Here, there is no
preposition to align with the post-position ne.
In such cases, the dependents are attached
to the word in the target language aligned to
it’s head element. Thus, the post-position ne,
here, is aligned to Ram.

It may be noted that, this issue is different
from (2) (Mismatched Syntactic Categories)
where the meaning of the phrase was be-
ing realized in the sentence via some other
word that belongs to a category different
from the category of the source-word. Here,
it is not possible to align individual words
due to position, word-order, nature of MWE
(literal/metaphorical) and other issues which
arise due to syntactic differences between the
two languages.

5.1.3 POS Tag
For the purpose of analysis and manual alignment
quality evaluation, the POS tag mappings were

recorded in a table (Table-5). The POS tagsets
are different for English and Hindi treebanks. The
English Treebank uses Penn POS Tagset (Mar-
cus et al., 1993), while Hindi treebank is anno-
tated as per Bharati et al. (2006). Keeping the
large number of POS categories and differences
in tagsets in view, some POS category columns
have been merged in the table. For Ex. We merged
the categories for JJ,JJR,JJS into J (Adjective) for
English POS tagset and JJC,JJ into J for Hindi
POS tagset for comparison and error analysis over
broad syntactic categories. Major categories such
as verbs, adjectives, adverbs, nouns etc. have a
considerable mapping ratio in the word aligned
data. All the odd POS alignment pairs, such as
PostPosition-Determiner, Verb-Preposition, Ques-
tion Words-Prepositions and many more, were
studied and wherever deemed possible, errors in
POS tags of these cases were corrected. Cases
related to the above-mentioned issues were docu-
mented and will be available with the parallel tree-
bank.

Conclusion and Future Work

In this paper we reported our work on Intra-Chunk
Annotation and Expansion of the English Tree-
bank, inter-annotator studies over the same, and
furthermore, alignment over the expanded paral-
lel data. The reported inter-annotator reliabil-
ity measure value for intra-chunk expansion was
κ = 0.95. A further analysis of the ambigu-
ous cases was done and the guidelines were fur-
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ther improved so as to resolve the cases of confu-
sion. We extended this work with alignment over
parallel Hindi-English fully expanded dependency
treebanks in the CPG formalism. A set of guide-
lines are also prepared for manual alignment of
data in Hindi-English language pair. The POS Ma-
trix analysis could provide some insights in the di-
vergences between the two languages. This work
could prove helpful in bi-text projections, lan-
guage divergence studies and statistical machine
translation and we hope to take these as our future
work.
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Abstract

In this paper, we present the results of the
parallel  Czech  coreference  and  bridging
annotation  in  the  Prague  Dependency
Treebank 2.0. The annotation is carried out
on  dependency  trees  (on  the
tectogrammatical  layer).  We  describe  the
inter-annotator  agreement  measurement,
classify and analyse the most common types
of  annotators’  disagreement.  On  two
selected long texts,  we asked the annotators
to mark the degree of certainty they have in
some most problematic points; we compare
the results to  the inter-annotator agreement
measurement.

1 Introduction

The coreference and bridging annotation in the
Prague Dependency Treebank (PDT) is one of
the  largest  existing  manually  annotated
corpora  for  pronominal,  zero  and  nominal
coreference and bridging relations. Contrary to
the majority of similarly aimed corpus projects
(Poesio 2004, Poesio – Artstein 2008, Poesio
et  al.  2004,  Recasens  2009,  Krasavina  –
Chiarchos  2007,  etc.),  coreference  and
bridging relations have been annotated directly
on the syntactic trees and technically they are
a  part  of  the  tectogrammatical  (complex
semantic) layer of PDT. This approach allows
us  to  include  relevant  syntactic  phenomena
annotated  earlier  (such  as  e.g.  appositions,
coreference  relations  between  subject  and
predicate nominals,  etc.) into the coreference
representation,  and  to  take  advantage  of  the
syntactic  structure  itself  (resolution  of
elliptical  structures,  coordinations,
parentheses,  foreign  expressions  and

identification  structures,  direct  speech,  etc.)1.
Also,  from  the  perspective  of  querying  and
visualizing the treebank, all the different types
of  linguistic  information  are  interlinked,
available  and  visible  at  once.  One  of  the
important  advantages  is  that  PDT  includes
information on topic-focus articulation (Hajič
et al. 2006) and discourse annotation (Mladová
2011). 

Comparing  the  results  of  inter-annotator
agreement in manual annotations of language
phenomena at different language levels makes
evident  that  the  degree  of  agreement  goes
down when proceeding from phonological to
“higher”  language  levels.  On  the  one  hand,
relations that cross the sentence boundary are
not  so  systematically  described  both  in
classical  linguistics  and  in  annotation
guidelines,  causing  disagreements  due  to
different understanding of terms. On the other
hand, such relations are much more vague and
in  many  cases  ambiguous.  Both  these
problems  influence  the  measurement  of  the
inter-annotator  agreement.  In  this  paper,  we
present  results  of  the  inter-annotator
agreement  measurement  for  nominal
coreference and bridging relations  for  Czech
and compare them to the degree of certainty
the  annotators  had  while  marking  these
relations.  

2 The Annotation Scheme

Within  the  bounds  of  coreference-like
phenomena,  three  types  of  relations  are
marked in PDT:

a)  grammatical  coreference  (coreference  of
relative  and  reflexive  pronouns,  verbs  of

1 The benefits of the tectogrammatical structure 
for coreference annotation are described in 
detail in Nedoluzhko – Mírovský (2013).
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control arguments, arguments in constructions
with reciprocity and verbal complements),

b) pronominal and nominal textual coreference
(including  zero  anaphora),  which  is  further
specified  into  coreference  of  specific  (type
SPEC) and generic (type GEN) noun phrases,
and

c)  bridging  relations,  which  mark  some
semantic  relations  between  non-coreferential
entities.

The  following  types  of  bridging  relations
are  distinguished:  PART-OF  (e.g.  room  -
ceiling),  SUBSET (students  -  some students)
and  FUNCT  (state  -  president)  traditional
relations  (see  e.g.  Clark 1977),  CONTRAST
for  coherence  relevant  discourse  opposites
(this  year  -  last  year),  ANAF  for  explicitly
anaphoric  relations  without  coreference,  e.g.
for  metalinguistic  references (rainbow - that
word)  and  the  further  underspecified  group
REST2.

Grammatical  coreference  typically  occurs
within a single sentence, the antecedent being
able  to  be  derived  on  the  basis  of  grammar
rules  of  a  given  language.  For  this  reason,
grammatical  coreference  is  the  least
ambiguous  among  the  coreference  types,  its
annotation is the most reliable, being close to
other  grammatical  phenomena  annotated  in
PDT. 

3 Solving  Coreference  Ambiguity  in
Similar Projects

Problems  of  low  inter-annotator  agreement
and  ambiguity  in  annotation  of  coreference
and  bridging  relations  have  been  topics  of
active  discussions  during  the  last  few years.
Shortcomings of straightforward definitions of
coreference  were  pointed  out  in  Poesio  and
Artstein (2005).  They were later  analyzed  in
detail  using  linguistic  and  computational
methods in Versley (2008), and Recasens et al.
(2010,  2011).  The  group of  so  called  “near-
identity” relations, where the discourse entities
to  which  the  noun  phrases  refer  cannot  be
called coreferential  in  all  senses  but  still  are
rather  coreferential  than  not,  was  separated
from  the  cases  of  full-coreference.
Coreference  was  thus  redefined  as  a  scalar
relation  between  linguistic  expressions  that

2  For a detailed classification of identity 
coreference and bridging anaphora used in PDT,
see e.g. Nedoluzhko - Mírovský (2011).

refer to discourse entities considered to be at
the  same  granularity  level  relevant  to  the
linguistic and pragmatic context (Recasens et
al.  2011).  The  “near-identity”  relation  holds
e.g. between several hundred disabled people
and  the  congregated in  Versley’s  (2008)
example (1). The groups of people addressed
by these noun phrases are not the same but the
difference is neutralized by the context:

(1) For  a  “barrier-free  Bremen,”  several
hundred  disabled  people  went  onto  the
streets  yesterday—and  demonstrated  for
“Equality, not Barriers.” . . . “Why always
us” the congregated asked on the posters.

However,  the  attempt  to  annotate  “near-
identity” explicitly has proved to be unreliable,
because  it  is  difficult  for  annotators  to
recognize  such  relations  (Recasens  et  al.
2012).  Also  ambiguity  seems  to  be much
better  identified  not  by  asking  annotators  to
code ambiguous expressions but by comparing
the  annotations  produced  by  different
annotators (Poesio  and  Artstein  2005).
Explicitly  marked  ambiguity  is  annotated in
the  PoCoS  corpus  for  German  (Krasavina  –
Chiarchos 2007) but was not analysed in detail
yet.

4 Evaluation of Parallel Annotations

F-1 on textual pronominal 
coreference (including zeros)

0.863

F-1 on textual coreference for 
specific NPs

0.705

F-1 on textual coreference for 
generic NPs

0.492

F-1 on bridging relations 0.455
new textual kappa of agreement 
on type

0.759

bridging kappa of agreement on 
type

0.889

Table 1: Evaluation of parallel annotations

In  order  to  evaluate  the  inter-annotator
agreement on selected texts annotated by two
or  more  annotators,  we  used  F1-measure  for
the  agreement  on  arrows  and  Cohen's κ
(Cohen 1960)  for  the  agreement  on types  of
arrows.  During  the  annotation  period,  11
measurements between two coders have been

3 As reported in a technical report from the 
annotation of PDT  (Kučová et al. 2003).
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provided for (in total)  1,606 sentences in 39
documents. 

Table 1 shows average results of the inter-
annotator  agreement  measurements  for  all
types  of  textual  coreference  and  bridging
relations.

5 Cases of Typical Disagreement

Proceeding to further phases of the annotation
process  didn’t  give  us  any  dramatic
enhancement of the inter-annotator agreement.
Some  later  measurements have  shown even
lower  agreement  than  the  earlier  ones,
although  the  quality  of  annotating  was  very
high. That indicated that the results primarily
depend neither on the annotators’ experience
in the field nor on their ability to follow the
guidelines.

Technically,  as  for  the  annotators,  four
general  issues  appeared  to  be  difficult  to
decide: whether the relation is to be annotated
for  coreference/bridging  at  all,  what  is  the
correct antecedent of a given noun phrase, to
distinguish between the bridging anaphora and
the textual coreference and to select the type
of  the  bridging  anaphora  or  the  textual
coreference. These issues are closely analysed
in  the  sections  5.1  to  5.4,  with  real-data
examples.

5.1 Annotating / not annotating a relation

There  is  a  relatively  high  degree  of
disagreement  in  the  very  recognition  of  a
coreference  or  bridging  relation  in  some
typical cases. 

The  most  frequent  example  is  a  general
reference  of  noun  phrases,  which  may  and
may not be annotated as coreferential. 

(2)  A když už byla knížka hotova,  tak se
zjistilo, že je praktická i pro  rodiče. V této
knize je poučení, jak snášejí děti rozvod a
jak na něj reagují,  a  návod,  jak se  mají
rodiče chovat,  aby se  utrpení dětí snížilo.
(=After the book had been already written,
it  was  clear,  that  it  is  quite  useful  for
parents too.  The  book  contains
explanations,  how  children  go  through
divorce,  how  they  react  to  it,  and  the
instructions how  parents should behave to
minimize the suffering of their children..)

The disagreement  is  even  more  likely if  the
generic  antecedent  is  relatively  far  from the
noun phrase in question (example 3):

(3)  Preferuji  širší  předvedení  s  mnoha
vnitřními souvislostmi, protože nám chybějí
kritéria  pro  hodnocení  současné  české
výtvarné kultury.  {11 sentences inbetween}
Měli  bychom se znovu pokusit  … získávat
současné  umění,  abychom  jednou  měli
autentický  soubor  naší  doby  (= I  prefer
wider  demonstration  with  many  internal
connections  because  we  lack  criteria  for
evaluation of  contemporary Czech art. We
should try ...  to acquire  the    contemporary
art again, in order to get an authentic set of
our time.)

5.2 Different  selecting  the  antecedent  /
anaphoric element

Compare (4) - (6) for identity coreference. In
(4),  the  anaphoric  noun  phrase  the  new
structure corefers  with  the  type  F railing in
one coder’s annotation and with  the G Street
Bridge in the other’s.

(4) In Richmond, Ind.,  the type F railing is
being used to replace arched openings on
the  G  Street  Bridge.  Garret  Boone,  who
teaches  art  at  Earlham College,  calls  the
new  structure ``just  an  ugly  bridge''  and
one  that  blocks  the  view  of  a  new  park
below.

The  measure in  (5)  corefers  with  the  House
bill  on  airline  leveraged  buy-outs  in  one
coder’s annotation and with the extended noun
phrase legislation similar to the House bill on
airline  leveraged  buy-outs in  the  other
annotation: 

(5) While the Senate Commerce Committee
has  approved  legislation  similar  to  the
House  bill  on  airline  leveraged  buy-outs,
the measure hasn't yet come to the full floor.

The  following  example  (6)  demonstrates
disagreement  in  constructions  with  measure
and time-period words.  The year earlier may
corefer  with  prior-year or  the  prior-year
period:

(6) That compares with operating earnings 
of $132.9 million, or 49 cents a share, the 
year earlier. The prior-year period 
includes...

In  (7),  Tajikistan is  linked  by  the  bridging
SUBSET  relation  by  both  coders  but  they
chose different antecedents: one coder linked it
to  these  countries (thus  coreferring  it  to  the
whole  coordinating  construction  post-
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communist countries  of  Eastern Europe  and
the republics of the former USSR.), while the
other coder made a more precise decision and
linked Tajikistan to the republics of the former
USSR,  i.e. just  to  one  element  of  the
coordination. Both annotations are empirically
correct,  the  decision  depends  on  the  coder’s
world knowledge. 

(7)  Tiskárny  bankovek  mají  i  nové
zákazníky, především  v postkomunistických
zemích  východní  Evropy  a  republikách
bývalého SSSR.  Bankovky  v  těchto  zemích
jsou náchylné na padělání a mají zastaralý
design.  Kanadská  firma  CBNC  bude
tisknout  nové bankovky pro  Tádžikistán (=
They  have  new  clients,  first  of  all  in  the
post-soviet countries of East Europe and in
the  republics  of  the  former  USSR.
Banknotes  in these countries can be easily
falsified.  The  CBNC  Company  will  print
banknotes for Tajikistan.)

5.3 Distinguishing  between  the  bridging
relations and the textual coreference

Disagreement  in  choosing  between  bridging
relations and identity coreference relations are
often  the  case  when  noun  phrases  have  a
generic  or  unspecific  reference.  In  (8),  the
relation  between  banknotes  and  undamaged
banknotes is understood as coreference by one
coder and as bridging SUBSET by the other
one. 

(8) I přes klesající inflaci ve světě … je tisk
bankovek a  výroba  bankovkového  papíru
jedním z nejlukrativnějších odvětví. […]  …
Rozšíření  bankovních  automatů  vyžaduje
neustálý přísun nepoškozených bankovek. (=
Although  inflation  in  the  world  rather
decreases,   …  printing  banknotes and
production of banknote paper is still one of
the most profitable areas.  Mass expansion
of  ATMs  calls  for  permanent  increase  of
undamaged banknotes.)

5.4 Selecting  the  type  of  the  bridging
anaphora or the textual coreference

As for bridging relations, some relations can
be disagreed on in different contexts, e.g. the
relation  between  Slovakia and  Bratislava in
(9)  may  be  understood  from  two  different
points  of  view.  One  coder  marked  it
geographically (Bratislava is a part of Slovakia
– relation PART-OF), the other understood the
relation from the point of view of its function

(Bratislava is the capital of Slovakia – relation
FUNCT).

(9)  Slovensko po několika měsících diskusí
devalvovalo  svou  měnu  o  deset  procent.
[…]  Spíše  je  otázkou,  zda  Bratislava
nepřistoupila k akci poněkud pozdě. (=After
several  months  of  discussions,  Slovakia
devalued its  currency by ten percent.  […]
The question is whether Bratislava was not
somewhat late with this decision.)

For identity coreference, types SPEC and GEN
were distinguished (see section 2) according to
which  noun  phrases  the  coreference  relation
was  applied  to.  However,  in  real  corpus
examples,  the  distinction is  not  always  clear
and coders may mark it differently. 

6 Reasons for Disagreement

The  evaluations  of  parallel  annotations  of
selected  texts  brought  up  some  interesting
observations.  The  nature  of  disagreements
corresponds to the general problem of a formal
description on such a high level of language,
namely  –  the  texts  sometimes  allow  for
different,  equally  relevant  interpretations.
Moreover,  the  guidelines  restrict  us by  the
number of arrows leading from one node, and
only a few formalized types of coreference and
bridging relations are annotated in PDT, thus it
does not fully reflect the real situation of text
cohesion. See e.g. (4), where the semantically
correct  decision  would  be  to  annotate  both
relations  as  (near-)coreference,  but  not
disposing  such  rich  annotation  guidelines,
coders  have  to  choose  one  variant  and
disagreement is to be expected.

Reflecting  the  results,  we  were  able  to
distinguish  two  main  textual  factors  for
disagreement: the text size and the degree of
its abstractedness. Especially long texts with a
large number of generic nouns, abstracts and
deverbatives  have  the  lowest  inter-annotator
agreement.

A detailed  manual  comparison  of  parallel
annotations revealed that almost three quarters
of  the  coders’ disagreements  come  from the
text  ambiguity  (the  relations  may  be
empirically  ambiguous  as  in  (5),  where
coreferring  with  different  antecedents  may
change the meaning, or rather near-identical in
the sence of Recasens (2010), when different
interpretations are possible that do not actually
change the meaning of the text  as a whole).
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Constructions with nouns of measure and time
periods appear to be hard to agree on (see e.g.
6) – in spite of quite detailed descriptions in
the  guidelines,  coders  tend  to  mark  them
differently  in  different  types  of  context
according to their intuition in every particular
case. Generic noun phrases, abstract nouns and
deverbatives  cause  really  rich  ambiguity  in
almost  all  coreference  annotation  projects.
However, for  Czech,  it  results  in  even more
disagreements (examples  (2),  (3)  and  (8)),
because  Czech  does  not  have  grammatical
means to mark definiteness, thus forcing not to
make  any distinction in  marking  coreference
between definite and indefinite noun phrases. 

Marking  coreference  between  indefinite
noun  phrases  results  in  a  further  reason  of
disagreement,  and that  is  a different  level  of
thoroughness of the coders’ interpretation. For
example,  in  (3),  the  antecedent  for  the
contemporary  art was  used  11 sentences
before,  the  noun  phrase  in  question  is
positioned as  new (it  has  focus value in  the
TFA-annotation) and a coder doesn’t need to
see  any  serious  reason  to  connect  it  by  a
coreference  relation  with  such  a  distant
antecedent.  The  similar  situation  is  in  (10)
where, although not distant, the identity of the
safety and health deficiencies and the hazards
is up to the coder’s intuition.

(10) Gerard Scannell,  the  head of  OSHA,
said  USX  managers  have  known  about
many of  the safety and health deficiencies
at the plants for years, ``yet have failed to
take  necessary  action  to  counteract  the
hazards.''

The  rest  of  the  coders’  disagreements  are
caused be either a coder’s mistake (cca 15% of
occurences)  or  guidelines  inconsistency  (cca
10% of occurences). 

7 Certainty of the Manual Annotations

To find out which part of problematic cases the
coders are aware of, we organized one special
inter-annotator  agreement  measurement.  We
asked the  annotators  to  annotate  the  data  as
usual and also mark the certainty they had in
several parts of the task.4

They were asked to mark the certainty for
their annotation decisions on the scale of 1 to 3
(1  means  quite  certain,  2  means  moderately

4 This measurement was performed on 190 
sentences in 2 documents.

certain,  3  means  not  really  certain).  The
certainty  was  marked  for  four  types  of
decision (tasks), according to cases of frequent
disagreement described in sections 5.1-5.4, i.e.
certainty in the presence of a relation, certainty
in  selecting  the  antecedent,  certainty  in
distinguishing  between  the  bridging  relation
and  the  textual  coreference  and  certainty  in
selecting the type of the bridging anaphora or
the textual coreference.

The  certainty  and the  inter-annotator
agreement were then measured separately for
these  tasks  and  (where  applicable)  also
separately for various levels of certainty.

7.1 Certainty in the presence of a relation

Table 2 shows  the  average  certainty  the
annotators  expressed  in  various  situations  in
the task of detecting the presence of a relation.

measurement
average 
certainty

one annotator marked a relation 
(bridging), the other has not 
marked any

1.88

one annotator marked a relation 
(coref-text), the other has not 
marked any

1.44

one annotator marked a relation 
(any relation), the other has not 
marked any

1.68

both annotators marked a relation 
(bridging)

1.35

both annotators marked a relation 
(coref-text)

1.17

both annotators marked a relation 
(any relation)

1.25

Table 2: Average certainty in the task of detecting
the presence of a relation

The  numbers  show  that  the  lower  the
agreement is, the less  sure the annotators  are.
However, if we look at the absolute numbers
of  (non-)annotating  textual  coreference,  we
see  that  the  number  of  cases  where  the
annotators  didn’t  mark  uncertainty  but  still
disagreed  exceeds  all  other  cases.  In  the
analysed documents,  uncertainty was marked
in  26  cases  of  disagreement.  In  another  30
cases  where  only  one  coder  annotated  a
coreference  relation,  the  uncertainty was  not
marked.

7.2 Certainty in selecting the antecedent

Table 3 shows the inter-annotator agreement in
the  task  of  choosing  the  antecedent  of  the
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relations,  depending  on  the  relation  and  the
certainty  declared  by  the  annotators.  It  is
measured  on  the  cases  where  both  the
annotators  marked  a  relation  at  the  given
position in the data.

measurement
certainty 
declared by 
the annotators

agreement

bridging 
relations

both 1 48%

coref-text 
relations

both 1 67%

any relation both 1 62%
bridging 
relations

at least one of 
them 2 or 3

33%

coref-text 
relations

at least one of 
them 2 or 3

36%

any relation
at least one of 
them 2 or 3

41%

Table 3: The inter-annotator agreement in the task
of choosing the antecedent

Again, the numbers show a lower agreement
in  cases  where  the  annotators  were not  sure
about  the  antecedent.  However,  from  27
disagreements  in  choosing  the  antecedent,
only 16 were marked as uncertain by at least
one annotator.

7.3 Certainty  in  distinguishing  between
the  bridging  anaphora  and  the
textual coreference

Table 4 shows the inter-annotator agreement in
the decision whether the relation is a bridging
anaphora or a textual coreference,  depending
on the certainty declared by the annotators. It
is  measured  on  the  cases  where  both  the
annotators  marked  a  relation  at  the  given
position in the data.

measurement
certainty 
declared by 
the annotators

agreement

any relation both 1 97%

any relation
at least one of 
them 2 or 3

84%

Table 4: The inter-annotator agreement in the
decision whether the relation is the bridging

anaphora or the textual coreference

The difference in agreement between “certain”
and “uncertain” relations in this case is not so
relevant. As seen from the table, the agreement
is very high. In most cases (21 out of 32), the

annotators  marked  ambiguity  but  still  made
the same decision.

7.4 Certainty in selecting the type of the
bridging  anaphora  or  the  textual
coreference

The following table shows the inter-annotator
agreement in the task of choosing the type of
the  bridging  anaphora  or  the  textual
coreference, depending on the relation and the
certainty  declared  by  the  annotators.  It  is
measured  on  the  cases  where  both  the
annotators  marked  a  relation  at  the  given
position in the data.

measurement
certainty 
declared by 
the annotators

agreement

bridging
relations

both 1 97%

coref-text
relations

both 1 96%

any relation both 1 92%
bridging
relations

at least one of 
them 2 or 3

75%

coref-text
relations

at least one of 
them 2 or 3

73%

any relation
at least one of 
them 2 or 3

63%

Table 5: The inter-annotator agreement in the task
of choosing the type of the bridging anaphora or

the textual coreference

8 Discussion

Analyzing  the  inter-annotator  agreement
together  with  the  results  of  annotators’
certainty  about  the  relations  reveals  the
following challenging issues: 

Firstly, it points out the complexity of real
corpus data which can  never  be reflected by
any  annotation  guidelines  in  full  detail.  See
e.g.  examples  (2), (4)  and  (6) that  are  not
empirically ambiguous but cannot be captured
by single  yes/no  identity  rules.  The  same  is
true  for  bridging  anaphora:  a  small  set  of
relations which can yet be reasonable in large-
scale  corpora  annotation  cannot  capture  all
cases  of  text  cohesion.  Unlike  syntax,
annotation  of  “higher”  levels  (coreference,
bridging  relations,  discourse,  etc.)  does  not
reflect a language phenomenon as a whole. It
rather excerpts a part of it, which is relevant
for  a  certain  task,  and  formalizes  it  to  a
reasonable  degree.  Contra-intuitivity,  such
formalized  decisions  result  in  a  lower  inter-
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annotator  agreement.  Also  the  annotators’
certainty is lower in cases where intuition goes
against the guidelines. Entities might seem to
be very coherent,  but  there may be no good
formal relation to be identified.

Secondly, empirical ambiguity seems to be
more  frequent  on  text  level  than  on  syntax
level and lower. However, a detailed analysis
of  our  data  confirms  the  Recasens’  at  al.
(2010)  and  Poesio-Artstein’s  (2005)
statements:  ambiguity  is  much  better  seen
when  comparing  parallel  annotations  than
when  asking  annotators  to  mark  it  by
themselves.

Thirdly,  weak  points  of  the  annotation
guidelines  are  revealed.  Not  having  precise
and  exhaustive  rules,  annotators  naturally
doubt more. In our case, this concerns first of
all  classifying  generic noun phrases,  abstract
nouns  and  deverbatives.  Also  noun  phrases
with measures of different kind, time periods
and  some  language  specific  constructions
appear to be problematic. Annotators are much
less  certain  about  relations  between  generic
and  abstract  nouns.  Also  the  inter-annotator
agreement for these cases is always lower than
that for specific nouns with concrete meaning.
Generally, we can say that in Czech, the most
frequent  reason  for  inter-annotator
disagreement  is  not  so much  metonymy  and
different cases of near-identity relations in the
sense  of  Recasens,  but  rather  the  relations
between noun phrases with a generic and an
abstract meaning. An improvement of such a
problematic  area  would  be  to  have  the
semantic  information  assigned  to  nouns
themselves,  as  a  part  of  tectogrammatical
information. However, this task is very time-
consuming.

Comparing  the  parallel  annotations  also
shows  that  annotators  are  more  sure  about
relations  between noun  phrases  in  topic  and
contrastive  topic  than  about  those  in  focus.
More  than  other  nouns,  this  fact  concerns
generic and abstract  nouns and deverbatives.
Coreference of these types of nouns in focus is
not  always  obvious.  Presented  as  new,
coreference  relation  with  a  preceding  noun
phrase  referring  to  the  same  type  loses  its
relevance. However, this statement is rather a
hypothesis, it needs further investigation.

9 Conclusion

We presented  an  evaluation  and  analysis  of
disagreements in the annotation of coreference
and  bridging  relations in  the  Prague
Dependency  Treebank.  As  demonstrated  by
the  results  of  parallel  annotations,  the
agreement  decreases  in  the  direction  from
pronominal  and  zero  coreference  towards
bridging  relations.  We  extracted  four  most
frequent  types  of  problematic  cases,
exemplified them and described  the possible
reasons of inter-annotator disagreements. Then
we asked annotators to mark the certainty they
had in these cases and compared the results to
the  results  of  inter-annotator  agreement.
Although the percentage numbers  were quite
predictable (the less  sure the annotators  were,
the  lower  was  the  agreement),  the  absolute
numbers  indicate  that  there  remain  many
disagreements  where  uncertainty  was  not
marked by any annotator.
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Abstract

In  this  paper,  we  explore  the  benefits  of
dependency  trees  and  tectogrammatical
structure  used  in  the  Prague  Dependency
Treebank for annotating language phenomena
that  cross  the  sentence  boundary,  namely
coreference and bridging relations. We present
the benefits  of dependency trees  such as  the
detailed  processing  of  ellipses,  syntactic
decisions  for  coordination  and  apposition
structures  that  make  possible  coding
coreference relations in cases that  are not so
easy  when  annotating  on  the  raw  texts.  We
introduce  the  coreference  decision  for  non-
referring  constructions  and  present  some
tectogrammatical  features  that  are  useful  for
annotation of coreference.

1 Introduction

The  dependency  syntax  is  one  of  the  most
influential  linguistic  theories.  However,  its
benefits  are  mainly  explored  for  research  of
linguistic  phenomena  that  do  not  cross  the
sentence boundary and may be illustrated within
a single dependency tree. In this paper, we will
explore  how  dependency  trees  and
tectogrammatical structure  can  help  in  the
annotation of coreference and bridging relations
in the Prague Dependency Treebank.

The Prague Dependency Treebank (henceforth
PDT, Hajič et al. 2006) is a large collection of
linguistically annotated data and documentation.
In PDT 2.0, Czech newspaper texts are annotated
on  three  layers:  morphological,  syntactic  and
complex  semantic  (tectogrammatical).  In
addition  to  syntax,  the  tectogrammatical  layer
includes  the  annotation  of  topic-focus
articulation,  discourse  relations1,  coreference
1 The annotation of discourse and bridging relations

is a later addition to the data of PDT, see 
http://ufal.mff.cuni.cz/discourse/

links  and  bridging  relations.  Benefits  of
tectogrammatics  in  the  annotation  of  discourse
structure  were  examined  in  Mírovský  et  al.
(2012),  we  will  focus  on  coreference  and
bridging relations.

When we say that we take certain advantages
from  the  tectogrammatical  layer,  we  should
realize  that  the  advantages  of  two  kinds  are
possible:  we  can  take  advantage  from  the
dependency structure itself, independently of the
PDT conception, and we can use the information
included  in  the  tectogrammatical  layer  as  a
specific  contribution of  the Prague Dependency
Treebank.  In  this  paper,  when  we  describe
benefits that can be obtained for coreference and
bridging  annotation  using  the  dependency
structure,  our  examples  are  syntactically
analyzed  using  the  PDT  tectogrammatical
annotation strategy and are seriously influenced
by this approach. However, we suppose that in
principle any dependency analyzer would be able
to solve these problems in a similar way.

2 The  Coreference  and  Bridging
Relations in PDT

There are  three  types  of  relations  annotated in
PDT: (a)  grammatical  coreference  (coreference
of relative and reflexive pronouns, arguments  of
verbs of control, arguments in constructions with
reciprocity  and  verbal  complements),  (b)
pronominal  and  nominal  textual  coreference
(including  zero  anaphora),  which  is  further
specified  into  coreference  of  specific  (type
SPEC)  and  generic  (type  GEN)  noun  phrases,
and  (c)  bridging  relations,  which  mark  some
associative  semantic  relations  between  non-
coreferential  entities.  The  following  types  of
bridging  relations  are  distinguished:  PART-OF
(e.g.  room - ceiling),  SUBSET  (students - some
students)  and  FUNCT  (state - president)
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traditional relations, CONTRAST for coherence
relevant  discourse  opposites  (this  year - last
year),  ANAF  for  explicitly  anaphoric  relations
without  coreference  (rainbow - that  word)  and
the further underspecified group REST2.

Coreference relations are marked between the
whole  subtrees  of  the  antecedent/anaphoric
expressions that are the subject to annotation. 

3 The Annotation Tool

The primary format of PDT 2.0 is called PML. It
is  an  abstract  XML-based  format  designed  for
annotation  of  treebanks.  For  editing  and
processing  data  in  PML  format,  a  fully
customizable  tree  editor  TrEd  has  been
implemented (Pajas and Štěpánek 2008). For the
coreference  and  bridging  annotation,  a special
extension was used, included into the system as a
module.

Technically, the coreference extension module
of TrEd allows annotation both on raw texts and
on  dependency  trees.  However,  annotation  on
dependency trees is more comfortable as it gives
more visual information about the function of the

2 For a detailed classification of coreference and 
bridging relations used in PDT, see e.g. 
Nedoluzhko et al. (2011).

annotated noun phrases in the sentence structure,
about  being  in  the  governing  or  dependent
position  in  the  coreferring  expression,  about
being a part of an appositional or a coordinative
construction and so on. 

4 Benefits  of  Dependency  Trees  and
Tectogrammatics

One  of  the  technical  advantages  of  gold
dependency trees is the automatic extraction of
elements  to  be  annotated  for  coreference,
including  so  called  minimal  markables (MIN-
IDs) that are always the governing expression of
full  span  markable  expressions.  Of  course,  it
does  not  solve  the  problem  for  coreference
resolution  systems,  but  it  makes  the  manual
annotation easier, reducing it to a single step of
coding  coreferential  links  between  already
identified markables. 

4.1 Syntactic zeros

In so-called ‘pro-drop’ languages such as  most
Romance  languages,  Japanese,  Greek,  most
Slavonic languages, etc., a phonetic realization is
not required for anaphoric references in contexts
where  they  are  syntactically  or  pragmatically
inferable. The problem of syntactic zeros is the

Figure 1: If you'd like {#Cor.ACT} to see the first time Michelle Pfeiffer sang on screen, and you have a 
lot of patience, #PersPron take a look at Grease 2.
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subject  of  research in  many different  linguistic
theories  (see  e.g.  the  elaboration  of  different
aspects  in  generative  grammar  (Roberts  1997),
Prague  dependency  grammar  (Panevová  1986,
Růžička  1999),  Moscow  structuralismus
(Meľčuk  1974),  etc.).  There  is  not  much
theoretical  disagreement  concerning  such
elements  (at  least  in  case  of  zero  anaphoric
pronouns  and  control  constructions),  but  they
raise a lot of problems with annotation of their
relations  to  coreferential expressions  and
automatic  resolution  of  these  relations.  Thus,
only  a  few  coreference  annotation  projects
reconstruct the ellided expressions and annotate
them for coreference  (see e.g.  Xue et al.  2005,
Pradhan et al. 2007). However, for example, with
tools such as MMAX (Müller and Strube 2001),
the only option is to have ‘verbal markables’ as
done e.g.,  in VENEX (Poesio et  al.  2004)  and
LiveMemories (Rodriguez 2010) annotation (i.e.,
annotate  a  relation  between  the  immediately
following verbal element and the antecedent). In
AnCora  (Recasens  and Martí  2010),  zero
subjects were added as extra ‘empty’ tokens, and
these were used for annotating coreference. 

Consequent  annotation  of  such  arguments  is
better possible with annotation tools that use as a
base  layer  a  full  syntactic  annotation  or  an
argument structure. As TrEd is one of such tools,
its  benefits  are  used  for  reconstructing  ellided

expressions,  their  coreference  relations  being
further  consistently  annotated.  Zero  arguments
are  reconstructed  using  the  PDT  Valency
Lexicon VALLEX (Hajič et al. 2003), which for
each  autosemantic,  valency-capable  word
provides its valency information. 

According  to  the  detailed  classification  of
ellipses  introduced  in  Mikulová  (2011),  PDT
uses  a  rich  variety of  newly  established  nodes
occupying  positions  of  all  kinds  of
modifications. The classification of these nodes
corresponds to  the  ability of  different  types of
newly  established  nodes  to take  part  in
coreference  relations.  Newly  established  nodes
that are subjects to coreference annotation are the
following:

•  #PersPron. This lemma is assigned to nodes 
representing personal or possessive pronouns.
It applies both to newly established nodes and
to those present at the surface level. In most 
cases, nodes with #PersPron lemma, 
especially those representing personal 
pronouns in the third person, are connected 
with their antecedents by coreference 
relations (the rare exceptions are mostly 
generic uses of pronouns used once in the text
without further reference). Cf. Fig. 1.

•  #Cor. This lemma is assigned to newly 
established nodes representing the (usually 
inexpressible) controllee in control 
constructions. These nodes are always 
connected by a grammatical coreference link 
with its controller, cf. coreference of 
unexpressed actor of the verb in Fig. 1.

•  #QCor. This lemma is assigned to newly 
established nodes representing a (usually 
inexpressible) valency modification in 
constructions with so-called quasi-control. 
This case can be found with multi-word 
predicates the dependent part of which is a 
noun with valency requirements, cf. He 
offered Jan {#QCor} protection. The valency 
of the verb offer as well as the modification of
the noun protection has the same referent Jan.
This shared modification can only be present 
once at the surface level (it is impossible to 
say: *He offered Jan protection of Jan). These
nodes are always connected by a grammatical
coreference link with its controller.

•  #Rcp. This lemma is assigned to newly 
established nodes representing participants 
that are left out as a result of reciprocation. 
There is always a grammatical coreference 

Figure 2: Klienti pojišťoven, které ukončí svou 
činnost, se automaticky vrátí k Všeobecné.  (=lit. 
Clients of insurance companies which shut down will 
automatically return to the General {one}.)
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relationship indicated in the tectogrammatical
tree, going from the node with the #Rcp t-
lemma to the node with which it is in the 
reciprocal relation: The lovers kissed 
{#Rcp.PAT}. 

•  If it is clear (and possible to find in the text) 
which noun has been omitted in the surface 
structure of the sentence (the case of textual 
ellipsis), a copy of the node representing the 
same lexical unit as the omitted element is 
inserted into the appropriate position. Cf. 
Fig. 2.

Other newly established nodes are not supposed
to be linked by coreference. These are e.g. #Gen
for  a  general  participant  (Houses  are  built
{#Gen.ACT}  from bricks.),  #Unsp for  valency
modifications with vague (non-specific) semantic
content  (U  Nováků  {#Unsp.ACT}  dobře  vaří.
(=They cook well at Nováks’.)),  #EmpNoun for
non-expressed  nouns  governing  syntactic
adjectives,  which  are  not  the  case  of  textual
ellipsis  (Přišli  jen  {#EmpNoun.ACT}  mladší.
(=lit.  Came  only  {#EmpNoun}  younger.)),
#Oblfm for obligatory adjuncts that are absent at
the surface level (Ta vypadá.  {#Oblfm.MANN}
(=lit.  That.fem  looks;  meaning:  She  looks
awful/so  strange...))  and  some  other  newly

established  nodes  used  in  comparative
constructions. 

Such  a  detailed  linguistically  elaborated
method  provides very consistent information of
the analyzed language and thus  a  reliable  base
for  a  theoretical linguistic research, but  corpora
annotated in this way are problematic for many
automatic resolving systems,  as the state of the
art  at  extracting  full  syntactic  structure  /
argument  structure  from  text  is  still  not  good
enough.  However,  the  results  for  #PersPron
resolution in PDT are not so bad.  A rule-based
system employed  in  Nguy  and Žabokrtský
(2007)  to  resolution  of  pronominal  textual
coreference  got  the  success  rate  of  74 %  (F1-
measure).  Applying  machine  learning  methods,
particularly  perceptron  ranking  in  Nguy  et  al.
(2009) on the same task outperformed the rule-
based method with F1-measure over 79 %.

4.2 Processing non-referring expressions

Non-referring  expressions  such  as  appositions,
verbal  complements  and  noun  phrases  in
predicative  positions  are  a  special  problematic
issue  in  coreference  annotation  projects  that
mark  coreference  on  raw  texts.  Coding
coreference on dependency trees may solve the
problem.  In  PDT,  appositions,  verbal
complements  and  noun  phrases  in  predicative

Figure 3: A master of pork-barrel politics, he had crafted the $2.85 billion package in vintage style 
and used the full force of his chairmanship to keep the proposal intact and dismiss any alternative.
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positions are resolved on the syntactic level and
they do not need to be additionally annotated for
coreference.  This  information  can  be  easily
extracted from the tectogrammatical layer. Thus,
for appositions, the whole construction serves as
a markable for coreference annotation, its parts
beeing  connected  with  a  node  with  a  special
tectogrammatical functor APPS. The predicative
relation is obvious. For verbal complements, the
functor  COMPL is  used,  the  dependency on  a
noun being additionally represented by means of
a special attribute compl.rf, in TrEd visualized by
a (non-coreference) arrow (see Fig. 3).

4.3 Coordinative constructions

Coordination  structures  and  their  connection
with plural  reference are another difficult  issue
for  processing  coreference  relations.  E.g.  the
semantics  of  plural  reference to  a  coordination
like John and Mary met. They had not seen each
other  for  a  long  time is  fairly  uncontroversial
from a semantic point of view and can be solved
satisfactorily  by  any  annotation  system  (the
coordination construction as a whole and its parts
separately  may  be  lined  by  coreference
relations).  On  the  contrary,  the  problem  of
multiple  antecedents for  they in  John  visited
Ellen, and they went to the seaside will present a
problem for all,  no matter  if  dependency-based
or  raw-text  annotations.  Still,  there  are
coordinative  constructions  that  are  complicated
for annotation on texts (a special split-antecedent
mechanism  is  needed)  and  have  an  elegant
solution on dependency trees.

Annotating coreference link for  the Queen in
Fig. 43 on the raw text is problematic because of
its modifier  of Hearts is common for both NPs,
The  King and  the  Queen.  In  PDT
tectogrammatics,  this  is  resolved  by  a
dependency structure, as shown in Fig. 4.

The  reconstruction  of  a  complex  syntactic
construction  makes  it  possible  to  refer  to  a
coordination Latitude or Longitude in Fig. 5. 

4.4 Contribution of tectogrammatics

There are  some additional  helpful  features  that
do  not  necessarily  depend  on  the  dependency
structure  of  the  text  representation  but  are
present  in  the  tectogrammatical  level  of  the
Prague  Dependency  Treebank  and  are  very
useful  for  the  consistent  annotation  of
coreference and bridging relations and its further
analysis.  According  to  its  semantic  part  of
speech,  each  node  contains  grammatical
information about gender, number, resp. person,
tense, mood, etc. Direct speech and parenthesis
are marked  in  a special  attribute.  Discourse
annotation supplies the information about which
expressions are parts of titles or subtitles.  Very
important for the analysis of text cohesion is the
topic-focus  articulation  that  is  annotated
manually for the whole PDT.

Furthermore, PDT uses a special approach to
the syntactic annotation of quantifiers,  measure
NPs  and  constructions  with  similar  semantic
meaning. In PDT annotation guidelines, they are
called nouns with a ‘container’ meaning.  Their
3 For examples Fig. 4 and Fig. 5, the sentences from

the discussion on the workshop RAIS are used 
(http://wiki.ims.uni-stuttgart.de/RAIS/Stuttgart-
Workshop).

Figure 4: The King and Queen of Hearts were sitting on their throne when Alice 
appeared. The Queen said severely “Who is she?”
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arguments have typical semantic label MAT and
can be easily recognized in the dependency tree.
This  fact  was widely exploited for  coreference
annotation. The ‘container’ words were basically
considered  to  be  markables  for  coreference
relations,  their  dependent  elements  were
annotated for coreference only in  some special
(rare) cases where annotation to ‘containers’ was
not possible for technical or semantical reasons
(Nedoluzhko 2011).

Also information  about  the  tectogrammatical
functors  of  potentially  coreferring  nodes  is
widely  explored  for  annotation  of  coreference
and bridging relations. In PDT, functors mainly
represent  the  semantic  values  of  syntactic
dependency relations, they express the functions
of  individual  modifications  in  the  sentence.  As
mentioned  above,  functors  for  appositive,
predicative  and  coordinative  constructions,  as
well  as  the  special  functor  for  verbal
complements,  are  of  great  use  for  consequent
coreference  annotation.  Moreover,  when
annotating  coreference  and  bridging  relations,
there should be considered such functors as ID,
ACMP, AUTH etc. 

4.4.1 The ID functor

The functor ID (identity) is used as a functor for
an identifying  expression,  which is  represented
as an identification structure. The ID functor is
assigned  to  adnominal  adjuncts  representing
meta-language  expressions,  proper  nouns  and
names  of  animals,  objects  and  events,  e.g.  v
případu  Kott - Kutílek (=  in  the  case  of
Kott - Kutílek);  agentura  Reuters (=Reuters
agency);  pojem čas (=notion  of  time).  In  such
cases, noun phrases do not refer to objects but to
themselves.  For  this  reason,  all  constructions
containing expressions  with the  ID functor  are
annotated  for  coreference  as  one  unit.  The
coreference  arrow links  the  governing  node  to
the node with the ID functor (i.e. agency in case
of  Reuters agency,  notion  in case of  notion of
time and so on). 

4.4.2 The ACMP functor

The ACMP functor (accompaniment) is a functor
for such an adjunct which expresses manner by
specifying  a  circumstance  (an  object,  person,
event) that accompanies (or fails to accompany)

Figure 5.  Alice had no idea what Latitude was, or Longitude either, but thought they were nice 
grand words to say.
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the event or entity modified by the adjunct. The
meaning  of  the  ACMP functor  may  appear in
conflict  with  some  bridging  relations  (mainly
SUBSET). In this case, the bridging relations are
not  annotated.  Cf.  válečná  plavidla  včetně
bojových  letadel.ACMP  a  bitevních
vrtulníků.ACMP  (=warships  including  air
force ...).

5 Problematic Issues

Of  course,  dependency  trees  and
tectogrammatics  do  not  solve  all  coreference
annotation  problems.  One  of  the  problematic
issues  that  remains  daunting  for  coreference
annotation is the identity of prepositional phrases
and included noun phrases. In PDT, prepositions
are hidden in sub-functors and can be taken into
account if annotating on tectogrammatical  trees
only by looking at  these subfunctors.  Although
the  semantic  distinction  between  prepositional
phrases  with  the  same  head  and  different
preposition is very important, we ignore it in the
annotation.  So,  if  two  noun  phrases  are
coreferential,  we  mark  coreferential  relation
between them also in case when they are parts of
prepositional phrases which are not coreferential.
Although  contraintuitive,  the  following
expressions  will  be  marked  as  coreferential:
Prague – near Prague, before the war – during
the war – after the war. The distinction between
PPs and NPs beeing in Prague tectogrammatics
complicated  (though  technically  possible),  the
question about the ability of PPs to corefer still
remains  open,  so  our  decision  to  mark
coreference for  NPs  ignoring PPs still  remains
quite consequent.

6 Conclusion

In  this  paper,  we  demonstrated  how  manual
annotation of coreference relations may benefit
from  the  use  of  dependency  trees  and  the
tectogrammatical  structure  of  the  Prague
Dependency Treebank. We considered separately
the  contribution  of  dependency  trees  and  the
tectogrammatics. Although dependency syntactic
annotation is quite costly and time-consuming, it
gives  good  structural  solutions  for  processing
coreference  in  predicative,  appositive  and
coordinative  structures,  constructions  with
ellipses  of  different  kinds  and  so  on.  The
connection to the syntactico-semantic analysis of
the  tectogrammatical  layer  in  the  Prague
Dependency  Treebank  appears  as  a  rather
convenient  tool.  In  addition  to  issues  already

mentioned,  it  makes  it  possible  to  work  with
already  established  and  coherent  solutions  of
typical  syntactic  constructions  and
tectogrammatic  functors.  Along  with  other
similar tasks  being performed on the same PDT
level  (topic-focus  articulation,  discourse
annotation),  it  creates  a  reliable  basis  for  a
deeper linguistic research in the field of language
phenomena that cross the sentence boundary.
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Abstract
In this work, we present a data-driven
method to enhance syntax trees with addi-
tional dependencies as defined in the well-
known Stanford Dependencies scheme, so
as to give more information about the
structure of the sentence. This hybrid
method utilizes both machine learning
and a rule-based approach, and achieves
a performance of 93.1% in F1-score, as
evaluated using an existing treebank of
Finnish. The resulting tool will be in-
tegrated into an existing Finnish parser
and made publicly available at the address
http://bionlp.utu.fi/.

1 Introduction

Dependency-based analysis of syntax has recently
become popular within natural language process-
ing. It has been argued to be preferable over con-
stituency analysis in both parser evaluation and
further applications (Lin, 1998; Clegg and Shep-
herd, 2007), and indeed both dependency tree-
banks and parsers have emerged in recent years.

Dependency formalisms usually require that all
valid analyses must be trees, meaning that each
token in a sentence must only have one governor,
and the whole sentence must have one head word.
Tree structures, however, do not necessarily allow
the explicit representation of a number of relevant
phenomena. This is demonstrated by the well-
known Stanford Dependencies (SD) scheme (de
Marneffe and Manning, 2008), which is defined
in multiple variants. The basic variant requires
sentence structures to be trees, and the other vari-
ants can then be used to add further dependencies
on top of the tree structure, making the resulting
structures graphs rather than trees. Phenomena
that are further analyzed in the non-basic variants
of SD include relative clauses, open clausal com-
plements, coordinations and prepositional phrases.

The dependencies present in non-basic variants
of SD can be useful for applications that build on
top of the syntactic analysis. For instance, the clin-
ical domain pilot study of Haverinen et al. (2010)
has shown that these dependencies can be used in
annotating argument structures of verbs using the
popular PropBank scheme (Palmer et al., 2005).
Also, Yuret et al. (2012) have used the propagated
and collapsed variant of the SD scheme to retrieve
as semantically meaningful dependencies as possi-
ble in the context of textual entailments. The non-
basic variants of SD are also extensively applied in
information extraction, as seen for example in the
BioNLP shared tasks on event extraction, where a
number of top-ranking systems relied on SD anal-
yses (Kim et al., 2011).

In this work, we are concerned with three phe-
nomena represented in the non-basic variants of
SD. Most importantly, we consider the dependen-
cies that are the result of conjunct propagation.
They resolve, at least partially, ambiguities known
as coordination scope ambiguities. These are am-
biguities where there are multiple ways to under-
stand the scope of a coordination; for instance, in
the phrase old men and women either both the men
and the women are old, or alternatively, only the
men. Additionally, we consider dependencies that
reveal the syntactic functions of relativizers and
external subjects of open clausal complements.

We present a method that, given the basic syn-
tactic tree of a sentence, predicts these additional
dependencies as defined in the SD scheme us-
ing machine learning. As training data, we use
morphological and syntactic information gathered
from an existing treebank of Finnish, which has
human annotated conjunct propagation and addi-
tional dependencies present. We begin with a dis-
cussion of related work and the treebank used as
training material. We then move on to the details
of the method itself and present a thorough evalu-
ation of the pipeline. We make comparisons with
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several baseline methods, and conclude that the
proposed method achieves a performance clearly
superior to each of these baselines. In particu-
lar, the method demonstrates performance clearly
superior to that achieved by the commonly used
Stanford tools.

2 Related work

The general problem of coordination scope am-
biguity is a widely studied, difficult problem. It
is frequently tackled by utilizing lexical paral-
lelism and selectional preferences, as for instance
in the works of Kawahara and Kurohashi (2011)
and Resnik (1999). In the domain of requirements
engineering, Chantree et al. (2005) disambiguate
coordinations using heuristics based on the distri-
butions of the words appearing in them. Gold-
berg (1999) has presented an unsupervised model
for a limited range of coordination phenomena,
and Agarwal and Boggess (1992) introduce a sim-
plified algorithm for recognizing the correct con-
juncts for coordinations. Kawahara and Kuro-
hashi (2007) and van Noord (2007) have incor-
porated disambiguation methods into parsers of
Japanese and Dutch, respectively.

In dependency representations, there are mul-
tiple ways to treat coordination structures, and
the chosen treatment also affects coordination
scope ambiguities. The Stanford Dependencies
scheme (de Marneffe and Manning, 2008) used in
this work considers the first coordinated element
the head of the coordination, and uses an addi-
tional layer of dependencies to represent the prop-
agation of conjunct dependencies (see Figures 1
and 2). As a point of comparison, for instance
the Link Grammar scheme (Sleator and Temper-
ley, 1993) makes the coordinating conjunction the
head word of the coordination, thus partially re-
solving the scope ambiguities using tree structures
only as will be shown in greater detail in Sec-
tion 5.2.

The Stanford tools1 are able to produce out-
put with the additional dependencies of the SD
scheme present, but according to de Marneffe
and Manning (2008), this part of the tools per-
forms imperfectly. While the English resource
PARC 700 (King et al., 2003), annotated in the
LFG-formalism (Bresnan, 2001), contains depen-
dencies similar to those considered in this work,

1http://nlp.stanford.edu/software/
lex-parser.shtml
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Figure 1: The basic variant of the Stanford Depen-
dencies scheme on a Finnish sentence. The exam-
ple can be translated as He called me and told me
about the situation.

to our knowledge the Turku Dependency Tree-
bank (Haverinen et al., 2011) is the only existing
manually annotated resource that contains con-
junct propagation as described in the SD scheme.

In addition to the post-processing approach im-
plemented in the Stanford tools, also methods to
directly parse dependency graphs involving tokens
with multiple governors have been studied. Mc-
Donald and Pereira (2006) introduce a modifica-
tion of the Maximum Spanning Tree algorithm to
infer secondary dependencies in the Danish De-
pendency Treebank, and Sagae and Tsujii (2008)
present a modification of the Shift-Reduce algo-
rithm, which can parse directed acyclic graphs.

3 Data

3.1 Turku Dependency Treebank

As both the training and testing data of this
study, we use the Turku Dependency Treebank
(TDT) (Haverinen et al., 2011), which is a pub-
licly available treebank for Finnish. TDT contains
15,126 sentences (204,399 tokens) from ten differ-
ent genres or text sources, including for instance
Wikipedia, EU-text and amateur fiction.

TDT has been annotated using the SD scheme,
which was originally developed to be used with
the English language. Thus it has been slightly
modified in order to be able to capture the spe-
cific features of Finnish. The Finnish-specific SD
scheme contains 53 different dependency types,
and has been thoroughly described in the annota-
tion manual of Haverinen (2012).

3.2 Conjunct propagation and additional
dependencies

TDT contains two annotation layers. The first
layer is based on the basic variant of the SD
scheme and represents the structure of a sentence
as a tree. Figure 1 illustrates the first annotation
layer. The second layer gives extra information
about specific phenomena: conjunct propagation,
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Figure 2: Conjunct propagation in the SD scheme. The base-layer dependencies are marked with solid
lines, and the propagated dependencies are dashed. The example sentence can be translated as The fast
and friendly service received praise and was noticed in the whole area. Note that the noun palvelu
(service) serves as the subject of the first clause and the object of the second, which causes the type of
the propagated dependency to change.

external subjects and syntactic functions of rela-
tivizers. Approximately 9% (18,926/208,417) of
all dependencies in the treebank are part of the sec-
ond layer. The second annotation layer adds de-
pendencies on top of the existing first layer, thus
making the resulting analyses directed graphs,
rather than trees.

Conjunct propagation is related to coordination
structures. In the SD scheme, the first coordinated
element is considered to be the head of the whole
coordination, and all other coordinated elements
depend on it. Therefore, if a sentence element
depends on the first element of a coordination,
it can alternatively modify only the first element,
some coordinated elements, or all of them. If a
sentence element modifies multiple conjuncts, it
should be propagated to them, as illustrated in Fig-
ure 2. Similarly, some or all conjuncts can modify
another sentence element. If a modifier serves a
different role for different conjuncts, or if coordi-
nated elements are of different parts-of-speech, the
type of the propagating dependency may change
during the propagation. This is also illustrated in
Figure 2.

External subjects occur with so called open
clausal complements, where two verbs share a
subject (also known as subject control). Due to
the treeness restriction, in the basic layer of anno-
tation it is not possible to convey the information
that the subject of the first verb is also the subject
of the second verb. Therefore, these subjects are
marked in the second annotation layer, using the
dependency types xsubj, for external subjects, and
xsubj-cop, for external copula-subjects.

Syntactic functions of relativizers give addi-
tional information about relative clauses. The
phrase containing the relative pronoun is marked
simply as a relativizer (rel) in the first layer of an-
notation. However, the relativizer also always has
a secondary syntactic function; for instance, it can

Man
Mies

,
,

who
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alkoi

speak
puhua

,
,
was
oli

my_cousin
serkkuni

.

.

<rel xcomp> <cop punct>
<nsubj

<punct
<xsubj

punct>rcmod>
<nsubj−cop

Figure 3: Syntactic functions of relativizers and
external subjects. The relative pronoun joka (who)
also acts as the subject to the main verb of the
relative clause, as well as the subject of its open
clausal complement. The example sentence can
be translated as The man who started to speak was
my cousin.

be the subject of the relative clause. This is marked
in the second annotation layer with an additional
dependency, which takes one of the dependency
types defined in the first annotation layer. Due to
the fact that the governor of the relativizer depen-
dency is always the main predicate of the relative
clause, the second layer dependency does not nec-
essarily have the same governor. Both external
subjects and relativizers are illustrated in Figure 3.

External subjects and syntactic functions of rel-
ativizers also interact with conjunct propagation.
External subjects can propagate, and propagated
subjects can produce new external subjects. Rel-
ativizers can also propagate, but note that if the
relativizer dependency and the corresponding sec-
ond layer dependency are between the same to-
kens, they always propagate together. Finally, if a
relativizer acts as the subject of a predicate, it can
also act as the external subject of another predi-
cate.

4 Methods

We now proceed to describe the method that au-
tomatically infers the propagated and other addi-
tional dependencies based on the first layer of syn-
tax annotation in the treebank. We have divided
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the task into three different subproblems: con-
junct propagation, syntactic functions of relativiz-
ers, and external subjects. The first two are solved
using machine learning, whereas the third problem
is easily approached with a rule-based method.

4.1 Conjunct propagation

In conjunct propagation, as is the case of the other
two tasks as well, it is possible to exhaustively
enumerate all candidate governor–dependent pairs
between which may exist a dependency result-
ing from conjunct propagation. This is the case
also for recursive coordination structures, in which
the dependencies propagate along chains of two
or more conjunct dependencies. We can there-
fore cast the problem as a multi-class classifica-
tion task, whereby each of the candidate governor-
dependent pairs is assigned the type of the propa-
gated dependency, or alternatively classified as a
negative example in case the dependency does not
propagate. A simple binary classification into de-
pendencies that do or do not propagate does not
suffice, as this would not account for the 2.3% of
cases in which the type of the propagated depen-
dency differs from the original base-layer depen-
dency, as discussed earlier in Section 3.2. In pre-
liminary experiments, we have also tested a com-
bined approach of binary classification (propagate
or not) followed by a multiclass classification (as-
sign type to propagated dependencies), but found
that such a combined approach gives no additional
advantage.

The set of possible classes consists of 49 de-
pendency types from the SD scheme (for four SD
types, punct, conj, cc and ellipsis, propagation is
not allowed), plus the negative class and a number
of compound types for relativizers. As mentioned
in Section 3.2, the relativizer and its corresponding
second layer dependency propagate together. Due
to this, we have performed the propagation in two
steps. First, the two dependency types are merged
into one compound type, such as rel-nsubj, and af-
ter the propagation, they are separated again into
two distinct dependencies. This merging increases
the number of classes by ten, as only functions of
relativizers that actually occur in the training data
are allowed. Discounting dependency types that
in fact never propagate in the training data and are
thus never predicted to do so, the total number of
possible classes is 51.

A number of features, extracted from both the

tokens and the underlying dependency structure,
are used in the classification. Token features in-
clude the lemma of the token, its main POS, and
a separate feature for each its morphological tags
that belong to one of several relevant morpho-
logical categories. These are Subcategory, Case,
Number, Person, Voice and Infinitive, as selected
based on preliminary experiments. Token features
are extracted separately for the candidate governor
and dependent, as well as the head of the coordina-
tion. The lemma of the coordinating conjunction
itself, if such a conjunction is present, is also used
as a feature. Tree features include the type of the
dependency which is being propagated, whether
the dependency governs or modifies the head of
the conjunction, whether the target of the propa-
gation already has a dependent with the same type
(only relevant in cases where a dependent is prop-
agated, not the governor), the set of outgoing de-
pendency types for the candidate governor and de-
pendent, the dependency type governing the head
of the dependency being propagated, whether the
linear direction of the candidate propagated de-
pendency is the same as the linear direction of the
dependency being propagated (possible values be-
ing both-left, both-right, and differing-directions),
and finally the number of coordinated items in the
coordination expressed as a binary feature (i.e. one
binary feature for every discrete value).

Prior to classification, all possible feature pairs
are explicitly generated, simulating the use of
a second-degree polynomial kernel. For in-
stance, a feature vector (f1, f2, f3) is turned into
(f1f1, f1f2, f1f3, f2f2, f2f3, f3f3) prior to classi-
fication. As will be shown in the feature ablation
study in Section 5.1, this technique improves the
classification accuracy. Finally, prior to the classi-
fication the feature vectors are normalized to unit
length.

4.2 Syntactic functions of relativizers

As discussed in Section 3.2, every relativizer is as-
signed a syntactic function in the second annota-
tion layer of the treebank. This is expressed as
an additional dependency that governs the rela-
tivizer (see Figure 3) and in the majority of cases
(95.4%) has the same governor as the relativizer
dependency in the first annotation layer. As with
conjunct propagation, we approach the task as a
machine learning problem. For each relativizer
dependency, we predict an additional dependency
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type which represents the syntactic function of the
relativizer. A new dependency with this type is
then created governing the relativizer word.

To account for certain cases of object control
and raising, we identify cases where the governor
of the relativizer has an infinite clausal comple-
ment (i.e. governs an iccomp dependency) and the
head of the complement does not already have a
dependent of the predicted type. If so, we post-
process the new dependency to be governed by the
head of the complement. This is a heuristic to treat
the most common situation where the governor of
the relativizer dependency differs from the gover-
nor of the corresponding second layer dependency.
In all other cases, the second layer dependency is
predicted between the governor and dependent of
the base syntax relativizer dependency.

The feature representation in this task is com-
paratively simple. Separately for the governor and
dependent, we generate their token features (the
same features as in conjunct propagation) and the
set of types of dependencies they govern. As with
conjunct propagation, explicit feature pair genera-
tion as well as normalization of feature vectors to
unit length are employed.

4.3 External subject assignment
Unlike in the two previous tasks, we find that as-
signment of external subjects is best approached
by a simple rule-based method, since only clausal
complements governed by an xcomp dependency
have an external subject. As noted by Camp-
bell (2004), in some highly restricted linguis-
tic problems rule-based approaches are sufficient.
The rule assigning external subjects only needs to
account for whether the external subject depen-
dency type is the regular subject type xsubj or the
copular subject type xsubj-cop. Further, chains of
clausal complements with external subjects must
be correctly addressed, so that each open clausal
complement correctly receives an external subject.

4.4 Combining predictions
As mentioned earlier in Section 3.2, the three tasks
are not independent of each other: First, if the pre-
dicted syntactic function of the relativizer is a sub-
ject, the newly inserted subject dependency can
produce an external subject dependency as well.
Second, both external subjects and the dependen-
cies encoding relativizer functions may propagate
in coordinations. Third, propagated subject depen-
dencies may again produce new external subject

P R F
Conj. propagation 93.1 92.9 93.0
Relativizer prediction 94.5 92.4 93.5
External subjects 90.0 97.3 93.5
All tasks combined 93.0 93.2 93.1

Table 1: Performance of the combined second
layer prediction, as well as the individual tasks
measured in terms of precision, recall, and F1-
score on the gold-standard base syntax trees.

dependencies.
The combined prediction of the entire second

annotation layer is thus carried out in four sep-
arate steps. First, we predict the syntactic func-
tions of relativizers, then the external subjects. Af-
ter this, the conjuncts are propagated, and finally,
the external subjects are predicted again, in order
to cover external subjects produced by propagated
subject dependencies.

4.5 Machine learning method and parameter
selection

The underlying classifier for both the conjunct
propagation and the relativizer syntactic function
prediction is the multi-class support vector ma-
chine implemented in the SVM-multiclass pack-
age of Joachims (1999). The fast training al-
gorithm implemented for linear kernels in SVM-
multiclass is also the reason why we explicitly
generate feature pairs, instead of directly utiliz-
ing the quadratic kernel. The available data is
divided into training (80%), parameter optimiza-
tion (10%), and test (10%) sets, this division be-
ing constant in all reported results. Further, the
division is done on document level, i.e., all sen-
tences from a single document in the treebank are
assigned to the same set. This is to avoid any pos-
sibility of sharing information about the behavior
of rare lexical items between the training and test
sets. All reported results are obtained by optimiz-
ing the SVM regularization parameter C on the
parameter optimization set, and using the resulting
model on the test set. This optimization is done
separately for each task.

5 Evaluation

We evaluate the performance of the predictions in
terms of precision (P), recall (R), and F1-score (F)
of the predicted second layer dependencies. Pre-
cision is defined as the proportion of dependen-
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P R F
Full method 93.3 93.0 93.1
- feature pairs 92.5 92.1 92.3
- lemma 92.5 92.2 92.3
- lemma & morph 90.7 93.4 92.1
- lemma & morph & POS 87.9 91.9 89.9

Table 2: Feature ablation study. Feature pairs re-
fer to the second-degree polynomial expansion de-
scribed in Section 4.1, and morph refers to features
extracted from morphological tags other than the
main POS.

cies in the evaluated output also present in the gold
standard, and recall as the proportion of dependen-
cies in the gold standard also present in the eval-
uated output. Using these, F1-score is defined as
F = 2PR

P+R . In addition to evaluating the perfor-
mance using the gold-standard base layer annota-
tion in the treebank, we also perform an evaluation
with the base syntax layer produced by a depen-
dency parser, discussed further in Section 5.2.

5.1 Performance and baselines
The evaluation results of the combined second
layer prediction are shown in Table 1. The per-
formance on the gold standard base syntax is high,
with an overall F1-score of 93.1%.

For conjunct propagation, which is the largest
(71.4% of all second layer dependencies in the
treebank are propagated) and arguably most im-
portant subtask, we perform several further anal-
yses. Using the gold-standard syntactic informa-
tion, also including gold-standard relativizer func-
tions and external subjects, we estimate the con-
tribution of the various feature types to the clas-
sification performance of the conjunct propaga-
tion subtask in a feature ablation study. The re-
sults of this study are shown in Table 2. Interest-
ingly, an F1-score of 89.9%, only 3.2pp lower than
the full method, can be achieved only based on
the features extracted from the syntactic tree, with
no token-derived information whatsoever. Further,
we see that using explicit feature pair generation
improves the results by 0.8pp.

Next, we compare the performance of the ma-
chine learning conjunct propagation method to
several baselines. The trivial baseline is to al-
ways propagate. We also implement a propagate
type baseline, in which a dependency is propa-
gated only if its type is more likely to propagate
than not in the training data, regardless of whether

Method P R F
Always 48.5 97.4 64.8
Type 61.8 51.6 56.2
Type and direction 83.5 64.1 72.6
Stanford parser alg. 83.7 57.7 68.3
Proposed method 93.3 93.0 93.1

Table 3: Performance of the proposed machine
learning method in terms of precision, recall and
F1-score of propagated dependencies. The perfor-
mance is compared to the four baselines defined in
Section 5.1.

the propagated dependency governs the head of
the coordination, or depends on it. Taking into
account the fact that dependencies governing the
head of the coordination are considerably more
likely to propagate (96.5% propagate) compared
to those modifying it (32.9% propagate), in the
propagate type and direction baseline a depen-
dency is propagated only if dependencies with the
same type and direction (i.e. govern or depend on
the head of the coordination) are more likely to
propagate in the training data.

As the primary baseline, we implement a
close approximation of the conjunct propagation
method in the Stanford Parser,2 the “reference
standard” for the SD scheme. The Stanford Parser
conjunct propagation algorithm is relatively con-
servative, aiming at high precision at the cost of
recall. All dependencies governing the head of
the coordination are propagated, unless involved
in a complex coordination of two relative clauses.
Only subject dependencies governed by the head
of the coordination are propagated, unless the
propagation target already has a subject of its
own. The type of a propagated subject dependency
may change to/from the passive subject, depend-
ing whether the target of the propagation is active
or passive. Our implementation differs in the han-
dling of propagation in passive structures, since
Finnish does not have passive subjects but rather
direct objects.

The performance of the proposed method as
well as the four abovementioned baselines is sum-
marized in Table 3. In terms of F1-score, the pro-
posed method outperforms all baselines by a wide
margin. Of particular interest is the gain over the
algorithm used in the Stanford parser, the current

2http://nlp.stanford.edu/software/
lex-parser.shtml, version 2.0.4
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Figure 4: Left: the conjunction-as-head analysis, akin to the Link Grammar scheme. Modifiers of all
coordinated elements are attached to the conjunction, while modifiers of a single coordinated element
are attached to the element itself. In the top analysis, the adjective vanhat (old) modifies the whole
coordination, and in the bottom analysis, only the first conjunct. Right: the corresponding analyses in
the SD scheme. The example can be translated as the old cars and (the new) bikes.

widely-used reference implementation of conjunc-
tion propagation in the SD scheme.

5.2 Performance on parser output
Next, we discuss the performance of the proposed
method on input produced by a dependency parser,
as opposed to gold standard syntactic trees. This
will also allow us to test one additional baseline,
the conjunction-as-head analysis, discussed later
in this section.

The parser used in the evaluation is a com-
bination of the HunPOS tagger (Halácsy et al.,
2007) with the Mate-Tools statistical dependency
parser of Bohnet (2010), a second-order graph-
based parser that achieves a state-of-the-art per-
formance on a number of different languages; an
earlier version of this parser ranked first on En-
glish and German in the CoNLL shared task in
2009 (Hajič and others, 2009). With a labeled
attachment score of 81%, this combination repre-
sents the best dependency parser currently avail-
able for Finnish as tested on the Turku Depen-
dency Treebank, outperforming for instance the
popular MaltParser (Nivre et al., 2007) by several
percentage points.3

When parser output is considered, a drop in per-
formance is to be expected, seeing that coordina-
tion is one of the hardest phenomena to parse, and
the parser often fails to produce the dependencies
needed in order to generate the propagated depen-
dencies. The evaluation on top of the parser out-
put is presented in Table 4. The overall F1-score
is 61.8% (compared to 93.1% on gold standard
syntax), and on the coordination propagation task
only, the F1 score is 58.4% (compared to 93.0%
on gold standard syntax). This performance drop

3A detailed description of the parser pipeline is out-of-
scope for this paper. The parser is described in a manuscript
currently under review.

P R F
Conj. propagation 58.1 58.6 58.4
Relativizer prediction 85.5 83.3 84.4
External subjects 67.5 73.0 70.1
All tasks combined 61.3 62.2 61.8

Table 4: Performance of the combined second
layer prediction, as well as the individual tasks
measured in terms of precision, recall, and F1-
score on top of statistical parser output.

can be attributed to the accuracy of the underlying
parse trees, since the correct base syntax structure
is present only for 66.1% of the propagated depen-
dencies in the gold standard, thus imposing a se-
vere restriction on the recall of the conjunct prop-
agation method. This reflects the intrinsic diffi-
culty of syntactically parsing coordination struc-
tures. In contrast, 89.1% of relativizer dependen-
cies are correctly recovered by the base parser,
allowing a much higher recall on this task. Out
of all errors in all three subtasks, approximately
79.2% can be attributed to the parser output not
containing the required base structure, meaning
that in fact, the performance of the machine learn-
ing method itself does not degrade notably when
applied to parser output.

We also repeat the baseline experiments dis-
cussed above using parser output rather than gold
standard dependencies. Since reliable external
subject and relativizer function dependencies are
not available for the parser output, we disregard
these. The results are given in Table 5, demonstrat-
ing that the performance of the proposed method
is clearly superior to all of the baselines also on
parser output.

As a final point of comparison, we test a
joint approach to parsing and conjunct propaga-
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Method P R F
Always 30.5 62.3 40.9
Type 37.9 29.8 33.4
Type and direction 50.9 38.2 43.6
Stanford parser alg. 54.1 38.5 44.9
Proposed method 57.3 58.0 57.7

Table 5: Performance of the method as compared
to the baselines of Section 5.1 on top of parser out-
put.

tion, by adopting an analysis where the conjunc-
tion is the head of the coordination structure, as
has been done for instance in the Link Gram-
mar parser (Sleator and Temperley, 1993). In this
scheme, a dependent modifying a single coordi-
nated element is governed by this element whereas
a dependent modifying all of the coordinated el-
ements is governed by the coordinating conjunc-
tion. This approach is illustrated in Figure 4. The
most important property of this representation is
that in both cases, the resulting analysis is a tree,
which in turn can be used to train a dependency
parser, thus combining base syntax parsing with
conjunct propagation as a single joint task.

We have developed a forward and backward
conversion to the conjunction-as-head style. Note
that this conversion is not lossless, as there are sev-
eral structures which this analysis cannot express:
dependents modifying multiple but not all coordi-
nated elements, and cases where the governor to
the head of the coordination does not propagate.
Further, dependencies whose type changes as a re-
sult of the propagation cannot be represented ei-
ther. A difficulty is also presented by cases where
no explicit conjunction is stated in the text, nor
is there a punctuation symbol (such as a comma)
which would serve its role. These cases, how-
ever, only occur in 0.5% of all sentences, which
we subsequently discard. Applying the forward
and backward conversion to the gold-standard data
results in a precision of 92.6% and a recall of
92.3% in propagated dependencies, demonstrating
that the majority of cases are within scope for the
conjunction-as-head analysis. Finally, note that
this style cannot directly represent the other sec-
ond layer dependencies like external subjects.

Using again the Mate-Tools parser of
Bohnet (2010), trained on the treebank trans-
formed in the conjunction-as-head style, the
performance on propagated base layer depen-

P R F
Conj. as head 43.7 42.6 43.1
Proposed method 58.2 58.8 58.5

Table 6: Comparisons of results obtained by re-
verse converting to SD the output of a statistical
parser trained to produce the conjunction-as-head
style of analysis, with the proposed method.

dencies is shown in Table 6 and compared to the
proposed machine learning method, re-trained to
match the input data (i.e. no external subjects or
relativizer syntactic functions present). Here we
see that the joint parsing and propagation perform
notably worse in comparison with the proposed
method. This agrees with the results of Schwartz
et al. (2012), who show in their studies about
learnability of different syntactic schemes that
making the first conjunct of coordination as a
head improves parsing results significantly. It is
also important to remember that the conjunction-
as-head analysis incurs a notable penalty for not
being able to represent approximately 7% of
the conjunct propagation cases in the data, as
demonstrated by the recall of the forward and
backward conversion.

5.3 Discussion

When examining the results presented in this pa-
per, two issues should be noted. First, although
the conjunct propagation of the SD scheme is in-
deed closely related to the resolution of coordi-
nation scope ambiguity, it is not the entirety of
this difficult disambiguation problem. Consider,
for instance, the English phrase corn and peanut
butter. This phrase contains a coordination ambi-
guity: either it describes butter made of corn and
peanuts, or one of the items described is corn and
the other peanut butter. However, this ambiguity
lies deeper than the conjunct propagation layer of
the SD scheme, as illustrated in Figure 5. As a
result, when the method presented in this paper is
applied, this particular ambiguity has already been
resolved by the parser that has produced the base-
syntactic trees.

Second, a similar note applies to the specific
nature of the Finnish language, or the Finnish
compound nouns in particular. Unlike for in-
stance in English, in Finnish it is customary to
write compounds as one word. As a consequence,
this particular ambiguity is not very problem-
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Figure 5: The ambiguity of the phrase corn and
peanut butter is to be resolved in the basic variant
of the SD scheme, not in the conjunct propagation
layer. Top: the reading where the butter is made
of corn and peanuts. Bottom: the reading where
corn is combined with peanut butter. Note that
while there is a propagated dependency present in
the top reading, the decision whether this depen-
dency should be generated or not does not repre-
sent the ambiguity of the phrase, and in fact, there
is no valid reading where the propagated depen-
dency would be absent, that is, a reading where
the butter would be made of corn but not peanuts.

mänty
mänty−

ja
ja

kuusimetsä
kuusimetsä

cc>
conj

Figure 6: The difference between a simple noun
coordinated with a compound and a two-part com-
pound is surface-marked in Finnish using a dash.
The top phrase can be translated as a pine and fir
forest and the bottom phrase as a pine and a fir
forest.

atic in Finnish, since the difference is surface-
marked using a dash. For instance, the coordi-
nation mänty- ja kuusimetsä (a pine and fir for-
est) describes a forest growing both pines and firs,
whereas mänty ja kuusimetsä (a pine and a fir for-
est) is the coordination of a single pine combined
with a fir forest. Also, as breaking compound
words into their components during the syntax an-
notation is not allowed, the analyses of the two
Finnish phrases in TDT would in fact be identical,
as illustrated in Figure 6, and would not involve
propagation of dependencies.

6 Conclusion

In this paper, we have introduced a method for in-
ferring additional sentence structure information
from a dependency parse tree in the Stanford De-
pendencies scheme, most importantly propaga-
tion of conjunct dependencies, which is related to
resolving coordination scope ambiguities. This
machine learning based method uses the syntac-

tic trees and morphological information to predict
the additional dependencies, which can be highly
useful in for instance the construction of a Prop-
Bank, as previously demonstrated by Haverinen et
al. (2010).

On gold standard syntactic trees, the method
achieves 93.1% F1-score. When evaluated on
top of actual parser output rather than gold stan-
dard trees, the performance predictably suffers a
penalty, but an analysis of the errors reveals that
79.2% of all errors, when evaluated on parser out-
put, are due to the parser not producing the correct
base structure and thus disallowing the method
from retrieving the correct dependencies.

In addition, we have also separately evaluated
the largest and most important subtask, the con-
junct propagation by comparing it against several
baseline methods, including the method used in
the original Stanford tools. We find that the pro-
posed method clearly outperforms all baselines,
and in particular, it achieves improved results over
the method used in the original Stanford tools,
which are widely used for producing the addi-
tional dependencies in applications, and can thus
serve as its more accurate replacement in all ap-
plications that rely on syntactic analysis in the SD
scheme. Interestingly, we also find that when us-
ing no token-based information, an F1-score of
89.9% can be achieved for this subtask, only 3.2pp
lower than the full, lexicalized set of features. This
demonstrates that much of the necessary informa-
tion for the task is contained in the syntactic trees
themselves.

The software used in this work will be
integrated with the existing Finnish parser
and made publicly available at the address
http://bionlp.utu.fi/, under an open li-
cence. The training data will be available for the
public in the final version of the Turku Depen-
dency Treebank.
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Abstract 

A recent project to produce a much belated 

English translation of Lucien Tesnière’s 

Éléments de syntaxe structurale has provided 

the opportunity for an in depth look at 

Tesnière’s theory of syntax. This contribu-

tion examines a few aspects of Tesnière’s 

work through the lens of modern syntactic 

theory. Tesnière’s understandings of constit-

uents and phrases, auxiliary verbs, preposi-

tions, gapping, right node raising, proposi-

tional infinitives, and exocentric structures 

are all briefly considered. Concerning some 

of these areas, we see that Tesnière was vi-

sionary with his analysis, whereas in other 

areas, modern syntactic theory now rejects 

his account. Of particular interest is the fact 

that Tesnière’s theory was not entirely de-

pendency-based. His account of transfer (Fr. 

translation) acknowledged exocentric struc-

tures, which means his system was also em-

ploying constituency. In this regard, one can, 

surprisingly, classify Tesnière’s theory as a 

hybrid dependency-constituency grammar.  

1 Introduction 

Lucien Tesnière (1893-1954) is widely consid-

ered to be the father of modern dependency 

grammars (DGs). While the dependency concept 

certainly existed in varying forms in the works 

of numerous grammarians that preceded him, 

Tesnière (1959) was the first to fully utilize the 

concept of direct word-word dependencies in a 

comprehensive manner and to illustrate these 

dependencies using tree representations (stem-

mas) that left no doubt about the analysis of syn-

tactic structure being proposed. In particular, 

Tesnière appears to have been the first promi-

nent theoretician to have rejected the binary di-

vision of the clause into a subject and predicate 

and to have replaced this division with verb cen-

trality. The placement of the verb as the root of 

all syntactic structure was the all-important nov-

elty (and the main act of genius) in his theory. 

Given verb centrality, the theory of syntax that 

Tesnière was proposing could not help but be 

construed as a DG. 

Despite the fact that Tesnière is widely 

acknowledged as the father of an entire stream 

of syntactic theory, most syntacticians and 

grammarians lack exposure to his work. Few 

grammarians have actually read Tesnière’s Élé-

ments de syntaxe structurale, largely because an 

English translation of the Éléments is absent 

from the world of linguistics. Spanish, Italian, 

and German translations of the Éléments exist, 

but surprisingly, no English translation is yet 

available. With this lacuna in mind, a recent pro-

ject to translate the Éléments into English has 

been initiated and is continuing at present. This 

project is providing an in depth look at 

Tesnière’s theory and has motivated the current 

contribution. 

 Tesnière’s Éléments is large in size, 670 pages 

with hundreds of tables and tree diagrams 

(stemmas). Tesnière addresses many aspects and 

phenomena of syntax, whereby he employs ex-

amples from approximately two dozen lan-

guages, many of which he actually spoke – 

Tesnière was a true polyglot. In this respect, the 

intent of the current contribution is to briefly 

consider only a few important areas of the Élé-

ments, these areas being the ones that stuck out 

during the translation work. Certain aspects of 

Tesnière’s understanding of constituents and 
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phrases, auxiliary verbs, prepositions, gapping, 

right node raising, propositional infinitives, and 

exocentric structures are considered below.  

 Two highlights can be mentioned here up 

front. First, Tesnière rejected much of the termi-

nology of syntax that preceded him, declaring 

that morphologists had imposed their nomencla-

ture on the study of syntax and thus confused 

our understanding of syntax (ch. 15). In this re-

gard, Tesnière had a penchant for introducing 

new terms, many of which have not become es-

tablished. One can therefore speculate about the 

reduced impact of his work due to his unfortu-

nate use of terminology. Second, Tesnière never 

actually employed the term dependency gram-

mar (Fr. grammaire de la dépandence). In fact it 

seems likely that he was not aware of the differ-

ence between dependency and constituency, 

since that distinction would be established later 

during the reception of his work.
1
 In this respect, 

he did not shy away from employing constituen-

cy in his theory of transfer (Fr. translation), a 

fact that may have been overlooked until now.   

 To conclude this introduction, a note concern-

ing the citation practice employed below for 

Tesnière’s book is necessary. The Éléments is 

split into 278 chapters, whereby each paragraph 

in a chapter is numbered. When citing specific 

passages, the chapter (ch.) and paragraph (§) are 

given (e.g. ch. 3, §3) instead of the page number. 

This practice avoids confusion that might arise if 

page numbers were cited due to the various edi-

tions of the Éléments in various languages 

(French, German, Spanish, Italian, and soon 

English as well).   

2 Constituents and phrases 

The constituent is the basic unit of syntactic 

analysis assumed by most constituency gram-

mars. A constituent is typically defined as a 

node plus all the nodes that that node dominates 

(for similar definitions, see Napoli 1993:167; 

Jacobson 1996:55; Haegeman and Guéron 

1999:51; Carnie 2008:37). Given such a defini-

tion, the number of constituents in a given tree 

structure matches the number of nodes. In the 

past, many DGs seem to have overlooked the 

                                                           
1
 According to Jurafsky and Martin (2000:489), Da-

vid Hays (1964) may have been the first to employ 

the term dependency grammar. 

fact that the definition is applicable to depend-

ency structures as well and that it identifies sub-

trees as constituents. A subtree that consists of a 

single node is simply a word, whereas a subtree 

consisting of more than one word is a phrase. In 

other words, DGs can and do acknowledge con-

stituents and phrases just like constituency 

grammars do, the only difference being that DGs 

acknowledge many fewer of both.  

Tesnière certainly saw the need to 

acknowledge the status of subtrees as particular 

units of syntax, but his use of terminology in the 

area was not consistent and this inconsistency 

has probably contributed to the confusion about 

whether dependency grammars acknowledge 

constituents and phrases. 

Tesnière defined the node (Fr. nœud) as fol-

lows: 

“We will define the node as a group con-

sisting of a governor and all the subordi-

nates that are to some degree either direct-

ly or indirectly dependent on that gover-

nor. The governor joins these nodes into a 

single cluster.”  (ch. 3, §3) 

It should be apparent from this definition that 

Tesnière saw any subtree of a tree as a node, 

which in turn means that he was acknowledging 

constituents and phrases, although the terminol-

ogy he was using to denote these units (nœud) 

was different from modern usage (constituent, 

phrase).    

In fact Tesnière’s use of terminology was, as 

stated, inconsistent in this area.
2
 While his origi-

nal definition suggested that his node was to be 

understood as a subtree, his later (and preferred) 

use of the term points to the meaning ‘vertex’. In 

other words, Tesnière usually meant just ‘vertex’ 

when he wrote nœud despite the fact that he had 

defined the node to be a subtree, i.e. a constitu-

ent. The contradiction in his use of terminology 

is seen most vividly in the passage where he is 

comparing the node to the nucleus: 

“The node is nothing more than a geomet-

ric point, whereas the nucleus is a collec-

tion of multiple points,…” (ch. 22, §12) 

                                                           
2
 This statement may be unfair. The Éléments was 

published posthumously. The inconsistency in the use 

of the term nœud may have arisen as the manuscript 

was being prepared for publication by others.  

263



  

 

Comparing this passage with the previous one 

where Tesnière initially defines the node, the 

contradiction should be apparent.  

 The pertinent question now concerns the ex-

tent to which Tesnière’s inconsistent use of ter-

minology has contributed to the fallacious per-

ception that DGs do not acknowledge constitu-

ents and phrases. They of course can and do 

acknowledge such units, although they have not 

been clear about their use of the associated ter-

minology.   

3  Auxiliary verbs 

Most modern DGs assume that auxiliary verbs 

dominate main verbs, and in this respect, they 

are consistent with most constituency grammars. 

In the Government and Binding framework 

(Chomsky 1981), for instance, a finite verb re-

sides in I, which projects up to IP, the root node 

of the clause, and in the Head-Driven Phrase 

Structure Grammar framework (Pollard and Sag 

1994), a finite auxiliary verb is the head daugh-

ter in the clause, which means it passes its fea-

tures up to the root node of the clause, the clause 

being a greater VP in a sense.  

 Tesnière, in contrast, did not explicitly state 

that given a two-word string such as has gone, 

the auxiliary verb has governs the main verb 

gone. He instead positioned the two in one and 

the same split nucleus (nucleus dissocié, ch. 23). 

The auxiliary verb has guarantees the syntactic 

contribution of the split nucleus and the full verb 

gone guarantees its semantic contribution. 

Tesnière drew a bubble around the two words in 

order to indicate that the two belong to one and 

the same nucleus. He illustrated this state of af-

fairs with the diagram of the sentence Alfred a 

oublié son chapeau hier ‘Alfred forgot his hat 

yesterday’ (ch. 31, stemma 39): 

(1)     a oublié 

  Alfred  chapeau  hier 

          son 

Given this analysis, Tesnière, if he were alive 

today, might object to the widespread assump-

tion that sees the auxiliary verb governing the 

main verb.  

 On the other hand, he might actually approve 

of the modern practice, since he drew another 

distinction that can be interpreted as accommo-

dating the modern analysis. He distinguished 

between constitutive and subsidiary words inside 

nuclei (ch. 29). A constitutive word guarantees 

the syntactic integrity of the nucleus, whereas 

the subsidiary word is a satellite of the constitu-

tive word. He also states (ch. 38, §13) that in a 

split nucleus consisting of an auxiliary verb and 

a full verb, the auxiliary verb is constitutive. 

Further, he explains that from an etymological 

point of view, the constitutive word once gov-

erned the subsidiary word (ch. 29, §18) and that 

this fact can be shown inside a nucleus by posi-

tioning the constitutive word above the subsidi-

ary word. This practice would result in tree rep-

resentations like the following one (my rendi-

tion, not Tesnière’s): 

(2)    has 

      gone 

  She      home 

The step from this tree to the modern analysis is 

not so great. By positioning the subject as a di-

rect dependent of the finite verb and the adverb 

as a direct dependent of the participle, one ac-

commodates directly in the tree both subject-

verb agreement and the lack of object-verb 

agreement: 

(3)   has 

  She   gone 

         home 

 These considerations suggest that the modern 

practice in both constituency and dependency 

grammars of positioning the auxiliary verb as 

head over the full verb is not necessarily contra-

ry to Tesnière’s theory. In fact Tesnière’s analy-

sis can be construed as presaging the modern 

analysis of auxiliary verbs, which did not take 

full hold until the 1980s – in Transformational 

Grammar, the auxiliary verb was originally con-

strued as a daughter of S (but not as the head 

daughter).  

4 Prepositions 

While Tesnière’s account of auxiliary verbs 

presaged the modern analysis, his account of 

prepositions was entirely contrary to modern 
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assumptions. He classified many prepositions as 

semantically empty (Fr. mot vide) (ch. 28, §18) 

and syntactically subsidiary (Fr. mot subsidiaire) 

(ch. 29, §4). For Tesnière, prepositions were 

translatives (ch. 40, §4), which meant they 

served to transfer a word of one class into a 

word of another class, e.g. a noun to an adjec-

tive. The fact that these words were subsidiary 

means that for Tesnière, they could be analyzed 

as etymologically dependent on a constitutive 

word within a nucleus (ch. 29, §18). What this 

means is that from an etymological point of 

view, Tesnière took the preposition to be a de-

pendent of the noun inside a split nucleus, e.g.  

(4)  livre 

  le 

       Alfred 

      d’ 

  le livre  d’ Alfred    

‘Alfred’s book’ 

This tree has been adapted from stemma 32 

(ch.29) to show the etymological dependencies 

inside the nuclei. The important point is that the 

status of the preposition d’ in Tesnière’s system 

as a subsidiary word requires one to view it in an 

etymological sense as a dependent of the prepo-

sitional object. This analysis is, however, quite 

contrary to modern accounts, which almost 

unanimously take the preposition to be head 

over its object.   

 To be fair, Tesnière’s analysis of prepositions 

was not entirely unlike the syntactic analysis of 

prepositions of his day. For instance, Bloom-

field’s original analysis of prepositional phrases 

(1933) took them to be exocentric constructions, 

meaning that neither the preposition nor its ob-

ject noun could be construed as the head of the 

phrase. Section 8 below has more to say about 

the distinction between endo- and exocentric 

constituents.   

5  Gapping and right node raising 

The part of Tesnière’s theory that was perhaps 

most ahead of its time regards coordination 

(Jonction, Part II of the Éléments). In particular, 

Tesnière identified and produced an analysis of 

two aspects of coordinate structures, gapping 

and right node raising, that would not be 

acknowledged and explored until much later in 

the works of Ross (1970), Jackendoff (1971), 

and Postal (1974). Tesnière recognized key traits 

of gapping and right node raising and his analy-

sis of these phenomena remains largely con-

sistent with more modern DG accounts (e.g. 

Hudson 1988, 1989, Osborne 2008), although 

there are certainly differences in the details.   

 Tesnière called gapping double bifurcation 

(bifidité double, ch. 146). He interpreted it to be 

a combination of both catadidymic and ana-

didymic coordination (Fr. jonction catadidymes 

et anadidymes, ch. 145, §13). Catadidymic co-

ordination obtains when one or more shared de-

pendents appear to the immediate right of the 

coordinate structure, whereas anadidymic coor-

dination obtains when one or more shared de-

pendents appears to the immediate left of the 

coordinate structure, e.g. 

Catadidymic 

(5) [R. picks] and [B. cracks] the chestnuts. 

Anadidymic 

(6) A. [loves cake] and [detests punishment]. 

The expressions catadidymic and anadidymic 

are obscure terms that Tesnière borrowed from 

biology. He describes their meaning with a met-

aphor as follows: 

“…, catadidymic sentences are compara-

ble to the dragon with multiple heads in 

the fable (cf. La Fontaine, Fables, I, 12), 

and anadidymic sentences to the dragon 

with multiple tails.” (ch. 145, §14) 

While Tesnière’s analysis of these examples was 

insightful, his choice of obscure terminology has 

probably hindered the spread of his theory of 

coordination (and otherwise) more than any-

thing. The modern English designation for in-

stances of coordination like the one in (5) is 

right node raising, a term that is due to Postal 

(1974). While this modern term is also not ideal 

(because Postal’s original analysis of the phe-

nomenon is no longer defended), it at least con-

tains “right”, this adjective pointing to the fact 

that the shared material appears to the right of 

the coordinate structure. 

  Tesnière took instances of gapping to be a 

combination of both catadidymic and ana-
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didymic coordination. He therefore coined the 

term anacatadidymic to denote the phenomenon, 

e.g. 

Anacatadidymic 

(7) The one carries his armor, the other his shield. 

He characterized anacatadidymic coordination 

with the following metaphor: 

“This sentence behaves like a dragon that 

has both multiple heads and multiple tails, 

but just one trunk. Or even like Siamese 

twins who are conjoined together back to 

back.” (ch. 146, §4) 

We again sense that Tesnière’s choice of termi-

nology was poor, since the term anacatadidymic 

does not evoke any associations. The modern 

term for such instances of coordination, i.e. gap-

ping, is much more appropriate, since one clear-

ly senses the presence of a “gap”; the verb is 

gapped from the non-initial conjuncts. 

 Tesnière’s primary insight in cases of gapping 

was that the verb is shared in a sense, a point 

that nobody would dispute. He rendered such 

cases of gapping with the French version of the 

following stemma: 

(8)            carries  (Cf. stemma 273) 

 

 

  The one  the other   armor  shield 

                    his     his 

This stemma indicates important aspects of in-

terpretation and meaning; it shows that the first 

subject and object share the verb in the same 

manner as the second subject and object. Fur-

thermore, it shows that the verb has two subject 

actants and two object actants. Tesnière also cor-

rectly observed (ch. 146, §12) that the remnants 

in the gapped conjunct can be adjuncts (circon-

stants) as well as arguments (actants). 

 While Tesnière’s analysis of gapping was 

brief (ch. 146 only), it correctly identified key 

aspects of the gapping mechanism. The reason 

Tesnière is not credited with his insightful anal-

ysis may in part be his unfortunate choice of 

terminology. His penchant for obscure grammat-

ical terms certainly did not promote the accessi-

bility of his account.  

6  More on right node raising 

As mentioned in the previous section, Tesnière 

also identified the mechanism of right node rais-

ing. His analysis was, again, characterized in 

terms of bifurcation, whereby the particular type 

of bifurcation he assumed in cases of right node 

raising was catadidymic, i.e. the shared depend-

ents appeared to the right of the coordinate 

structure (a dragon with two heads but just one 

tail). 

  Tesnière produced the following dependency 

analysis of the sentence Raton picks and Ber-

trand cracks the chestnuts: 

(9)    picks   and   cracks  (Cf. stemma 267) 

   

  

  Raton  Bertrand    the chestnuts 

This stemma correctly reflects some of the key 

traits of right node raising. It shows the manner 

in which the object the chestnuts is shared by the 

verbs at the same time that the verbs do not 

share a subject. It also correctly indicates that 

coordination occurs at the highest level, i.e. with 

the verbs.  

 Another important aspect of the analysis in (9) 

is that it does not rely on some notion of deletion 

or ellipsis, and in this respect, it is congruent 

with certain data where we can see that an ellip-

sis or deletion analysis contradicts observation, 

e.g. 

(10) a.    [I sang] and [you hummed] the same 

      tune. 

   b.  *[I sang the same tune] and [you hum- 

       med the same tune].  

The deletion analysis indicated in (10b) cannot 

be correct, since the non-elided version of the 

sentence would mean something different from 

(10a). In other words, I sang the same tune and 

you hummed the same tune does not correctly 

reflect the intended meaning of (10a), since it 

necessitates that the tune referenced appear in 

the preceding context, whereas sentence (10a) is 

not referencing a tune in the previous context.   

 While Tesnière’s analysis of right node raising 

and other phenomena of coordination did not 

posit deletion or ellipsis, he did make clear that 

at a semantic level, coordination involves the 

‘addition’ of numerous underlying sentences. 
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His comment in this regard was that coordina-

tion is a very powerful device that allows for 

great economy of expression, a statement that no 

one who has studied coordination would dispute. 

7  Propositional infinitives 

In modern syntactic theory, the analysis of cer-

tain to-infinitives is a matter of controversy. 

(11) a. I believe her to be a genius.  

  b. You assumed me to know the answer. 

There are essentially two competing analyses of 

the underlined strings: either the object nominal 

and the to-infinitive phrase form a constituent or 

they do not. If they do not, both are construed as 

dependents of the matrix verb. The two compet-

ing analyses are illustrated as follows: 

(12)   believe 

   I       to 

        her  be 

              genius 

             a 

  a. I believe  her to be  a genius. 

    believe 

   I     her to 

            be 

              genius 

             a 

  b. I believe  her to be  a genius. 

The main distinction here is whether the object 

nominal (here her) is construed as a dependent 

of the matrix verb or of the embedded verb (here 

of the particle to). Modern transformation-

al/derivational accounts of such data are asso-

cated with small clauses, and they prefer an 

analysis like the one in (12a) (e.g. Chomsky 

1986:20, Ouhalla 1994:109ff., Haegeman and 

Guéron 1999:108ff.), whereas representational 

grammars, which tend to be accepting of flatter 

structures, prefer the analysis in (12b) (e.g. Cu-

licover and Jackendoff 2005:131ff.). 

Surprisingly, Tesnière’s account of such data 

is more supportive of the analysis shown in 

(12a) than of the one in (12b). This is surprising 

because the very nature of dependency-based 

analyses of syntactic structure is that they must 

in many cases assume relatively flat structures. 

Tesnière called the small-clause-like construc-

tions illustrated with (11-12) propositional infin-

itives (ch. 182). Based primarily on data from 

Latin and Greek, he construed the propositional 

infinitive as the root of a clause-like substruc-

ture.  

The particular analysis he assumed is illus-

trated with the Latin sentence Credo Deum esse 

sanctum ‘I believe God to be holy’.  

(13)   credo    (stemma 307) 

        esse 

     Deum    sanctum 

The thing to note about this example is the fact 

that Tesnière construed Deum ‘God’ as a de-

pendent of esse ‘be’. His analysis was therefore 

similar to the analysis in (12a), both trees show-

ing the (to-)infinitive as the root of an infinitival 

clause. The main piece of evidence that he pro-

duces in favor of the analysis in (13) is that the 

entire propositional infinitive phrase can func-

tion as subject, whereby the logical subject of 

the infinitive, Deum in (13), remains in the accu-

sative case. Tesnière illustrated this fact with a 

different Latin sentence: 

(14)  erit 

Utile              adesse 

      fratrem 

            tuum 

Utile erit  fratrem   tuum  adesse. 

Useful will.be brother-ACC your-ACC  present 

‘Your brother’s presence will be useful.’ 

The fact that fratrem tuum remains in the accu-

sative case suggests strongly that fratrem tuum 

is indeed a dependent of adesse as shown in 

(14), for if fratrem tuum were a dependent of 

erit, we would expect to find the nominative 

case, frater tuus. In other words, the nominative 

frater tuus instead of the accusative fratrem tu-

um would be necessary if fratrem tuum were a 

dependent of the finite verb erit. It would be 

functioning syntactically like a normal subject 

and would therefore have to appear in the nomi-

native.  
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 Tesnière also notes that propositional infini-

tives occur in English (and French). The English 

example he produces is I suppose my friend to 

be very rich (ch. 182, §14). While he did not 

produce a tree to illustrate his structural analysis 

of this sentence, we can assume that he would 

have extended his analysis of the Latin examples 

to English, whereby the noun phrase my friend 

would be construed as a dependent of the split 

nucleus to be. 

While Tesnière’s analysis of propositional in-

finitives seems correct for the Latin and Greek 

data that he discussed, it is debatable whether 

the analysis shown in (13) can be extended to 

English examples. In fact there is strong evi-

dence suggesting that his analysis of the Latin 

and Greek examples does not extend to English. 

In other words, Tesnière’s analysis of small 

clause-like constructions was probably incorrect 

for English. A number of facts demonstrate this 

to be the case. For instance, the propositional 

infinitive cannot function as the subject in Eng-

lish, e.g. 

(15) a. *My friend to be very rich is supposed.  

But the object nominal can become the subject 

in the passive-like counterpart: 

(15) b.  My friend is supposed to be very rich.  

Furthermore, the object nominal can be a reflex-

ive pronoun that is co-referential with the sub-

ject: 

(15) c.  My friend supposes himself to be very 

     rich. 

And finally, constituency tests suggest that my 

friend to be very rich is not a constituent, e.g. 

(16) a. *My friend to be very rich I suppose. 

          - Topicalization 

d. *It is my friend to be very rich that I 

    suppose.   - Clefting.  

  e. 
??

What I suppose is my friend to be  

      very rich.   - Pseudoclefting 

  f.   What do I suppose? 
??

– My friend to  

  be very rich.   - Answer fragment  

If the object nominal were a dependent of the 

propositional infinitive, we would expect these 

constituency tests to identify the infinitival 

clause as a constituent. These data therefore 

point to the validity of the analysis in (12b), 

where the pronoun her and the infinitival phrase 

to be a genius do not form a constituent.    

 The conclusion to be drawn from this dicuss-

sion is that Tesnière’s analysis of propositional 

infinitives was perhaps correct for Latin and 

Greek, but it cannot be extended to English (and 

not to French). His analysis was therefore not 

nuanced enough. A syntactic construction that 

was productive in Latin and ancient Greek has 

become largely lexicalized in modern English, 

meaning that only a relatively small number of 

predicates in English (e.g. assume, believe, sup-

pose, take) subcategorize for such a proposition-

al infinitive.   

8  Exocentric structures 

As stated in the introduction, Tesnière never 

employed the term dependency grammar (Fr. 

grammaire de dépandence). In fact Tesnière 

rarely used the term dependent in the sense that 

it is understood today in modern DGs; he pre-

ferred the term subordinate instead. What this 

means is that at the point in time when Tesnière 

was developing his theory, the distinction be-

tween dependency- and constituency-based 

grammars did not yet exist. Or, to be more exact, 

the world of linguistics was not yet aware of the 

distinction. In this respect, one cannot assume 

that Tesnière was explicitly against the modern 

understanding of constituency as it is employed 

in phrase structure grammars today. While he 

was very explicit about his rejection of the bina-

ry division of the clause into a subject and a 

predicate (ch. 49) – this division being at the 

core of most constituency grammars – this fact 

did not prevent him for employing constituency 

elsewhere in his theory. 

 The modern understanding of dependency and 

constituency sees all dependency-based struc-

tures as endocentric (Osborne et al. 2011:325). 

In this regard, the adoption of X-bar Theory in 

the 1970s can be interpreted as a step in the di-

rection of DG, since X-bar Theory does not al-

low for exocentric structures. The distinction 

between endo- and exocentric structures is illus-

trated with the following representations: 

(17)   XP        YP   - Endocentric 

 a. X   Y  b. X   Y 
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    ZP         - Exocentric 

 c. X   Y 

An exocentric structure bears a category label 

that is unlike either of its constituent parts. Thus 

the structure in (17c) is exocentric because ZP is 

not XP or YP. Dependency by its very nature 

cannot acknowledge exocentric structures like 

the one in (17c); only endocentric structures are 

possible: 

(18)   X          Y  - Endocentric 

  a.   Y   b.  X  

Dependency’s rejection of the phonologically 

null nodes of constituency structures prevents 

dependency-based structures from acknowledg-

ing exocentric constituents. In other words, a 

given constituent in DG always bears the catego-

ry label of its root node.  

 The fact that Tesnière was (probably at least 

somewhat) unaware of these distinctions (de-

pendency vs. constituency, endocentric vs. exo-

centric) means that nothing prevented him from 

positing the existence of exocentric structures, 

for he was not attempting to produce a purely 

dependency-based theory of syntax. In fact, his 

theory of transfer (Fr. translation), which occu-

pies the second half of his book (300 pages), 

frequently employs constituency in order to in-

dicate transfer which, upon close examination, is 

revealed as an exocentric construction. This fact, 

i.e. that Tesnière utilized constituency to ac-

commodate the exocentric structures that he was 

positing, seems to have been overlooked in the 

reception of Tesnière’s work. In the more than 

50 years since the Éléments was first published, 

the fact that Tesnière was actually proposing a 

hybrid dependency-constituency model of syn-

tax is not acknowledged.   

  The theory of transfer starts with Tesnière’s 

claim that in European languages, there are only 

four basic categories of content words (ch. 33): 

nouns (O), adjectives (A), verbs (I), and adverbs 

(E). The abbreviations O, A, I, and E are a 

mnemonic device; they correspond to last letter 

of the Esperanto equivalents (ch. 33, §3). 

Tesnière took other word categories that most 

modern theories of grammar acknowledge 

(adpositions, determiners, conjunctions, pro-

nouns, etc.) to be indices, junctors (j), or trans-

latives (t) (ch. 38). Indices serve simply to indi-

cate reference; they are typically clitic pronouns; 

junctors indicate the presence of coordination 

(Fr. jonction); and translatives serve to transfer 

the category of a given word to another catego-

ry.  

 According to Tesnière, translatives are empty 

words and as such, they appear intra-nuclear, i.e. 

inside a split nucleus with a full word (ch. 40). 

They transfer the syntactic category of the full 

word in their nucleus to another category. For 

instance, the French preposition de ‘of’ often 

transfers the syntactic category of its object, 

which is a noun, to an adjective. The French 

subordinate conjunction que ‘that’ often trans-

fers the syntactic category of its complement, 

which is a verb, to a noun.  

 Tesnière employed special devices in his 

stemmas to indicate the presence of transfer. He 

positioned the base word and its translative equi-

level as sisters. He drew a vertical line separat-

ing the two, whereby the line was slanted at its 

base toward the translative. He drew a horizontal 

line above the two and placed the category re-

sulting from the transfer medially on top of the 

line (ch. 155). For example: 

(19)      A           A 

  a.  de  Pierre   b.   t  O 

Example (19a) is a concrete stemma, whereas 

(19b) is “virtual” (ch. 33), since it shows just the 

categories involved in the instance of transfer. 

Tesnière employs these graphic devices fre-

quently. For instance, he fills 16 pages at the end 

of his book with large tree diagrams (stemmas 

354-366), most of which contain multiple in-

stances of transfer.  

 The diagrams (19a) and (19b) show that 

Pierre is a noun (O), de is a translative (t), and 

that the two together function as an adjective 

(A). It should be apparent that these graphic rep-

resentations are manifestations of constituency, 

not of dependency. Constituency is evident inso-

far as de (t) and Pierre (O) are positioned as 

equi-level sisters that are dominated by the cate-

gory that they become together. Constituency is 

also evident in the fact that there are three cate-

gory labels (A, t, O) but only two words (de and 

Pierre). Furthermore, the entire unit is an adjec-

tive, a category distinct from either of the parts, 
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which means that an exocentric constituent ob-

tains.  

If one renders example (19a) using modern 

conventions for constructing trees, this is what 

one gets: 

(20)      A 

 a.  de   Pierre  

This tree is entirely constituency-based, a fact 

that is evident in that there are three nodes but 

only two words and in that the whole is an ad-

jective, a category distinct from either of its 

parts (t and O). The only clear difference that 

distinguishes this tree from modern constituen-

cy-based trees is the lack of “P”, which would 

indicate that the whole has the status of a phrase.   

Since Tesnière made massive use of transfer 

in his stemmas – a fact that is illustrated with the 

reproduction of stemma 357 below – means that 

one cannot argue that he sparingly augmented 

his dependency-based stemmas with constituen-

cy in order to accommodate some rare phenom-

ena. Instead, one is forced to acknowledge that 

his theory of sentence structure is a true hybrid 

that frequently combines dependency and con-

stituency.   

 

 

(21)                 deducebatur       (stemma 257) 

 

 

 ergo   iuvenis     a  patre  vel    a    propinquis   ad oratorem  apud  maiores  

 

  ille imbutus refertus    A             eum   A     nostros 

             qu- parabatur            qu- obtinebat  

  

 disciplina  iam  studiis    -i   foro  et   eloquentiæ        -i  locum 

 

    domestica   honestia                       principem 

                                  

                                   E 

                                  in  civitate 

 

Ergo apud majores nostros iuvenis ille, qui foro et eloquentiae parabatur, imbutus iam domes-

tica disciplina, refertus honestis studiis deducebatur a patre vel a propinquis ad eum oratorem, 

qui principem in civitate locum obtinebat. (Tacitus, Dialogue of Orators, 34) 

 

9  Conclusion 

This contribution has considered a few interest-

ing and noteworthy aspects of Tesnière’s theory 

of syntax. The motivation for the exploration has 

been a recent translation project, whereby 

Tesnière’s central work, Éléments de syntaxe 

structurale, is finally being translated into Eng-

lish. This project has provided the current author 

with the opportunity to take a detailed look at 

Tesnière’s ideas. As a result, the strengths and 

weaknesses of Tesnière’s theory are now be-

coming more apparent.  

 Arguably, Tesnière’s most brilliant insight 

was two-fold: he rejected the binary division of 

the clause into a subject and predicate, and in 

place of this division, he chose to position the 

verb as the root of all clause structure. This 

move allowed Tesnière to produce a truly novel 

theory of syntax. To the best of my knowledge, 

no one before Tesnière had thought to do this as 

clearly and as consistently as he did. The bril-

liance of Tesnière’s theory is also evident in the 

fact that his analysis of certain phenomena was 

visionary. His hierarchical analysis of auxiliary 

verbs, for instance, is basically accepted by most 

work in modern syntax. He also correctly identi-

fied the gapping and right node raising mecha-

nisms, an accomplishment for which he rarely 

receives credit.  

 On the other hand, certain weaknesses in 

Tesnière’s system have also come to light. 

Tesnière employed the term node (nœud) incon-
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sistently, which may have contributed to the 

misconception that dependency-based structures 

do not acknowledge constituents and phrases, 

and he had an unfortunate penchant for introduc-

ing obscure terminology. This practice may also 

have had a negative impact on the reception and 

spread of his ideas. Furthermore, Tesnière’s 

analysis of certain structures has not survived 

into modern theories of syntax, for instance he 

failed to see that prepositions are the heads of 

prepositional phrases and that a flat analysis of 

small-clause-like constructions in languages like 

English is more defensible than the more layered 

analysis he proposed.  

 Finally, the most noteworthy insight gained so 

far during the translation project occurred in the 

second half of the Éléments, where Tesnière pre-

sents his theory of transfer in great detail. He 

employed a graphic representation that is con-

stituency-based. In other words, he employed 

constituency to accommodate his exocentric 

analysis of certain phrase types. What this 

means is that Tesnière was actually not propos-

ing a purely dependency-based model of syntax, 

but rather he was proposing a hybrid dependen-

cy-constituency system.  
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Abstract 

This contribution provides a dependency 

grammar analysis of the distribution of 

floating quantifiers in English and German. 

Floating quantifiers are deemed to be “base 

generated”, meaning that they are not 

moved into their surface position by a trans-

formation. Their distribution is similar to 

that of modal adverbs. The nominal (noun 

or pronoun) over which they quantify is an 

argument of the predicate to which they at-

tach. Variation in their placement across 

English and German is due to independent 

word order principles associated with each 

language.  

1 Introduction 

The quantifiers all (in English) and alle (in 

German) in the following sentences are “float-

ing”: 

 (1) a. They  have  all  understood.  

b. Sie   haben alle verstanden. 

The noteworthy trait of these quantifiers is that 

they are positioned at a distance from the defi-

nite nominal (noun or pronoun) over which 

they quantify. In the examples here, all and 

alle are separated from the pronouns they and 

sie by the finite verbs have and haben. This 

situation is contrary to expectation, since the 

modifiers of nominals generally appear adja-

cent to them. Data such as (1a-b) are, however, 

a frequent occurrence, and the term floating 

quantifier has long been established in order to 

denote the phenomenon. Typical quantifiers 

that float in English are all, both and each, and 

in German alle ‘all’ and beide ‘both’.
1
  

 For the most part, there are two possible and 

competing theoretical analyses of floating 

quantifiers. The one is associated with trans-

formational syntax, the assumption being that 

the quantifier and nominal form a constituent 

at some underlying level of representation or 

stage of a derivation (e.g. Sportiche 1988, Ca-

rillo 2009). The quantifier ends up “floating” 

because its host nominal is moved out of its 

base position up the structure, whereby the 

quantifier remains behind. This approach is 

called the movement approach here. The other 

approach assumes that there is no movement 

(e.g. Dowty and Brodie 1984, Bobaljik 2003, 

Hoeksema 2012), but rather floating quantifi-

ers are a type of adverbial, and their distribu-

tion is similar to that of, for instance, modal 

adverbs (e.g. certainly, probably, mainly). This 

approach is called the adverb approach here.  

 Of these two approaches, this contribution 

rejects the first in favor of the second. It rejects 

the movement approach for two reasons, the 

first being that movement is not consistent 

with the tradition of dependency grammar 

(DG), a majority of DGs rejecting the move-

ments and derivational processes associated 

with transformational syntax, favoring repre-

sentations instead. The second reason for re-

jecting the movement approach is empirical. 

There are a number of problems with the 

movement approach (see Bobaljik 2003 and 

Hoeksema 2012), not the least of which is the 

fact that floating quantifiers at times quantify 

                                                           
1 Partitive quantifiers can also float, e.g. They were all of 

them deceived. The distribution of partitive quantifiers is 

not examined in this contribution, although they behave 

similarly to their non-partitive counterparts.  
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over material with which they cannot be con-

strued as forming a constituent at some under-

lying level or point in a derivation, e.g. 

(2) a.   Bob, Bill, and Tom have all called. 

  b. *All Bob, Bill, and Tom have called. 

Based on the unacceptability of (2b), it is diffi-

cult to see how the quantifier all in (2a) could 

be construed as forming a constituent with the 

subject Bob, Bill, and Tom at some underlying 

level or point in a derivation.     

 The adverb approach is more congruent with 

the DG tradition, since it sees the quantifier as 

“base generated” in its surface position. More 

importantly, it is supported by a number of 

empirical considerations, not the least of which 

is the simple observation that floating quantifi-

ers have a distribution that is similar to that of 

modal adverbs: 

(3) a. 
?
The kids likely will have been seen. 

  b.   The kids will likely have been seen. 

  c.   The kids will have likely been seen. 

  d. 
??

The kids will have been likely seen. 

(4) a. 
?
The kids all will have been seen. 

  b.   The kids will all have been seen. 

  c.   The kids will have all been seen. 

  d. 
??

The kids will have been all seen. 

The adverb approach is supported by the simi-

lar acceptability judgments across these two 

groups of sentences. The movement approach, 

in contrast, comes up short when confronted 

with these data, since it has no reason to put 

floating quantifiers on par with modal ad-

verbs.
2
  

 This contribution presents a DG analysis of 

the distribution of floating quantifiers in Eng-

lish and German, whereby the adverb approach 

is pursued. It will be demonstrated that the 

principle of distribution is consistent across the 

two languages. The differences that do exist 

across English and German are due to inde-

pendent principles of word order that have lit-

tle to do with floating quantifiers.   

                                                           
2 Note that by claiming that floating quantifiers distribute 

like modal adverbs, I am not claiming that floating quan-

tifiers are modal adverbs. A similar distribution does not 

necessitate that the two types of words belong to the 

same syntactic class.     

2 Floating? 

An analysis of floating quantifiers must first be 

in a position to distinguish between quantifiers 

that are and are not floating. In a DG, this task 

can be accomplished if one sees the quantifier 

as floating when its position in relation to the 

nominal it quantifies over would constitute a 

projectivity violation: 

Floating quantifier (initial version) 

A quantifier is floating if interpreting it 

as a dependent of a nominal that it quan-

tifies over would mean the presence of a 

projectivity violation in the dependency 

tree. 

Given this guideline, any time a quantifier is 

separated from the noun it quantifies over by 

one or more words that dominate the noun, that 

quantifier must necessarily be “floating”, e.g. 

(5)    have 

  They       been 

        all    helpful 

 a. They have  all  been  helpful. 

The crossing lines in this tree identify a projec-

tivity violation, which means the quantifier is 

floating.  

  The status of all as a floating quantifier in 

examples like (5) is beyond contention. There 

are other cases, however, where one might 

overlook the fact that the quantifier is floating, 

e.g. 

(6) The boys all left. 

Since the quantifier all is adjacent to the noun 

boys and it quantifies over boys, the guideline 

above does not necessitate that it be viewed as 

floating. Further considerations, however, de-

monstrate that all is not a dependent of boys in 

(6), which means it must be floating. When a 

quantifier attaches to the noun over which it 

quantifies, it attaches as a predependent, never 

as a postdependent, and when it appears as a 

dependent of a pronoun, it is always a postde-

pendent, never a predependent. These facts are 

visible in the following sentences:  

(7) a.   Fred liked all the candies. 

b. *Fred liked the candies all. 
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  c. *Fred liked all them.  

  d.   Fred liked them all. 

These sentences show that when a quantifier 

attaches to the noun it quantifies, it must be a 

predependent, but when it attaches to a pro-

noun, it must be a postdependent. These traits 

of nouns, pronouns, and quantifiers are proba-

bly motivated by prosodic factors, the quantifi-

er preferring to attach as a postdependent to 

prosodically weak elements.  

 The V2 principle of German delivers sup-

port for the conclusion. The V2 principle re-

quires one and only one constituent to appear 

as the predependent of the finite verb in stand-

ard declarative matrix clauses and w-

constituent questions, e.g. 

(8) a. *Die  Leute  alle kennen  es. 

     The  people all  know   it 

b.   Wir  alle  kennen  es.  

    we  all know  es 

(9) a.  *Welche Leute alle  hast du gehört? 

      Which people all have you heard? 

  b.    Wen alles hast du gehört?  

      who all have you heard 

When the left-most constituent before the fi-

nite verb is an NP, the quantifier cannot imme-

diately follow it, but if that element is a pro-

noun, the quantifier CAN immediately follow 

it. The V2 principle predicts that the b-

sentences would be bad like the a-sentences if 

the quantifier were floating in the b-sentences, 

for two constituents, not just one, would be 

preceding the finite verb. 

 The same sort of acceptability contrast 

shows up in English: 

(10) a. *Which people all did you see? 

  b.   Who all did you see? 

This contrast is explained in part if we assume 

that in English as well, only one constituent 

can precede the finite verb in such wh-

questions.   

 The following contrast further supports the 

general insight: 

(11) a. 
?
The boys all had done their work. 

  b.  The boys had all done their work. 

(12) a.  They all had done their work. 

  b.  They had all done their work.  

Sentence (11a) is marginally acceptable, the 

word order in (11b) clearly being preferred. 

This contrast in acceptability disappears in 

(12), where both word orders are fine. The dif-

ference is explained in part if one assumes that 

the quantifier all is floating in (11a), but it is a 

postdependent of the pronoun they in (12a).  

This peculiar asymmetry between nouns and 

pronouns with respect to quantifiers is, again, 

probably explained by prosodic considerations; 

the quantifier prefers to immediately follow a 

prosodically weak element (such as a pronoun 

or an auxiliary verb). This asymmetry must be 

kept in mind when exploring the distribution of 

floating quantifiers. What it means is that the 

guideline above is not completely accurate. 

The relevant criterion for identifying floating 

quantifiers is not whether its position necessi-

tates a projectivity violation, but whether the 

quantifier can be construed as a dependent of 

the nominal that it quantifies over. If it cannot, 

then it is floating. Thus in the case of (6), 

which is repeated here as (13a) with the de-

pendency structure added, the quantifier all is 

floating because it is a dependent of the verb, 

not of the noun: 

(13)          left 

      boys  all 

   The 

  a. The  boys  all left. 

(The arrow dependency edge marks a constitu-

ent that is not selected or subcategorized for by 

its head – in other words, it marks an adjunct.) 

But if the subject is a pronoun, the quantifier is 

a postdependent of the pronoun: 

(13)       left 

They 

      all  

b. They all left. 

Note that the analysis shown in (13b) does not 

prohibit the quantifier from floating if need be, 

e.g. 
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(13)           left 

   They probably all 

  c. They probably all left. 

These points motivate a reformulation of the 

guideline for identifying floating quantifiers: 

Floating quantifier (final version) 

A quantifier is floating if, for whatever 

reason, it cannot be construed as a de-

pendent of the nominal that it quantifies. 

3 Rising? 

A widespread means of addressing projectivity 

violations like the one shown in (5) is to as-

sume that the displaced constituent climbs up 

the structure and attaches to a word that domi-

nates its governor (e.g. Duchier and Debus-

mann 2001, Gerdes and Kahane 2001, Bröker 

2003:294). Groß and Osborne (2009) call this 

mechanism rising, and they indicate its pres-

ence in dependency trees using a dashed de-

pendency edge to mark the “risen” constituent 

and a g subscript to mark the governor of the 

risen constituent.
3
 On a rising analysis, the tree 

for sentence (5) might be as follows: 

(14)    have 

  Theyg    all  been  

             helpful 

  They have  all  been  helpful. 

This sort of analysis has been shown to be val-

id for the major types of discontinuities 

acknowledged in the literature (extraposition, 

scrambling, topicalization, wh-fronting) – see 

Groß and Osborne (2009) and Osborne et al. 

(2012). The analysis cannot, however, be valid 

for floating quantifiers. We know it cannot be 

valid for floating quantifiers because floating 

quantifiers can appear much lower down in the 

syntactic hierarchy, a fact that a rising analysis 

really cannot accommodate, since it would 

necessitate more than one instance of rising, 

e.g. 

                                                           
3 Groß and Osborne (2009) emphasize that the term ris-

ing should not be understood as indicating a transforma-

tional approach. They use the term as a convenient meta-

phor to denote a constellation in which the head of a giv-

en constituent is not its governor.  

(15)   will 

 Theyg    haveg all been 

              examined 

a. They will  have  all been examined. 

The rising analysis shown in this tree is im-

plausible because it sees both the quantifier all 

and the nonfinite VP been examined rising. 

There is no independent evidence that nonfi-

nite VPs headed by an auxiliary verb can rise 

in this manner. 

 A more plausible approach is to assume that 

the quantifier attaches as a postdependent to 

the infinitive auxiliary have: 

(15)   will 

  Theyg    haveg   

all been 

               examined 

b. They will  have  all been  examined. 

An alternative analysis here that attaches the 

quantifier all as a predependent to the partici-

ple been is implausible for reasons that will be 

made clear further below.  

The greater point to these examples is that 

many floating quantifiers appear too low in the 

syntactic hierarchy to allow an analysis in 

terms of rising. This insight leads immediately 

to the following question: then what is a float-

ing quantifier? As stated in the introduction, 

the current contribution follows an established 

tradition in assuming that floating quantifiers 

are essentially a type of adverb that has a dis-

tribution similar to that of modal adverbs.     

4 Why float? 

Floating quantifiers have similar quantifica-

tional powers to the corresponding non-

floating quantifiers. They are quantifying over 

a nominal, restricting or expanding the set of 

entities that can be denoted by the nominal. 

Thus the following two sentences translate to 

the same formula of predicate logic: 

(16) a. All the guests were hungry. 

  b. The guests were all hungry.  

   ∀x ((guest (x)) → (hungry (x))) 
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Given this complete overlap in meaning, one 

can ask why floating quantifiers exist: what do 

they accomplish? The answer to this question 

is that they can disambiguate utterances. 

 Dowty and Brody (1984) demonstrate that 

the use of a floating quantifier can disambigu-

ate an utterance. Floating quantifiers do not, 

namely, allow the scope ambiguities associated 

with their non-floating counterparts. The fol-

lowing sentence is ambiguous depending on 

whether the quantifier scopes over the nega-

tion, or vice versa: 

(17) a. All the women didn’t protest.  

     ∀x ((woman (x)) → ¬ (protest (x)))  

   ¬ ∀x ((woman (x)) → (protest (x))) 

When the quantifier floats, in contrast, the am-

biguity disappears: 

(17) b. The women all didn’t protest.  

∀x ((woman (x)) → ¬ (protest (x)))  

* ¬ ∀x ((woman (x)) → (protest (x))) 

c. The women didn’t all protest.  

   * ∀x ((woman (x)) → ¬ (protest (x)))  

   ¬ ∀x ((woman (x)) → (protest (x))) 

When a quantifier floats, scope is determined 

strictly by linear order; the logical operator that 

appears first in the left-to-right sequence takes 

scope over an operator that follows. 

 The ability of floating quantifiers to disam-

biguate utterances justifies their existence. 

5 C-command? 

The fact, however, that a floating quantifier is 

often not adjacent to the nominal that it quanti-

fies over should motivate one to question how 

it picks out its argument. Why, for instance, is 

the quantifier incapable of quantifying over the 

italicized constituent in the following sen-

tence? 

(18) *His parents’ idea has both upset him. 

This sentence fails obviously because the 

quantifier both cannot pick out his parents’ as 

its argument, but why not? 

 Some constituency grammars might seek to 

answer this question by appealing to c-

command, the assumption being that the argu-

ment of a floating quantifier must c-command 

its antecedent (e.g. Radford 2004:239, Cirillo 

2009:2). Given a DP analysis of noun phrases, 

however, it is not obvious that an explanation 

in terms of c-command will work, since such 

an analysis might take his parents’ to be a de-

terminer that heads the phrase and thus 

c-commands out of it.   

 An approach to the distribution of floating 

quantifiers in terms of c-command will clearly 

not work for languages such as Dutch and 

German, as pointed out by Hoeksema 

(2012:3), because these languages allow the 

floating quantifier to precede its nominal, as 

the following examples from German, taken 

from Hoeksema, demonstrate: 

(19) a. Alle haben  sie  gelogen. 

   all have  they lied 

   ‘They have all lied.’ 

  b. Beide  waren  sie  dabei. 

   Both  were  they present 

   ‘They were both present.’ 

The pre-verb position is widely believed to be 

the most prominent syntactic position, the one 

position that c-commands everything to its 

right. Thus there is no way that the subject 

pronouns sie and sie in these sentences can be 

construed as c-commanding the quantifiers.
4
 

 The relevant insight concerning sentence 

(18) is that his parents’ is not an argument of 

the matrix predicate, but rather it is embedded 

in an argument of the matrix predicate. In or-

der to be an argument of the matrix predicate, 

it would have to be directly dependent on it. 

The rule of quantifier binding is therefore that 

a floating quantifier can quantify only over an 

argument of the predicate to which it attaches: 

Principle of floating quantification 

A floating quantifier can quantify only 

over an argument of the predicate to 

which the quantifier attaches. 

It is important to note that predicates in de-

pendency structures are often multi-word cate-

nae (Osborne et al. 2012), that is, they consist 

of a word or a combination of words that are 

chained together by dependencies. Thus what 

                                                           
4 Unlike German, English never allows a floating quanti-

fier to precede its nominal. The difference across the two 

languages probably has to do with differences in how 

topicalization occurs.     
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this principle says is that a floating quantifier 

can quantify over a given nominal only as long 

as it attaches to any part of the predicate for 

which that nominal is an argument. 

 The catena concept as it bears on predicates 

is illustrated using the following structure: 

(20) may 

He    have 

        been 

           being 

              advised 

He may  have  been  being advised. 

The matrix predicate is in italics. Each of the 

auxiliary verbs, starting with the modal auxil-

iary, is part of the matrix predicate. We know 

that these verbs are part of the matrix predicate 

because they do not select any arguments and 

they thus do not each constitute a separate 

predicate. They certainly subcategorize for 

specific syntactic categories, but they do not 

semantically select any arguments; they con-

tribute only functional meaning to the core of 

the predicate represented by advised. Hence 

what the principle of floating quantification 

says is that by attaching to any one of the 

words of such a predicate catena, a floating 

quantifier is quantifying over one of the argu-

ments of that multi-word predicate catena. 

 The principle allows a floating quantifier to 

attach to a predicate that is embedded under a 

dominant control predicate, e.g. 

(21)    asked 

    They    us  to 

            all leave 

a.   They asked us  to  all leave. 

 b. *They asked  him  to  all  leave. 

Since the position of the quantifier between to 

and leave prevents it from attaching to the ma-

trix predicate asked, the quantifier is restricted 

to quantifying over the argument of the em-

bedded predicate to…leave, that argument be-

ing us/him.
5
 This explains the fact that all can-

                                                           
5 The quantifier in (21) is shown as a postdependent of 

the particle to. This analysis is plausible for a couple of 

reasons, the one being that English prefers right-

branching structures, and the other is that there is no evi-

not quantify over they, for they is an argument 

of asked, not of to…leave. Note that a basic 

trait of control predicates liked asked in (21) is 

that they assign one of their arguments to also 

be the subject argument of the infinitive predi-

cate that they embed. What this means is that a 

floating quantifier can attach to an embedded 

predicate yet still quantify over a dependent of 

the matrix predicate, as shown in (21).  

 The principle is also valid for German, e.g. 

(22)  haben 

 Sie      gebeten 

      uns       zu gehen 

            alle 

a. Sie haben uns gebeten, alle zu gehen.  

 they have  us  asked  all to leave 

b. *Sie haben ihn gebeten alle zu gehen. 

 they have  him asked  all to leave 

We again see that when the quantifier attaches 

to the embedded predicate, it is capable of 

quantifying over only the one argument of the 

embedded predicate, uns/ihn in this case. Note 

the status of all in (21) as a postdependent of 

to in contrast to alle in (22), which is a prede-

pendent of zu gehen. Zu-infinitives in German 

behave as single words in every respect, hence 

they are granted just a single node here.  

6 Pre- or postdependents? 

An aspect of floating quantifiers that has not 

been addressed so far in this contribution con-

cerns their status as either pre- or postdepend-

ents. Do they prefer to be pre- or postdepend-

ents of their heads? The answer to this ques-

tion is not obvious. In fact, an examination of 

the data suggests that floating quantifiers obey 

language specific constraints; they are at times 

predependents of their heads, and at other 

times postdependents, depending in part on the 

extent to which the language at hand prefers 

centrifugal (right branching) or centripetal (left 

branching) structures.   

The fact that quantifiers cannot attach to 

nouns as postdependents, as illustrated with 

                                                                                    
dence that floating quantifiers can attach as predepend-

ents to infinitives embedded under a finite verb. The 

issue is touched on below.  
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examples (7a-b), impacts the analysis of float-

ing quantifiers in relation to auxiliary and full 

verbs. In particular, it helps motivate the in-

sight that floating quantifiers only reluctantly 

attach as a predependent to finite auxiliary 

verbs in English, but they readily attach as 

predependents to finite full verbs: 

(23) a. 
?
The workmen all will show up. 

  b.  The workmen will all show up. 

(24)   The workmen all showed up.  

Sentence (23a) is marginal, the order in (23b) 

clearly being preferred, whereas sentence (24), 

where the floating quantifier also immediately 

precedes the finite verb, is perfectly fine. The 

reason for this contrast between auxiliary verbs 

and full verbs is not entirely clear, although as 

stated above, it probably has to do with pro-

sodic differences between auxiliary verbs, 

which tend to be unstressed, and full verbs, 

which tend to be prosodically more prominent. 

Floating quantifiers prefer to attach as postde-

pendents to prosodically weak words in Eng-

lish. If such a word is not available, only then 

do they readily attach as a predependent to a 

prosodically more prominent word.   

 Despite the fact that sentence (23a) is not 

very good, examples like (24) demonstrate that 

floating quantifiers can easily attach to verbs 

as predependents. But this insight does not 

clarify whether a floating quantifier that ap-

pears between two verbs of a predicate catena 

is a pre- or postdependent. For instance, which 

of the following two analyses is correct? 

(25)       were 

      dogs     both  fed 

   The           

  a. The dogs  were  both  fed.  

        were 

     dogs        fed 

   The       both     

  b. The dogs  were  both  fed. 

Three considerations support the analysis 

shown in (25a) over the one in (25b). The first  

is that English VPs are by and large right 

branching. In this regard, the analysis in (25b) 

would necessitate viewing both fed as a left-

branching VP, which does not seem right for 

English.  

 The second consideration supporting (25a) 

over (25b) has to do with the category status of 

the floating quantifier. One can make a case 

that floating quantifiers can be nominals, since 

quantifiers can appear as argument dependents 

of verbs, e.g. All is good, We saw both (of 

them), etc.  Nominals do not generally attach 

to nonfinite verbs as predependents in English. 

The analysis in (25a) accommodates this fact, 

whereas the analysis in (25b) contradicts it.  

 The third consideration supporting (25a) 

over (25b) is evident when a measure adverb 

appears in addition to the floating quantifier, 

e.g. 

(26) a.    The dogs are all completely fed. 

  b. *The dogs are completely all fed. 

Measure adverbs attach directly to the predi-

cate word that they modify. They can be dis-

placed with their head, e.g. Completely fed, the 

dogs definitely were. If all were a predepend-

ent of fed in (26), we would expect both sen-

tences to be acceptable. Since only (26a) 

works, we can assume that all is not attaching 

to fed as a predependent, but rather it must be a 

postdependent of are.  

  The analysis can be extended to similar cas-

es such as (15) above, which is repeated here 

as (27): 

(27)   will 

  They    haveg   

all been 

               examined 

 They will  have  all been  examined. 

The floating quantifier is taken as a postde-

pendent of have as opposed to as a predepend-

ent of been. The three considerations enumer-

ated for examples (25) and (26) extend to this 

case, where the quantifier appears lower in the 

structure.  

 Applying the reasoning to further cases, the 

account here sees floating quantifiers as pre- 

and postdependents of finite verbs, but gener-

ally only as postdependents of nonfinite verbs 

in English (overlooking an exception discussed 

below). This analysis does not extend to Ger-
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man, however, since there is clear evidence 

that floating quantifiers can be predependents 

of nonfinite verbs in German. Example (22) 

from above is repeated here as (28):   

(28)  haben 

 Sie      gebeten 

       uns       zu gehen 

            alle 

a. Sie haben uns gebeten, alle zu gehen.  

 they have  us  asked  all to leave 

The analysis shown here, where alle is a pre-

dependent of zu gehen, is the only plausible 

analysis for two reasons: because zu-infinitive 

phrases tend to behave as single constituents in 

German and because the only alternative 

would be to position the quantifier as a postde-

pendent of gebeten, which cannot be correct, 

since the nonverbal dependents of nonfinite 

verbs in German are by and large predepend-

ents, not postdependents.   

 The long and the short of these considera-

tions is that nonfinite verbs in English take 

floating quantifiers as postdependents in line 

with the tendency for nonfinite VPs in English 

to be right branching. In German in contrast, 

floating quantifiers attach to nonfinite verbs as 

predependents in line with the tendency for 

nonfinite VPs in German to be left branching.  

7 Predicate catenae 

The observations and reasoning employed 

above do not make the correct prediction for 

floating quantifiers in nonfinite clauses. When 

the floating quantifier appears in a clausal con-

stituent the head of which is a participle, for 

instance, the quantifier has the option to pre-

cede or follow the participle, e.g.  

(29) a. The beers all tasting the same, … 

  b. The beers tasting all the same,… 

(30) a. The boys both having been examined,..  

  b. The boys having both been examined,... 

The same optional position occurs in nonfinite 

clauses even when the predicate is not a verb 

form, e.g. 

(31) a. With the two girls both in love with it,.. 

  b. With the two girls in love with it both,.. 

These data suggest that the generalization ar-

rived at in the foregoing section cannot be cor-

rect. Nonfinite verb forms can in fact take 

floating quantifiers as predependents in Eng-

lish, as the a-sentences in (29-31) demonstrate.   

 To accommodate these additional data, the 

role of predicate catenae can be acknowledged. 

The relevant criterion for determining when a 

floating quantifier can be a predependent con-

cerns the root word of the predicate catena in-

volved. A floating quantifier can precede or 

follow the root word of a predicate catena, re-

gardless of whether this root word is a finite 

verb or not. Below this root word, however, a 

floating quantifier can attach to a nonfinite 

verb only as a postdependent:  

Distribution of floating quantifiers 

in English 

Floating quantifiers in English can at-

tach as a pre- or postdependent to the 

root word of a clause predicate, or as a 

postdependent to a nonfinite verb below 

the root.  

The principle is similar for German, the only 

difference being that the quantifiers attach as 

predependents to the nonfinite verbs below the 

root, not as postdependents: 

Distribution of floating quantifiers 

in German 

Floating quantifiers in German can at-

tach as a pre- or postdependent to the 

root word of a clause predicate, or as a 

predependent to a nonfinite verb below 

the root.  

Of course this rule cannot flout the V2 princi-

ple, meaning that floating quantifiers in Ger-

man cannot precede the finite verb of a matrix 

V2 (or V1) clause – see example (8a) above. 

They can easily precede a finite verb in VF 

clauses, though, e.g. 

(32) dass 

             essen 

       Hunde  alle 

     die 

  dass  die Hunde  alle essen 

  that  the dogs   all eat 

  ‘that the dogs are all eating’ 
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In sum, the distribution of floating quantifiers 

in English and German is similar, the same 

basic principle of distribution determining 

where they can appear. The differences that do 

exist across the two languages are explained by 

overarching principles of word order, i.e. SV 

vs. V2 word order and left vs. right branching 

VPs.  

8 Enigmatic behavior 

The two principles just produced are necessary 

conditions on the distribution of floating quan-

tifiers, but they are not sufficient ones. There 

are a couple of outstanding issues that can now 

be addressed, however briefly. The first con-

cerns the special behavior of all. As noted a 

couple of times above, the distribution of all 

seems to be determined in part by prosodic 

factors; it prefers to attach as a postdependent, 

rather than a predependent, to a prosodically 

unstressed element. Other quantifiers are more 

flexible, e.g. 

(33) a.   They will all solve the problem.  

  b. *They will solve the problem all. 

  c.   They will solve the problem all  

  before noon.  

(34 ) a.   They will both solve the problem. 

  b.  
?
They will solve the problem both.  

  c.   They will solve the problem both 

     before noon. 

The contrast in acceptability across the 

b-sentences must be due to prosodic factors, 

the weak quantifier all, which lacks an onset, 

seems to be prosodically reliant on some other 

word in context; it cannot appear in the pro-

sodically prominent spot at the end of sen-

tence. The quantifier both, in contrast, which 

has an onset, can appear in sentence final posi-

tion, although its appearance there is also not 

so good. When something follows the quantifi-

er as in the c-sentences, acceptability improves 

markedly in both cases. Thus these data 

demonstrate that prosodic considerations are 

an additional factor influencing the distribution 

of floating quantifiers. 

 Perhaps the most enigmatic trait of floating 

quantifiers in English is their reluctance to ap-

pear as a postdependent of a nonfinite form of 

the auxiliary BE, e.g. 

(35) a.   The guests will each be fed. 

  b. 
??

The guests will be each fed. 

(36) a.   They will all be trying hard. 

  b. 
??

They will be all trying hard.  

(37) a.   The two will have both been sneaky. 

  b. 
??

The two will have been both sneaky.  

There is a significant decrease in acceptability 

moving from the a- to the b-sentences. The 

source of this decrease is unclear, though, 

since the quantifier can easily attach as a post-

dependent to a form of HAVE, which is also an 

auxiliary like BE, as example (37a) demon-

strates.
6
  

 While it is unclear at this point why a nonfi-

nite form of the auxiliary BE does not readily 

accept a floating quantifier as a postdependent, 

one should note that the problem is not re-

stricted to quantifiers. Modal adverbs are also 

reluctant to appear immediately after a nonfi-

nite form of BE, e.g. 

(37) a.   They will probably be helpful. 

  b. 
??

They will be probably helpful. 

(38) a.   She has certainly been doing the work. 

  b. 
 ?
She has been certainly doing the work. 

What these examples show is that the unwill-

ingness of floating quantifiers to attach to non-

finite forms of BE is not restricted to them, but 

rather it is an aspect of the distribution of cer-

tain adverbial elements in general. These ele-

ments dislike the position between nonfinite BE 

and a full verb or other part of the predicate.   

9 Conclusion 

To conclude, the four highlights of the DG 

account of floating quantifiers presented above 

are repeated here: 

                                                           
6 One possible explanation might have to with the fact 

that nonfinite have cliticizes to other words, whereas 

nonfinite be, been, and being never do, e.g. 

 (i)  We would’ve done it. 

 (ii) *We would’e happy. 

 (iii) *We would have’n happy.  

This observation suggests that nonfinite forms HAVE may 

in fact be prosodically weaker than nonfinite forms of BE. 
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Floating quantifier 
A quantifier is floating if, for whatever rea-

son, it cannot be construed as a dependent 

of the nominal it quantifies over. 

Principle of floating quantification 
A floating quantifier can quantify only over 

an argument of the predicate to which it at-

taches. 

Distribution of floating quantifiers  

in English 
Floating quantifiers in English can attach as 

a pre- or postdependent to the root word of 

a clause predicate, or as a postdependent to 

a nonfinite verb below the root.  

Distribution of floating quantifiers 

in German 

Floating quantifiers in German can attach 

as a pre- or postdependent to the root word 

of a clause predicate, or as a predependent 

to a nonfinite verb below the root.  

And to restate these highlights in other words, 

a quantifier is floating if it cannot be construed 

as a dependent of the nominal over which it 

quantifies. Floating quantifiers attach to predi-

cates and quantify over an argument of these 

predicates. Their category status is that of a 

nominal, which means they distribute like 

nominals. In English, they tend to appear as 

postdependents of nonfinite verbs just like oth-

er nominals, and in German, they tend to ap-

pear as predependents of nonfinite verbs just 

like other nominals. When they attach to the 

root of a predicate catena, they can be a prede-

pendent or a postdependent, whereby prosodic 

factors can influence which is preferred.  

 A final comment considers the DG approach 

to floating quantifiers presented above in com-

parison to previous accounts, all of which are, 

to the best of my knowledge, constituency-

based. While notions such as catena, head, 

dependent, predicate, predependent, and post-

dependent can be defined over constituency-

based structures, doing so is more laborious, 

since the phrasal nodes complicate matters. In 

this respect, the DG approach presented here 

can claim superiority by virtue of its minimal-

ism.    
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Abstract
Exploiting data from a parallel treebank
recently developed for Italian, English and
French, the paper discusses issues related
to the development of a dependency-based
alignment system. We focus on the align-
ment of linguistic expressions and con-
structions which are structurally different
in the languages that have to be aligned,
and on how to deal with them using de-
pendency rather than constituency. In or-
der to analyze in particular the shifts re-
lated to syntactic structure, we present a
selection of cases where a dependency-
based and a constituency-based represen-
tation has been applied and compared.

1 Introduction

In the last few years several resources have
been developed for improving Machine Trans-
lation tools, applying corpus-based approaches.
Among them, there are parallel multilingual tree-
banks, which are also valuable for the extraction
of linguistic knowledge and for translation studies.
Their usefulness can be strongly improved by data
alignment in particular on the syntactic level, but
this task is very time-consuming if manually per-
formed and especially challenging for automatic
systems.
The main challenge for such kind of systems is
the alignment of linguistic constructions which are
expressed by different structures in different lan-
guages. Based on past work on translational diver-
gences, or shifts – according to Catford’s terminol-
ogy (Catford, 1965) – we thus present in this paper
a corpus-based analysis and a comparison, with re-
spect to translation shifts and their possible align-
ment, of parse tree pairs represented both in a de-
pendency and constituency-based format. The aim
of our research is to create a syntax-driven align-
ment system for parallel parse trees. Our intuition

is that, as it has been shown for other tasks, the
use of syntactic information on dependency rela-
tions and on the predicative structure provided by
annotated corpora can be useful while tackling the
alignment task, and, as a result, for translation pur-
poses. We therefore developed an alignment sys-
tem based on dependency information. While our
alignment system is now at a prototyping stage,
what we intend to define in this paper is a feasi-
bility study on the information that could be ex-
ploited by such system. Moreover, in order to ex-
amine whether and to what extent the dependen-
cies are able to capture parallelisms, we compared
them to a constituency representation. The obser-
vations emerged from this study, as well as being
the main focus of this paper, constitute the theoret-
ical framework upon which our alignment system
can be based. For the preliminary nature of our
research, the approach is strongly rule-based, and
this allows us to have more control over what in-
formation is actually relevant, and which is not.

The paper is organized as follows: after a pre-
sentation of the main contributions presented in
the last decade concerning parse tree alignment,
we describe the linguistic resource we used for our
study, focusing on both size and annotation for-
mats applied to the treebank. In the last sections
we provide some detailed analyses of the data, and
we present a selection of shifts where dependency
and constituency-based representations have been
compared, with final remarks on the observations
emerged from the comparison.

2 Parse tree alignment and related work

When it comes to parse tree alignment, the struc-
tures involved are mostly represented in the form
of syntactic constituents. Alignment of con-
stituency trees typically includes a sub-sentential
level: first, a lexical mapping is performed to ter-
minal nodes (i.e. words), then the non-terminal
nodes (i.e. phrases) are aligned so that ances-
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tor/descendant in the source tree are only aligned
to an ancestor/descendant of its counterpart in the
target tree (Tiedemann, 2011; Tinsley et al., 2007;
Wu, 1997). Constituency paradigm is still the
most common and widespread in the field of pars-
ing and treebank development, and phrase align-
ments are considered useful for Syntax-based Ma-
chine Translation (which is, in fact, the main
use of aligned parallel resources) (Chiang, 2007;
Tiedemann and Kotzé, 2009), or for annotating
correspondences of idiomatic expressions (Volk et
al., 2011). Furthermore, they were also used to
make explicit the syntactic divergences between
sentence pairs, as in Hearne et al. (2007). In this
work in particular the major benefit from align-
ing phrase structures is claimed to be the oppor-
tunity to infer translational correspondences be-
tween two substrings in the source and target side
by allowing links at higher levels in the tree pair.

Our hypothesis is based on the fact that certain
equivalence relations, despite divergences in trans-
lations, can be detected using dependency trees.
This hypothesis is supported in literature by some
previous work on the alignment of deep syntactic
structures. For example Ding et al. (2003) devel-
oped an algorithm that uses parallel dependency
structures to iteratively add constraints to possi-
ble alignments; an extension of such work is that
of Ding and Palmer (2004), who used a statisti-
cal approach to learn dependency structure map-
pings from parallel corpora, assuming at first a free
word mapping, then gradually adding constraints
to word level alignments by breaking down the
parallel dependency structures into smaller pieces.
Mareček et al. (2008) proposed an alignment sys-
tem of the tectogrammatical layer of texts from
the Prague Czech-English Dependency Treebank1

with a greedy feature-based algorithm that ex-
ploits some measurable properties of Czech and
English nodes in the corresponding tectogrammat-
ical layers. Among these works, three in partic-
ular presented a common approach consisting in
the creation of an initial set of word alignment
which is then propagated to the other nodes in the
source and target dependency trees using syntac-
tic knowledge, formalized in a set of alignment
rules (Menezes and Richardson, 2001; Ozdowska,
2005) or extracted by means of unsupervised ma-
chine learning techniques (Ma et al., 2008).

Our approach to the alignment task has been

1http://ufal.mff.cuni.cz/pcedt2.0/

largely inspired by such works. What we seek to
verify is how such an approach can be a valid al-
ternative to classical phrase-based ones, especially
when encountering translational shifts and linguis-
tic differences of various nature.

3 Annotations and data

In this section we describe the data exploited in
our study, focusing on the dependency and con-
stituency formats applied to the parallel treebank,
together with a brief overview of its size and con-
tent.

3.1 Annotation formats

The resource exploited in this study, i.e. ParTUT2,
is a parallel dependency treebank annotated ac-
cording to the principles and using the same tags
for Part of Speech (PoS) and syntactic labels of the
Italian monolingual treebank TUT (Turin Univer-
sity Treebank3), whose format has been the refer-
ence for parsing evaluation campaigns4, on which
is currently defined the state-of-the-art for Italian.
TUT trees can be partially compared to surface-
syntactic structures (SSyntS) as proposed in the
Meaning-Text Theory (Melčuk, 1988) and to the
analytical layer in the Prague Dependency Tree-
bank style (Böhmová et al., 2003).
As far as the native TUT dependency format
is concerned, it uses projective structures whose
nodes are labeled with words, and whose arcs are
labeled with the names of syntactic relations. Fig-
ure 1 shows an example of a typical TUT tree.
The arc labels include two components: the sec-
ond one specifies if the dependent is an argument
(ARG) or a modifier (in this case there are only
restrictive modifiers: RMOD). The first compo-
nent is the category of the governing item, in case
the relation is ARG, or of the dependent, in case
of RMOD. In some cases, the subcategory (type)
is also included (after the plus sign). So PREP-
RMOD should be read as prepositional restrictive
modifier and DET+DEF-ARG as argument of a
definite determiner. Note that, in TUT, the root
of noun groups is the Determiner (if any), while
the root of a prepositional group is the Preposi-
tion, as prescribed in the Word Grammar (Hudson,
1984) theoretical framework. In the actual TUT

2http://www.di.unito.it/˜tutreeb/
partut.html

3http://www.di.unito.it/˜tutreeb
4http://www.evalita.it/
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there is a third component (omitted here) concern-
ing the semantic role of the dependent with re-
spect to its governor. An important feature is that
the format is oriented to an explicit representation
of the predicate-argument structure, which is ap-
plied to Verb, but also to Nouns and Adjectives;
to this end, a distinction is drawn between mod-
ifiers and subcategorized arguments and between
surface and deep realization of any admitted ar-
gument. TUT format is also enhanced by a trace
filler mechanism to deal with discontinuous struc-
tures, pro-drops and elliptical constructions. Fur-
thermore, compound nouns and contracted forms
are split into their components, with an associated
node in the parse tree for each of them. The same
happens for multi-word espressions, where each
of their components is associated with a different
node, although in this case they share the same
lexical (i.e lemma) and morpho-syntactic informa-
tion. This means, for example, that the Italian
preposition in the example Figure ”dei”, resulting
from the contraction between the preposition ”di”
(of ) and the masculine plural article ”i” (the), is
split in two distinct nodes for each of their compo-
nents.

Figure 1: Example of the Italian sentence
”Dichiarazione Universale dei Diritti dell’Uomo”
(Universal Declaration of Human Rights) anno-
tated in the TUT format.

The resource has been made available by con-
version also in other formats, among them TUT-
Penn, a format compliant (except for a few aspects
described below) with the English Penn Treebank
(PTB) standard. TUT-Penn has a richer morpho-

syntactic tag set than Penn format, but it imple-
ments almost the same syntactic structure. With
respect to the syntactic annotation, it differs from
PTB only for some particular constructions and
phenomena. It features, for example, a special
representation for post-verbal subjects: though a
quite common phenomenon in Italian, this is typ-
ically challenging for phrase structures (since the
subject is considered as external argument of the
VP). The standard PTB inventory of null elements
is also adopted in TUT–Penn, but while for En-
glish null elements are mainly traces denoting con-
stituent movements, in TUT–Penn they can play
different roles: zero Pronouns, reduction of rela-
tive clauses, elliptical Verbs and also, as said be-
fore, the duplication of Subjects which are posi-
tioned after Verbs.

These two types of representation, i.e. TUT and
TUT-Penn, are those used in our study (in Figure
2 the two formats are shown in parallel)5; the ob-
servations emerged during their comparison with
respect to the alignment issue are described in Sec-
tion 5.1.

3.2 Data set size and content

ParTUT includes 3,184 sentences corresponding
to 85,821 tokens: 28,772 for Italian, 30,118 for
French and 26,931 for English, organized in dif-
ferent sub-corpora and text genres, as outlined in
Table 1. The content of each corpus varies from
legal texts, namely legislative texts of European
Community (JRCAquis)6, to texts extracted from
the proceedings of the European Parliament (Eu-
roparl)7 and the Creative Commons license (CC)8,
from the Universal Declaration of Human Rights
(UDHR)9 to instructions on how to create a new
Facebook account (FB) and multilingual transcrip-
tions of TED talks10 (WIT3)11.

Although the limited size of the treebank, which
is still far from being a representative resource of
the languages involved, the variety of genres in-
cluded in the collection also allows to detect some

5While for the implementation of the alignment tool we
use data annotated with TUT labels but formatted in CoNNL
tabs.

6http://langtech.jrc.it/JRC-Acquis.html
7http://www.statmt.org/europarl/
8http://creativecommons.org/licenses/by-

nc-sa/2.0
9http://www.ohchr.org/EN/UDHR/Pages

/SearchByLang.aspx
10http://www.ted.com/talks
11https://wit3.fbk.eu/
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relevant linguistic phenomena and their regularity.

Corpus sentences tokens
JRCAcquis It 181 5,984
JRCAcquis En 179 4,705
JRCAcquis Fr 179 6,580
UDHR It 76 2,072
UDHR En 77 2,293
UDHR Fr 77 2,329
CC It 96 3,252
CC En 88 2,507
CC Fr 102 3,097
FB It 115 1,893
FB En 114 1,723
FB Fr 112 1,964
Europarl It 505 14,051
Europarl En 515 14,204
Europarl Fr 480 14,480
WIT3 It 97 1,520
WIT3 En 92 1,499
WIT3 Fr 99 1,668
total 3,184 85,821

Table 1: Corpora and size of ParTUT

4 Data analysis

We applied several different analyses to the data
using a set of tools which take, as input, data in the
native TUT format. The assumptions of our anal-
ysis are based on preliminary studies (Sanguinetti
and Bosco, 2012) on the presence, and their classi-
fication, of translation shifts in the dataset. The re-
sults of those studies had shown that, as expected,
the highest number of shifts occurred essentially
on the morpho-syntactic and, especially, structural
level (see Section 5 for their description). In or-
der to both support and integrate those prelimi-
nary studies, in the current analysis we focused
our attention basically on the degree of structural
complexity of the texts in the different languages,
described in terms of word order and dependency
distance (Hudson, 1995). We also selected these
two metrics as they are good indicators of potential
cross-linguistic differences and translational diver-
gences, as well as discrepancies in the structural
representation using different formalisms.
As a side effect of the application of these tools,
we also obtained a validation and an improved
quality of the data set.

4.1 Word order

As for the word order (whose statistics are sum-
marized in Table 2), although the high number of
contributions in literature on the matter, it is diffi-
cult to find quantitative and cross-language results
about the behavior of languages with respect to the
movement of major constituents within the sen-
tence structure. A reliable and wide study about
word order should be based on a carefully bal-
anced very large dataset, and this goal is beyond
the scope of this work. The limits of our analysis
are those imposed by the limited size and content
of the dataset currently available, the results ob-
tained, however are in line with common knowl-
edge on typical behaviours of English, Italian and
French with respect to this issue.
In our analysis, we focused mainly on four ele-
ments, i.e. Verb, Subject, Object and Comple-
ment12 and on their relative positions within the
sentence. We excluded in advance from the anal-
ysis data such as marked structures, interrogative
and relative clauses, or infinitival structures, in
order to concentrate our attention on unmarked
declarative clauses only. For the same motivations
we did not consider expletive, progressive and pas-
sive structures. The remaining verbal structures
consist of 782 clauses for English, 886 for French
and 597 for Italian distributed within the three
monolingual treebanks. The far smaller amount of
verbal structures taken into account for Italian is
motivated by the exclusion of structures affected
by pro-drop, i.e. the absence of subject in finite
clauses, which occurs 32.6% of unmarked declar-
ative verbal structures.
The most frequent word order for all the three lan-
guages is the classical SVO, as assumed in lit-
erature (Dryer, 1998); however, if we focus our
attention on the relative position of Subject and
Verb, a typical issue that can be problematic for
constituency-based formats, we can see that this
phenomenon is quite rare in French (4.7%) and
English (7.3%), but far more frequent in Italian
(17.1%) verbal structures. Such figures, as far as
Italian language is concerned, are in line with the
results obtained in previous studies on the influ-
ence of the constituent order on data-driven pars-
ing (Alicante et al., 2012), where the Subj/Verb
order is attested at 79.10% and its inverted order

12We encompassed on the label Compl the Indirect Object,
the Agent complement, predicatives and other indirect com-
plements that act as arguments of the verb encountered.
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at 20.90%.

Language order frequency
Italian (597) Subj/Verb(/Obj) 74.5%

Subject after Verb 17.1%
Compl between 9.9%

French (886) Subj/Verb(/Obj) 82.4%
Subject after Verb 4.7%
Compl between 9.4%

English (782) Subj/Verb(/Obj) 88.5%
Subject after Verb 7.3%
Compl between 1.02%

Table 2: Word order in the ParTUT languages.

The well-known assumption that English is fea-
tured by a fixed word order, with respect to French
or Italian, is clearly attested by our results also
observing that in the former it is very rare that a
Complement or an Object is positioned between
Subject and Verb. In Italian and French vari-
ous kinds of Complements can be positioned be-
tween Subject and Verb13, thus making the struc-
ture more complex.

4.2 Dependency distance

Concerning the results obtained in the analysis
of dependency distance, which is measured here
as the distance between words and their parents
in terms of intervening words (Hudson, 1995),
we considered also its correlated measure, that
of dependency direction, i.e the contrast between
governor-initial (which means that the position
number of the governor is lower than that of the
dependent) and governor-final dependencies (see
Table 3). In view of a comparison with a con-
stituency representation, this measure is a good in-
dicator of how the relationship between a depen-
dent and its head, within a dependency framework,
is still preserved despite their distance, and the di-
rection of this distance. This seems even more im-
portant when we have to find correspondences be-
tween parallel parse trees in different languages.

The distance is reported in terms of per-
centage of dependencies, while the direction is
expressed by the labels POS (POSITIVE, i.e.
governor-initial cases) and NEG (NEGATIVE, i.e.
governor-final cases). With respect to this mat-

13Such complements are mainly in the form of clitics ex-
pressing a direct or indirect object (”me l’ont demandé” –
I was asked to), or predicative complements (”non lo sono
mai” – they are never like that)

ter, we observed that English has a higher number
of dependency relations with governor-final cases
(25.19%), although their distance is lower if com-
pared to Italian and French. This could be easily
explained by the higher frequency of English pre-
modifiers, with respect to Italian and French.

Despite the small amount of data available for
our experiments, from a comparison of the data for
the Italian in ParTUT and those extracted from the
TUT monolingual treebank14 (a more extended
dataset, with a different text composition from the
multilingual treebank) there is a substantial simi-
larity with respect to dependency distance and its
direction (see the rightmost column in Table 3). In
light of this, we expect similar results for English
and French as well, once we can rely on a larger
dataset.

Distance En. Fr. It. TUT
POS 74.81 81.91 81.01 76.65
POS <=10 98.12 97.89 97.72 97.88
10 > POS < 20 1.43 1.64 1.72 1.62
POS >= 20 0.45 0.47 0.56 0.49
NEG 25.19 18.09 18.99 18.59
NEG <=10 95.70 92.81 93.62 92.24
10 > NEG < 20 2.99 4.91 4.54 5.17
NEG >= 20 1.31 2.28 1.84 2.58

Table 3: The table shows statistics on dependency
distance and direction distributed per language,
with a comparison of Italian data of ParTUT with
the overall figures extracted from the monolingual
treebank TUT.

5 Translation shifts and their alignment

The search for matches between pairs of non-
isomorphic trees requires an extended knowledge
(whether formalized by a set of rules or learned
automatically) on the divergences, or shifts, that
may occur during the translation process. While
designing our alignment system, we attempted in
a first step to determine what types of shifts may
be encountered in ParTUT. The classification was
made on a sample of the treebank sentences ex-
tracted from each of the sub-corpora that compose
the collection.

This comparison led to a first basic classifi-
cation15 which includes essentially three levels:

14The treebank currently consists of 3,542 sentences and
102,150 tokens.

15It was difficult to establish a clear-cut disticntion for each
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morpho-syntactic (Category Shifts) and syntactic
level (Strucutral Shifts) on one hand, and that of
meaning (Semantic Shifts) on the other16.
Category Shifts may involve a change in the Part
of Speech;
Structral Shifts are the most complex and include
a number of different situations that can be deter-
mined both by linguistic constraints imposed by
the respective languages, or, more simply, by in-
dividual translator’s choice. Structural shifts may
thus comprise cases of:
– different word order and discontinuous corre-
spondences;
– passivization/depassivization;
– function word introduction/elimination;
– conflation (i.e. tre translation of two words using
a single word equivalent in meaning);
– paraphrases; – idioms.
Semantic Shifts mainly concern the level of
meaning; they include cases of:
– addition/deletion (i.e. the introduction or elimi-
nation of pieces of information);
– mutation (whenever the correspondence is char-
acterised by a high degree of fuzziness, or the con-
tent substantially differs).

In order to handle properly with such diver-
gences, we therefore designed an alignment sys-
tem that starting from a lexical mapping of the
nodes in the tree pair, it moves outwards to the un-
aligned nodes using the information available on
syntactic structure, with a focus in particular on
the argument structure (which, in ParTUT is ap-
plied to Nouns and Adjectives as well).
The algorithm, which is currently in a prototype
implementation stage, includes two distinct steps,
respectively referring to the lexical level and to
syntactic dependencies.
Step 1: lexical correspondences are identified and
stored in lexical pairs; the mapping of source and
target nodes is carried out by means of a proba-
bilistic dictionary created using the IMB Model 1
implementation in the Bilingual Sentence Aligner
(Moore, 2002).

kind of shifts, especially when multiple divergences cooc-
curred. Their classification was made based on the predomi-
nant aspects that characterize each shift.

16This classification is similar in spirit to the work by
Cyrus (2006), Dorr (1994) and Melčuk and Wanner (2006),
and partially adopts their terminology and definitions. In par-
ticular, like in Cyrus (2006), we opted for maintaining the
notion of shift as, in our view, particularly conveying the idea
of the transfer that takes place during the process of transpo-
sition of meaning from one language to another.

Step 2: starting from the lexical pairs obtained in
the first step, correspondences between neighbour-
ing nodes are verified comparing in parallel the re-
spective relational structure, such that:

ds > dt if:
(ws;wt)
rel (ws;ds) = rel(wt;dt)

where ds and dt are a source and a target node
of a tree pair whose governors are the word ws

and its counterpart wt; ds and dt can be aligned
(ds > dt) whenever their governors are selected
as anchor pair (ws;wt) during the lexical map-
ping step, and the syntactic relation rel (ws;ds)
between the source anchor word ws and its de-
pendent ds is the same as rel(wt;dt), i.e. that be-
tween the target anchor word wt and its dependent
dt. This means that, for example, in the expres-
sions ”no one” – ”nessun individuo”, given the an-
chor pair (no; nessun), and the syntactic relations
ARG(no; one) and ARG(nessun; individuo), then
the alignment can be expanded to the dependents
(one;individuo).

Our hypothesis is that tree alignment of depen-
dency structures could work because, besides lex-
icon, it is based on predicative structure, which
(provided that this is shared by the two parse trees)
will remain stable in different languages despite
variations in the realization of the constituents; as
a result, whenever the algorithm attempts to search
for correspondences between a source and a target
dependency tree, it may be able to find, within a
reasonable distance from the head of a predicative
structure, the relations that make up that structure.
This reasonable distance can be approximated by
taking into account the elements we reported in the
analysis on word order and dependency distance.

5.1 Constituency and dependency:
cross-linguistic comparison

In the previous section, we described the overall
framework of our alignment system; in this
section, we attempt to describe its strengths and
weaknesses while comparing trees in ParTUT
as represented in the dependency-based TUT
format and in the constituency-based converted
format TUT-Penn. The comparison mainly deals
with the types of shift introduced in Section 5.
What emerged from this investigation is that the
choice to compare sentence pairs considering
their deep structure and relations, rather than
grouping them together into constituents, can help
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to overcome some of the limitations imposed by
such non-isomorphism. This proved true in the
case of category shift. With respect to the classic
case of nominalization, for example, while a
hierarchical costituency representation gives rise
to two different phrases, dependents identification
of corresponding heads is facilitated by the fact
that, as mentioned in Section 3.1, even Nouns
are assigned a predicative structure. Dependents
are therefore labeled as arguments of a same
predicative structure, as in the example below17:

(1a) TUT:

1-improving[TOP] 2-the[1;OBJ] 3-efficiency[2;ARG]

1-l’[TOP] 1-amélioration[1;ARG] 3-de[2;OBJ] 4-l’[3;ARG]

5-efficacité[4;ARG]

(The improvement of the efficiency)18

(1b) TUT-Penn:

(VP (V Improving) (NP (ART the) (N efficiency)))

(NP (ART L’) (NP (N amélioration) (PP (PREP
de) (NP (ART l’) (N efficacité)))))

As they include linguistic aspects of various
nature, structural shifts require broader and more
articulated considerations. On the one hand
the dependency structure, and in particular the
predicative structure as encoded in TUT, once
again may be useful in overcoming translational
divergences and reducing them to a common
structure. This is the case, for example, for
long-distance dependencies - which are difficult
to represent as such in a phrase structure - but
also for word order. Below we report an English-
Italian bisentence that may exemplify this issue:

(2a) TUT:

1-the[18;SUBJ] 2-exchange[1;ARG] 3-of [2;RMOD]

4-information[3;ARG] 5-on[4;RMOD]

6-environmental[9;RMOD] 7-life[8;RMOD]

17The examples are here represented in a compact form
where only the major annotated information is shown:
for each dependency node we provide information on
position-word[governorposition;relation], while for con-
stituency only some phrase label is abbreviated. Each ex-
ample reports a sentence pair where the source language is
always English and the target language is Italian or French.
Bold characters are used to highlight the dependency distance
between a head and its dependent in the linear order of the
sentence (see example 2a and 2b).

18The glosses for non-English examples are intended as lit-
eral and do not necessarily correspond to the correct English
expression.

8-cycle[9;RMOD] 9-performance[5;ARG]

10-and[5;COORD] 11-on[10;COORD2ND] 12-the[11;ARG]

13-achievements[12;ARG] 14-of [13;RMOD]

15-design[16;RMOD] 16-solutions[14;ARG] 17-is[18;AUX]

18-facilitated[TOP]

1-è[2;AUX] 2-agevolato[TOP] 3-uno[2;SUBJ]

4-scambio[3;ARG] 5-di[4;RMOD] 6-informazioni[5;ARG]

7-su[6;RMOD] 8-l’[7;ARG] 9-analisi[8;ARG] 10-di[8;RMOD]

11-la[10;ARG] 12-prestazione[11;ARG]

13-ambientale[12;RMOD] 14-di[12;RMOD] 15-il[14;ARG]

16-ciclo[15;ARG] 17-di[16;RMOD] 18-vita[17;RMOD]

19-e[7;COORD] 20-su[19;COORD2ND] 21-le[20;ARG]

22-realizzazioni[21;ARG] 23-di[22;RMOD]

24-soluzioni[23;ARG] 25-di[24;RMOD]

26-progettazione[25;ARG]

(is facilitated an exchange of information on
the analysis of the environmental life cycle
perfomance and on the achievements of design
solutions.)

(2b) TUT-Penn:

( (S (NP (NP (ART The) (N exchange)) (PP
(PREP of )(NP (NP (N information))(PP (PP
(PREP on)(NP (NP (NP (N life)) (N cycle)) (NP
(ADJ environmental) (N performance))))(CONJ
and)(PP (PREP on)(NP (NP (ART the) (N
achievements))(PP (PREP of )(NP (NP (N
design)) (N solutions)))))))))(VP (V is)(VP (V
facilitated)))) )

( (S (VP (V é) (VP (V agevolato)(NP (ART
uno)(N scambio))(PP (PREP di)(NP (NP (N
informazioni))(PP (PREP su)(NP (NP (ART l’)(N
analisi))(PP (PREP di)(NP (ART la)(NP (N
prestazione))(ADJP (ADJ ambientale)(PP (PREP
di) (NP (NP (ART il) (N ciclo)) (PP (PREP
di)(NP (NP (N vita))(CONJ e)(PP (PREP su)(NP
(NP (ART le) (N realizzazioni))(PP (PREP
di)(NP(NP (N soluzioni))(PP (PREP di)(NP (N
progettazione))))))))))))))))))))))

The English sentence presents a standard Subj-
Verb order, although their dependency distance
(as measured with the tools used for analysis de-
scribed in Section 4) equals to 17; on the contrary,
its Italian counterpart shows a Verb-Subj order
with a positive dependency distance of 1. While
such figures affected the phrase structure repre-
sentation, mainly because of the post-positioned
Subject in the Italian version, this was not the case
in dependency analysis, where the respective ar-
guments of the corresponding verbs were appro-
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priately assigned, despite the high distance of the
Subject from the main verb in English, thus pre-
serving the parallelism between the two structures,
and as a result, their alignment.

The same can be said for passivization, which
can be easily detected and aligned by means
of the explicit representation of deep relations.
Considering the bisentence below, for example,
a common predicative structure can be observed
for the main verbs in the respective languages,
although in the passive form surface syntactic
roles are also expressed, so as to specify that the
verb has undertaken a transformation: the surface
Subject is thus linked to its predicate with the
relation [OBJ/SUBJ], meaning that it corresponds
to a deep Object. While in the phrase structure
the arguments of the predicate are moved during
transformation, resulting in a different realization.

(3a) TUT:

1-we[2;SUBJ] 2-allow[TOP] 3-accounts[2;OBJ]

1-gli[4;OBJ/SUBJ] 2-account[1;ARG] 3-sono[4;AUX]

4-consentiti[TOP]

(accounts are allowed)

(3b) TUT-Penn:

((S (NP (PRO we)) (VP (V allow) (NP (N
accounts)))) )

((S (NP (ART gli) (N account)) (V sono) (VP (V
consentiti))) )

A more tricky cases are those of paraphrases,
idioms and the conflation of two lexical items into
a single item semantically equivalent. In Fig-
ure 2 we represented in a graphic form an exam-
ple of paraphrase, where a Verb in English is ex-
pressed with a Verb followed by the nominalized
form of the English Verb in Italian, and of an id-
iom in English and its translation in French. In
the sub-class of idioms we also included multi-
word expressions: although their overall pres-
ence in the treebank is not so relevant (1,15%
in Italian, 0,86% in French and 0,05% in En-
glish), it is a phenomenon that we should take
into account, as they share with idioms the fea-
tures of non-compositionality and an idiosyncatic
use, which make them a very complex linguguis-
tic phenomenon for several NLP tasks, not only
in the alignment issue. It should also be pointed
out that, despite the problematic identification of
a multi-word unit, in the TUT format a number

of these linguistic items are already recognized as
such. This means that the aligner also can take ad-
vantage of this information, as it is provided in the
annotation.

All the aspects mentioned here share some pe-
culiarities that require particular consideration:
the difficult identification of these cases, by virtue
of both the absence of a direct lexical mapping
and a different syntactic realization, may see the
need to introduce a more extensive hierarchical
notion, such as that of dependency substructure, or
treelet, introduced in Ding and Palmer (2004)19.
This could be useful in order to capture possible
translational matches at a higher level, abstract-
ing away from pure relations between individual
nodes (supporting, though from a dependency per-
spective, what suggested in Hearne et al. (2007),
also reported in Section 2).
Contrarily, for example, to Mel’čuk and Wanner
(2006), where the level considered (i.e. the deep-
syntactic structure, DSyntS) is abstract enough
to avoid all types of lexical and syntactic diver-
gences, the dependency format considered in this
study, despite the explicit annotation of argumen-
tal roles, is more oriented to the representation
of the surface dependency structure. The obser-
vations posed above, and the examples in Fig-
ure 2 suggested us the hypothesis that to over-
come these limitations while attempting to map di-
vergent (though translationally equivalent) struc-
tures, it is necessary to integrate the current align-
ment system with an additional layer of abstrac-
tion, such that:

d(s1, ... , sn) > d(t1, ... , tn) if:
(ws;wt)
rel (ws;d(s1, ... , sn)) = rel(wt;dt)

where n is the number of nodes comprised in the
substructure, and (ws; wt) is the lexical pair used
as the closest anchor point from which the align-
ment can be expanded. This means that more than
one node that goes down from ws could be aligned
to the subtree that goes down from ds; i.e., for ex-
ample, that in the expression given in Figure 2 ”to
bring that home” – ”pour vous faire comprendre”,
given the anchor pair (to; pour) and the syntac-
tic relations ARG(to; bring) and ARG(pour; faire)
the descending nodes could then be aligned.

19As pointed out by the authors, the choice of the term
treelet was made in order to avoid confusion with subtree, as
treelets do not necessarily go down to every leaf.
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Figure 2: Graphic representations in TUT (on the left side) and TUT-Penn (on the right) of two tree
pairs. The first reports a paraphrase in English, ”to achieve the promotion”, of a single Italian verb,
”promuovere” (“to promote”); the second one represents an English idiom,”to bring that home”, and its
French translation, “pour vous faire comprendre” (”to let you understand”). While an alignment link can
be drawn between the correspondent phrases in the constituency format, we are not able to do the same
for the nodes in the dependency structures.

5.2 Discussion

Comparing the TUT dependency format to a con-
verted version in the standard Penn Treebank, we
came to the conclusion that a number of shifts
could be handled with a simple approach that di-
rectly uses dependency relations expressed in the
format at issue. Structural shifts when the same
argumental roles are shared by the parallel trees,
or wirh differences in the linear word order or
distance are easily linked. However, other cases
required a different treatment. Some classes of
shifts, in particular those where divergences are
due to differences in the idiosyncratic use between
the languages or to the low compositionality of the
expressions, may require the integration of a more
abstract notion of substrucutre, or treelet (which
can be partially assimilated to that of constituency
subtree) in order to link the entire substructure to
its equivalent node, that is to capture translational
equivalence between these complex expressions
and their counterpart in the other language. This
seems to us a viable solution that could balance
the limits imposed by the format with the useful
linguistic information it provides.

6 Conclusion and future work

In this paper we presented a comparative study
between dependency and costituency representa-
tion of parallel structures with the aim of verifiyng
how and to what extent dependencies are a valu-
able support in the alignment task. The aim of our
research, in fact, is laying the ground for the de-
velopment of a more linguistically motivated tree-
bank alignment system which could properly ex-
ploit linguistic information on dependency struc-
tures in order to handle properly translational di-
vergences, or shifts, that may occur on different
levels (morpho-syntactic, syntactic or semantic).
The linguistic resource we used is a parallel multi-
lingual treebank, ParTUT, where dependency rep-
resentation is more oriented to the surface order
of nodes in the input sentence, rather than a deep
semantic representation. Besides the extension of
the treebank, in order to make it a more balanced
and reliable linguistic resource, the next steps in
our research will consist in improving the imple-
mentation of the alignment system so that it could
consider the notion of treelet, and, in a further
stage, in testing more extensively this method also
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to other shifts, such as semantic shifts, which con-
stitute an even greater challenge.
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Abstract 

This paper describes the work process for a Multi-

lingual Treebank Annotation Project executed for 

Google and coordinated by a small core team su-

pervising the linguistic work conducted by linguists 

working online in various locations across the 

globe. The task is to review an output of a depend-

ency-syntactic parser, including the POS types, 

dependency types and relations between the tokens, 

fix errors in output and prepare the data to a shape 

that can be used for further training of the parser 

engine. In this paper we focus on the implemented 

Quality Assurance processes and methodology that 

are used to monitor the output of the four language 

teams engaged in the project. On the quantitative 

side we monitor the throughput to spot any issues in 

particular language that would require intervention 

or improving the process. This is combined with a 

qualitative analysis that is performed primarily by 

comparing the incoming parsed data, the reviewed 

data after the first round and after the final cross-

review using snapshots to compile and compare 

statistics. In addition, the possible inconsistencies 

in the annotations are checked and corrected auto-

matically, where possible, in appropriate stages of 

the process to minimize the manual work. 

1 Introduction 

Multilingual dependency parsing has become 

an important part of dependency parsing tasks, 

mainly due to growing needs of the cross-

language sources for supporting machine trans-

lation, search and retrieval and other natural 

language applications. Different approaches to 

processing multilingual data have been inves-

tigated in recent years and their outputs com-

pared in a series of CoNLL shared tasks on 

multilingual dependency parsing (Buchholz 

and Marsi, 2006; Nivre et al., 2007; Surdeanu 

et al., 2008; Hajič et al., 2009). One of the pos-

sibilities for building multilingual parsers is 

training parsers from annotated data that was 

presented e.g. in models developed by 

McDonald et al. (2005) and Nivre et al. (2006). 

Preparing an annotated Treebank for training 

purposes is a resource-intensive task. For that 

reason, such tasks have to be planned and co-

ordinated in such a way that the work is pro-

cessed efficiently and unnecessary costs are 

eliminated. One manner of achieving efficien-

cy is to prepare annotated data for multiple 

languages at the same time, which allows the 

data annotation provider to establish a con-

sistent environment for creating and maintain-

ing cross-language annotation guidelines and 

processes. In our current project, we are work-

ing with Google to review and prepare anno-

tated data for training a multilingual parser 

using the Stanford typed dependencies model – 

a simple model represented by part of speech 

and dependency relation types recognizable 

across languages (de Marneffe and Manning, 

2008).  

The scope of this project covers manual review 

of 15 000 parsed sentences for each of four 

involved languages – German, French, Spanish 

and Brazilian Portuguese. For German, Span-

ish and French, a supervised training model is 

used for parsing the data before annotation 

(Zhang and Nivre, 2011). For Brazilian Portu-

guese, a cross-lingual parser is used (McDon-

ald et al., 2011), where delexicalized model is 

trained on Spanish and French data with assis-

tance of the part of speech tagger (Das and 

Petrov, 2011). Data corpus used for parsing is 

domain-based, the current scope of the project 

does not target representativeness. For Ger-

man, French and Spanish, Wikipedia texts 

were used as the main data source, for Brazili-

an Portuguese, mainly news texts were includ-

ed. Brazilian Portuguese also follows a differ-

ent timeline and for that reason, we don´t pre-

sent any results gained for this language in the 

current paper. Data are batched in groups of 

100-500 sentences per file. The parsing system 

performs the tokenization of the data that sepa-

rates punctuation as individual tokens. The 

pre-parsed data contains three levels of annota-

tion: part-of-speech (POS) labels, binary de-

pendencies between the tokens and dependen-
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cy relation labels (deprel). All these levels are 

reviewed and corrected in the process.  

The number of dependency relations varies 

slightly between the languages. Some 51 to 57 

labels are used. However, one of the targets of 

the project is to review the inventory of the 

relations to ensure uniform representation 

across the languages and some adjustments to 

the inventory of the dependency labels were 

made in the initial phase of the project.  

Files are processed in PML format (Pajas and 

Štĕpánek, 2006) using the Tree Editor TrEd 

2.0 (Hajič et al., 2001) and CoNLL2009 

stylesheet extension. In order to see the parser 

engine improvement and to be most efficient 

with the manual annotation, the data is pro-

cessed in sprints made up of around 1500 sen-

tences. Each sprint follows the cycle described 

in section 5 in this paper and its output is used 

for training the parser. Parser performance im-

proves with each training and each manual 

annotation round requires less effort and time.  

2 Initiating the project 

A fundamental step for successfully running a 

multilingual language technology process is 

the planning phase. On the technical side, we 

concentrated on creating a consistent environ-

ment for processing the data, where all tools 

would be easily manageable by both the core 

team and the distributed linguists. A virtual-

ized desktop environment is currently the most 

efficient environment for handling this kind of 

project. On the resourcing side, we built a mul-

tilingual team of linguists with expertise in the 

field of syntax. Our requirements for annota-

tion experts emphasized candidates’ target lan-

guage knowledge (though, for syntax analyses, 

native knowledge is not strictly required) and 

linguistic studies background with special 

stress on studies in syntax and previous experi-

ence with the review and annotation work. Fi-

nally, for the actual work process, we created a 

model of cross-review annotation work, where 

two annotators work on manual annotation of 

the same set of data in two phases. Manual 

annotation is supported by automated valida-

tion tools that report statistics for evaluation of 

output data quality and annotators’ throughput. 

3 Maintaining consistency 

In order to ensure technical and annotation 

consistency in the team that consists of several 

annotators per language, we developed pro-

cesses that allow the team to work in a con-

sistent environment and in a real-time online 

collaboration. Technical consistency is 

achieved by the use of a virtual machine for all 

project work. The possibility of instant com-

munication allows the team to discuss actual 

problems related to annotation decisions and 

guidelines interpretation. This dynamic process 

is further supported by a secure online inter-

face that contains all project data and docu-

mentation and that allows all project partici-

pants (including annotators, internal support 

team and product owner) to have full visibility 

of the production cycle and provide feedback 

on the tools, annotation process, output quality 

or any other specific aspect of the project. 

3.1 Technical consistency 

All work on the Multilingual Treebank Anno-

tation Project is done in a virtual machine 

(Cloud), where annotators connect from their 

own distributed work stations via remote desk-

top client. This allows the core team to central-

ly manage the tools and support, allowing the 

participants to focus on the linguistic tasks. 

Also all project data is stored in secure data 

shares and is accessible at all times to the core 

team who can then make any necessary ma-

nipulations to the data and also easily manage 

the workflow progress. 

In the cross-review work model, where multi-

ple annotators are working on the same file, 

one of the challenges is to maintain version 

control. We use Tortoise SVN Version Control 

system to manage file versions. SVN is a pow-

erful tool that helps to track the latest version 

of all files that are being worked on. It also has 

functions to compare different file versions 

and resolve conflicts between them. Finally, 

we use a centralized progress tracker, which is 

a macro-driven tool that collects statistics 

about processed data from annotators’ individ-

ual tracking reports which are kept on the vir-

tual server. The individual tracking reports 

calculate throughput and other statistics by 

task based on data input by the linguists. The 

centralized progress tracker collects the statis-

tics from the individual reports (see example in 

Table 1). This data is used further for evalua-

tion of the annotation progress for each lan-

guage, as well as, with connection to quality 

check results, for evaluation of individual per-

formance of each annotator. 
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French All Ann 1 Ann 2 Ann 3 

Total A 1653 470 833 350 

Total R 2135 150 1985 0 

A Through 14,03 19,58 13,04 9,48 

R Through 91,19 75 107,39 0 

Total Hours 164 26 101 37 
Table 1: Example of throughput statistics. The 

figures are the number of sentences processed 

by individual annotators (Ann 1, 2, 3) in the 

first annotation round (A) and in the review 

round (R). Throughput is expressed by amount 

of sentences processed per hour. 

3.2 Annotation consistency 

To ensure a high level of annotation consisten-

cy, we use a dynamic work model that includes 

introductory hands-on trainings for annotators, 

general guidelines for handling cross-language 

annotation scenarios, language specific annota-

tion guidelines and a centralized team commu-

nication portal, where annotators discuss anno-

tation problems and decisions (see also Figure 

1). At the initial stage of the project, each an-

notator reviews language specific annotation 

guidelines and a sample Gold Standard annota-

tions data. Hands-on training follows, where 

annotators work on actual parser output, col-

lect questions and problematic cases and dis-

cuss them with the other team members in the 

discussion portal with specific reference to the 

language guidelines documentation. At this 

stage, problematic areas in dependency guide-

lines are reviewed and the master guidelines 

are updated with clarifications and annotation 

examples. Annotators also review each other’s 

work and provide further feedback to the team 

about annotation errors observed. This annota-

tion-review model complies with the double-

review model described in section 5.  

 

 
Figure1. Annotation consistency model. 

 

During the initial project stage, usually after 

each annotator has processed about 500 sen-

tences, the lead annotator for each language is 

identified, based on previous experience, work 

quality output and throughput speed. With 

guidance from the core team, the lead annota-

tor is then responsible for coordinating team 

discussions and updating master guidelines 

documents. Lead annotators also review lan-

guage specific guidelines for other languages 

and compare annotation decisions applied in 

their language with decisions for same or simi-

lar patterns used by other language teams. Re-

sult of this cross-language guidelines review 

opens up a dialog across teams and helps to 

further improve cross-language consistency. In 

the double-review work model, the lead anno-

tator is mainly engaged in the review phase of 

annotation work, where data manually anno-

tated during the first review round is reviewed 

for remaining consistency and human errors. 

This work model helps the team to achieve a 

consistent approach to annotating the data and 

minimizes inconsistency in the final output. In 

addition to dependency guidelines, annotators 

use a project-specific online discussion board, 

where they post questions and suggestions for 

preferred handling of annotation cases. Anno-

tators can review also other languages’ post-

ings and comment on them as well as suggest 

general patterns handling for cross-language 

consistency.  

4 Data validation 

In addition to manual review, all files are vali-

dated using manual and automated validation 

tools. Automatic data validation consists of 

two parts – technical validation that is handled 

by an xml schema attached to each annotation 

file and linguistic validation that uses POS rep-

resentation of deprel parent/child participants. 

4.1 XML validation 

For xml validation, we implemented lists of 

possible POS and deprel type labels for each 

language to xml schema that is attached to 

each pml file. POS and deprel labels appear as 

drop-down selections in the TrEd application, 

which eliminates a risk of incorrect label input, 

such as may occur if the labels were manually 

entered by the annotator. In case an invalid 

annotation label appears in the pml file, the 

TrEd application reports an error and the anno-

tator can find and fix the label accordingly. 

Annotation 

consistency  

Hands-on 

trainings 

Team 

discussion 

Reviewer 

feedback 
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4.2 POS vs. deprel validation 

Automated linguistic validation is based on 

possible combinations of POS participants in 

dependency relations (see Table 2 for example 

of validation tool settings). If the predefined 

POS representation for a deprel is violated in 

the data, the validation tool flags the item for 

review. The annotator can compare the valida-

tion results with annotated data to evaluate 

whether the error is valid and should be fixed 

or whether the error can be ignored for being 

an uncommon or exceptional combination of 

POS types in the particular deprel. POS repre-

sentation for deprels is not absolute and we try 

not to over-define the representation in valida-

tion tool settings, in order not to miss obvious 

errors in output that might be hidden by too 

benevolent POS vs. deprel definitions. The 

validation tool results are therefore only ap-

proximate, but they can nevertheless show pat-

tern errors or misinterpretation of deprel usage 

that might not be visible to annotators during 

manual review. 

 

Table 2. Example of POS vs. deprel set-up for 

the linguistic validation tool. “parent POS” 

means the head of deprel for the current token, 

“current POS” means the POS of current token 

being validated. 

 

We use linguistic validation tool results also as 

a source for relative statistical evaluation of 

data quality improvement during the annota-

tion and review work on the data and for eval-

uating annotators’ output quality. Assuming 

that the POS vs. deprel settings are consistent 

throughout the project, we can easily compare 

reported error rate between different stages of 

annotation work as well as between different 

annotators for each deprel label. For data im-

provement statistics, we take a snapshot upon 

receiving the data from the parser for a base-

line reading, and then again after the manual 

annotation and finally after the annotation re-

view. In addition to expected improvement in 

error rate between each stage, we can also 

compare results for each stage between differ-

ent data batches to see e.g. improvement in 

parser output or expected error rate for the fi-

nal annotated and reviewed file. Comparison 

of error rate for each annotator gives infor-

mation about annotators’ individual perfor-

mance, in addition to their throughput speed. 

In terms of the data, this information helps to 

identify potential quality gaps, possible im-

provement areas in the guidelines and may 

give insight into the improvement of the parser 

in general. In terms of the language teams, sta-

tistical results provide insight about which an-

notators are good candidates for lead annotator 

and also give feedback about possible unwant-

ed under-performance.  

5 Data process cycle 

We process the data in sprints of about 1500 

sentences. Each sprint lasts about 2 weeks and 

all 4 languages follow the same sprint sched-

ule, so that consistent amount of sentences can 

be delivered for all languages at the same time. 

The overall duration of the project was initially 

estimated for 22 weeks (11 sprints), including 

trainings, dependency guidelines development 

and manual annotation tasks. For the first three 

languages – French, German and Spanish, the 

project was also completed within the planned 

schedule, with the last batch of annotated data 

delivered at the end of 22
nd

 week. For each 

project sprint, input data (natural sentences) 

are first parsed by the original version of the 

parser and converted to pml format. Parsed 

data is then pre-processed – the xml schema 

for each pml file is updated with an up-to-date 

list of annotation labels and systematic errors 

in parsed data are fixed by automated scripts. 

Systematic errors fixed in pre-processing are 

e.g. invalid and obsolete labels that were re-

moved during the cross-language guidelines 

harmonization in the initial stages of the pro-

ject. After automated fixes are done, the first 

linguistic validation snapshot is taken and sta-

tistics are reported. At this stage, pattern errors 

generated by the parser can be observed from 

validation results. The file is then assigned to 

an annotator for manual annotation with in-

formation about pattern errors present in the 

file. The annotator reviews the tree structure 

and syntactic labels (POS and deprel labels) 

and updates them, where necessary. Once 

manual annotation is done, a second validation 

snapshot is taken and statistics are reported. 

Validation results are shared with the reviewer, 

who works on their analysis and on fixing re-

maining errors in the input file. At this stage, 

quality feedback for annotator’s work also is 

deprel parent POS current POS 

amod NOUN, PNOUN, ADJ ADJ 

aux VERB AUX 
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collected – both snapshot statistics and manu-

ally collected feedback from the reviewer 

serve as data for personal performance evalua-

tion. After manual review of the input file, the 

third validation snapshot is taken and statistics 

are reported. Validation results are reviewed 

for any remaining errors, mainly for invalid 

annotation labels. Finally, text content of input 

sentences is compared between the original 

parsed and final reviewed file to fix any possi-

ble changes in content that are not allowed in 

this project. Final files are used for training the 

parser and another set of input data is parsed 

with the re-trained parser for further annotation 

work.  

 

 
 Figure 2. The parser training process cycle. 

 

The goal of this cycle is to train the parser with 

batches of annotated data that improve the per-

formance of the parser before it is used for 

parsing the next batch of sentences for annota-

tion. Time, throughput and efficiency for man-

ual annotation should improve with every new 

training and in every new annotation round. As 

a result of the training and improved parser 

output, a greater amount of data can be pro-

cessed in the next sprint. Table 3 shows com-

parison of annotation throughput development 

for French, Spanish and German (since Brazil-

ian Portuguese follows a different timeline in 

this project, comparable data was not available 

yet for this language). Batches represent sets of 

sentences received from pre-parsing. Batches 

marked with asterisk were pre-parsed with re-

trained parser, which also reflects in through-

put improvement. Other batches were pre-

parsed altogether with the preceding batch and 

the throughput improvement reflects rather the 

learning curve of annotators´ individual per-

formance. The drop in French and Spanish in 

Batch 6 was caused by addition of some tar-

geted data for patterns that the parser did not 

treat correctly at that time (question sentences). 

 

  French Spanish German 

Batch1 13.00 8.91 13.94 

Batch2* 23.00 14.97 23.63 

Batch3* 26.50 20.88 24.05 

Batch4 26.70 22.55 24.80 

Batch5* 28.38 27.49 27.47 

Batch6 25.52 25.56 29.37 

Batch7* 30.32 27.56 43.52 

Batch8 31.37 28.74 43.95 

 Table 3. Throughput development comparison 

for French, Spanish and German.  

 

Summary 
In the current paper, we presented an example 

of a workflow for a Multilingual Treebank 

Annotation Project work. We aim to provide 

consistency both in technical and linguistic 

output for the annotated data and to bring effi-

ciency to manual processing of parsed input 

data. Validation and throughput tracking tools 

used in the project are examples of control 

tools for maintaining consistency, quality and 

efficiency in manual annotation work. As re-

sult of our initial tools and processes testing, 

we aim to improve our tools further by imple-

menting e.g. lexical check tools for evaluating 

validity of POS annotation and more precise 

validation of POS vs. deprel representation. 

The project now continues with extended 

scope of languages and tasks. In our future 

reports, we plan to concentrate on presenting 

further results of the parser training process 

and comparison of language specific depend-

ency guidelines.  
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Abstract

We establish quantitative methods for
comparing and estimating the quality
of dependency annotations or conversion
schemes. We use generalized tree-edit dis-
tance to measure divergence between an-
notations and propose theoretical learn-
ability, derivational perplexity and down-
stream performance for evaluation. We
present systematic experiments with tree-
to-dependency conversions of the Penn-
III treebank, as well as observations from
experiments using treebanks from multi-
ple languages. Our most important ob-
servations are: (a) parser bias makes most
parsers insensitive to non-local differences
between annotations, but (b) choice of an-
notation nevertheless has significant im-
pact on most downstream applications,
and (c) while learnability does not corre-
late with downstream performance, learn-
able annotations will lead to more robust
performance across domains.

1 Introduction

Syntactic structures in dependency parsing are
moving targets. While intrinsic evaluations often
give the impression that syntactic structures are
carved in stone, in reality we have little evidence
in favor of the structures we posit. While most lin-
guists agree on how to analyze core syntactic phe-
nomena, there is widespread disagreement about
a number of cases. Do auxiliary verbs head main
verbs? Do prepositions head their nominal com-

∗Section 5 is joint work with Jakob Elming, Anders Jo-
hannsen, Sigrid Klerke, Emanuele Lapponi and Hector Mar-
tinez, published at NAACL 2013.

plements? And how should we analyze punctua-
tion?

Many dependency treebanks are created by au-
tomatic conversion from pre-existing constituency
treebanks. Since there exist linguistic phenomena
whose analyses linguist do not agree on, it comes
as no surprise that different conversion schemes
have been proposed over the years (Collins, 1999;
Yamada and Matsumoto, 2003; Johansson and
Nugues, 2007). The output of these schemes differ
considerably in their choices concerning head sta-
tus and dependency relation inventories (Schwartz
et al., 2012; Johansson, 2013).

The number of languages for which we have
several dependency treebanks, is limited (Johans-
son, 2013), but the availability of different tree-to-
dependency conversion schemes raises the ques-
tion of what scheme is better? So does the ex-
istence of different parsers relying on different
linguistic formalisms, but whose output can be
mapped to dependencies (Tsarfaty et al., 2012).
But is the question of which is better really a
meaningful question? Better at what?

Schwartz et al. (2012) propose to evaluate con-
version schemes in terms of learnability. We argue
that while learnability is relevant to assess the ro-
bustness of dependency schemes, the most impor-
tant parameter when choosing conversion schemes
in practice is down-stream performance. We cite
Elming et al. (2013), who show that down-stream
performance is very sensitive to choice of conver-
sion scheme. We also suggest that derivational
perplexity (Søgaard and Haulrich, 2010) is a less
biased measure of robustness than learnability –
at least the way it is measured in Schwartz et
al. (2012).

The paper presents (a) an empirical analysis
of distance between conversion schemes, (b) an
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Clear cases Difficult cases
Head Dependent ? ?
Verb Subject Auxiliary Main verb
Verb Object Complementizer Verb
Noun Attribute Coordinator Conjuncts
Verb Adverbial Preposition Nominal

Punctuation

Figure 1: Clear and difficult cases in dependency
annotation.

analysis of the theoretical learnability of conver-
sion schemes, (c) a complexity analysis of conver-
sion schemes in terms of derivational perplexity,
and (d) empirical evaluations of the downstream
usefulness of conversion schemes. Section 2
introduces a few common conversion schemes
and their linguistic differences. In our empiri-
cal analyses we will focus on standard conver-
sions of the Wall Street Journal section of the
Penn-III treebank of English (Marcus et al., 1993).
Section 3 introduces three distance metrics de-
fined over pairs of output dependency structures.
The results presented in this section suggests that
parser bias cancels out many of the differences
between conversion schemes. Section 4 dis-
cusses the learnability and derivational perplexity
of tree-to-dependency conversion schemes. Sec-
tion 5 presents a series of experiments, evaluat-
ing the downstream performance of conversion
schemes in negation scope resolution, sentence
compression, statistical machine translation, se-
mantic role labeling and author perspective clas-
sification. Section 6 concludes with a discussion
of the analyses presented in the previous sections.
In our experiments we will use the publicly avail-
able MATE parser (Bohnet, 2010). Obviously the
downstream performance of a conversion scheme
depends on the parsing model chosen and how
syntactic features are incorporated in the down-
stream task, but we do not vary parser or syntactic
feature representations in our experiments.

2 Tree-to-dependency conversion
schemes

Annotation guidelines used in modern depen-
dency treebanks and tree-to-dependency conver-
sion schemes for converting constituent-based
treebanks into dependency treebanks are typically
based on a specific dependency grammar theory,

such as the Prague School’s Functional Generative
Description, Meaning-Text Theory, or Hudson’s
Word Grammar. In practice most parsers con-
strain dependency structures to be tree-like struc-
tures such that each word has a single syntac-
tic head, limiting diversity between annotation a
bit; but while many dependency treebanks taking
this format agree on how to analyze many syn-
tactic constructions, there are still many construc-
tions these treebanks analyze differently. See Fig-
ure 1 for a standard overview of clear and more
difficult cases.

The difficult cases in Figure 1 are difficult for
the following reason. In the easy cases mor-
phosyntactic and semantic evidence cohere. Verbs
govern subjects morpho-syntactically and seem
semantically more important. In the difficult
cases, however, morpho-syntactic evidence isin
conflict with the semantic evidence. While aux-
iliary verbs have the same distribution as finite
verbs in head position and share morpho-syntactic
properties with them, and govern the infinite main
verbs, main verbs seem semantically superior, ex-
pressing the main predicate. There may be dis-
tributional evidence that complementizers head
verbs syntactically, but the verbs seem more im-
portant from a semantic point of view. Some au-
thors have distinguished between the notion of
functional (distributional) and substantive depen-
dency heads (Ivanova et al., 2012).

Tree-to-dependency conversion schemes
used to convert constituent-based treebanks
into dependency-based ones also take different
stands on the difficult cases. In this paper we
consider four different conversion schemes:
the Yamada-Matsumoto conversion scheme
(Yamada) (Yamada and Matsumoto, 2003), the
CoNLL (2007) format, the Stanford conversion
scheme used in the English Web Treebank (Petrov
and McDonald, 2012), and the LTH conversion
scheme (Johansson and Nugues, 2007). The
Yamada scheme can be replicated by running
penn2malt.jar available at

http://w3.msi.vxu.se/∼nivre/
research/Penn2Malt.html

We used Malt dependency labels (see online docu-
mentation). The Yamada scheme is an elaboration
of the Collins scheme (Collins, 1999), which is not
included in our experiments. The Stanford conver-
sion scheme can be replicated using the Stanford
converter available at
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FORM1 FORM2 Yamada CoNLL Stanford LTH
Auxiliary Main verb 1 1 2 2
Complementizer Verb 1 2 2 2
Coordinator Conjuncts 2 1 2 2
Preposition Nominal 1 1 1 2

Figure 2: Head decisions in conversions. Note: Yamada also differ from CoNLL in proper names.

LTH Stanford Yamada
CoNLL 91.1% 89.7% 92.7%
LTH - 89.7% 89.6%
Stanford - - 90.1%

Table 1: Unlabeled TED accuracies between con-
version schemes

LTH Stanford Yamada
CoNLL 6.05 5.70 5.14
LTH - 6.85 7.06
Stanford - - 6.24

Table 2: L1-distances between conversion
schemes

http://nlp.stanford.edu/software/

stanford-dependencies.shtml

The CoNLL 2007 conversion scheme can be ob-
tained by running pennconverter.jar available at

http://nlp.cs.lth.se/software/

treebank converter/

with the ’conll07’ flag set. The LTH conver-
sion scheme can be obtained by running penncon-
verter.jar with the ’oldLTH’ flag set.

We list the differences in Figure 2. It is clear
from this list that the LTH scheme uses substan-
tive heads more often than the other schemes. This
makes sense as it was designed for downstream
semantic role labeling (Johansson and Nugues,
2007). Somewhat surprisingly the scheme does
not always lead to better semantic role labeling
performance when relying on predicted syntactic
parses, however (see Results).

3 Distance between schemes

We use three parse evaluation metrics to estimate
distances between tree-to-dependency schemes.

The NED scoresbetween pairs of gold anno-
tated data using different conversion schemes give

an empirical estimate of the coarser differences
between the schemes. The NED scores between
the Yamada scheme and the CoNLL and LTH
schemes is 91.9-92.0%, for example, while the
NED score between CoNLL and LTH is 93.9%.
Interestingly, the NED between pairs of MATE
outputs on our SMT tuning section (see Section
5.3) using different conversion schemes is 100% in
all cases. This seems to indicate that differences
in down-stream performance (see Table 4) should
not be found in major theoretical differences, but
rather small differences such as edge flippings and
label granularity.

The UA scores (unlabeled attachment) punish
edge flippings, and the fact that we observe low
UA scores between conversion schemes support
the above picture and also indicate that the differ-
ences are quite substantial. The overlap as mea-
sured by UA score between the Yamada and the
CoNLL scheme is 78.9%, for example. These two
schemes agree on the syntactic heads of about 4/5
words. The UA score between Yamada and LTH
is 63.1%. Again we see that differences between
gold annotated datasets using different conversion
schemes are bigger than when comparing output
pairs. It seems that parser bias is canceling out
differences between conversion schemes.

We also report unlabeledTED scores (Tsar-
faty et al., 2012) between output trees. TED is a
three-step distance computation that first abstracts
away from the directionality of head-dependent re-
lations. In the second step, we separate the com-
mon and consistent parts of the two output trees,
and in the third step we compute the tree-edit oper-
ations necessary to translate between the inconsis-
tent subtrees. We use the SMT tune section again.
The unlabeled TED accuracy between CoNLL and
Yamada is 92.7%, and the L1-distance is only
5.14. See tabels 1 and 2 for more results. The L1-
distances, together with the other metrics, suggest
that CoNLL is more similar to the other conver-
sion schemes than any other pair of schemes. See
Figure 3.
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bl Yamada CoNLL Stanford LTH
DEPRELS - 12 21 47 41
PTB-23 (LAS) - 88.99 88.52 81.36∗ 87.52
PTB-23 (UAS) - 90.21 90.12 84.22∗ 90.29
Neg: scope F1 - 81.27 80.43 78.70 79.57
Neg: event F1 - 76.19 72.90 73.15 76.24
Neg: full negation F1 - 67.94 63.24 61.60 64.31
SentCompF1 68.47 72.07 64.29 71.56 71.56
SMT-dev-Meteor 35.80 36.06 36.06 36.16 36.08
SMT-test-Meteor 37.25 37.48 37.50 37.58 37.51
SMT-dev-BLEU 13.66 14.14 14.09 14.04 14.06
SMT-test-BLEU 14.67 15.04 15.04 14.96 15.11
SRL-22-gold - 81.35 83.22 84.72 84.01
SRL-23-gold - 79.09 80.85 80.39 82.01
SRL-22-pred - 74.41 76.22 78.29 66.32
SRL-23-pred - 73.42 74.34 75.80 64.06
bitterlemons.org 96.08 97.06 95.58 96.08 96.57

Table 4: Results.∗: Low parsing results on PTB-23 using Stanford are explainedby changes between
the PTB-III and the Ontonotes 4.0 release of the English Treebank.

Yamada Stanford

CoNLL

LTH

Figure 3: L1-distances between conversion
schemes

gold smt-tune
w-ppl d-ppl w-ppl d-ppl

CoNLL 243.3 545.6 273.5 430.4
LTH 243.3 536.2 273.5 428.0
Stanford 243.3 541.9 273.5 425.4
Yamada 243.3 520.8 273.5 426.5

Table 3: Derivational perplexity of converted tree-
banks

4 Learnability and derivational
perplexity

Schwartz et al. (2012) study the learnability of
different conversion schemes, by relating choises
concerning head status to parser performance.
How does making prepositions head their com-
plements affect parser performance, for example?
The first two lines in Table 4 suggest, in line with
Schwartz et al. (2012), that Yamada is more learn-
able than the other three schemes.

The derivational perplexity of a treebankT
(Søgaard and Haulrich, 2010) is defined as the per-
plexity (per word) of the derivation language of
f(T ), wheref(T ) is the canonical derivation or-
ders of the dependency trees in T: The derivation
language off(T ) is the set of stringsσ : w1...wn

such that for anywi, wj wi ≺ wj in dependency
structured if wi was attached tod in f(T ) prior
to the attachment ofwj, according to their canoni-
cal derivation. Canonical derivations are also used
to train transition-based dependency parsers, and
we use the arc-eager algorithm in our experiments
below (Nivre et al., 2007). We use a trigram lan-
guage model with Knesser-Ney smoothing, repli-
cating the setup in Søgaard and Haulrich (2010).

The results in Table 3 seem to indicate that the
Yamada scheme is more learnable than the more
recent ones, but again the differences seemed to
be cancelled out by parser bias, and differences
in derivational perplexity of the output (again
using the tuning section of the SMT data) become
insignificant. The reason for the absolute drop
in numbers, as well as the drop in differences, is
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probably the shorter sentence length and more
straight-forward syntax often associated with spo-
ken language such as the parliament discussions
in the Europarl data.

Learnability vs. derivational perplex-
ity. Søgaard and Haulrich (2010) show that
derivational perplexity correlates well with per-
formance in multi-lingual parsing (using data from
the CoNLL-X and CoNLL 2007 shared tasks),
and therefore also with learnability (Schwartz et
al., 2012). We think derivational perplexity is a
better measure of performance robustness for two
reasons: because it is a parser-independent metric,
(i) derivational perplexities are not influenced by
regularization, and (ii) derivational perplexities
are not influenced by different parser biases.
Changing a parameter in a tree-to-dependency
conversion scheme may affect parser perfor-
mance for several reasons: It is well known that
adding features that never fire sometimes leads
to improved performance with state-of-the-art
parsers such as the MaltParser (Nivre et al., 2007),
because regularization is sensitive to the total
number of features, and it is not always clear
whether a choice of head status leads to improved
performance because the head choice is more
learnable, or because it has an effect on regular-
ization. Finally, annotation interacts with parser
bias. Some choices of head status may be easy
to learn for transition-based dependency parsers,
but comparatively harder for graph-based ones.
See McDonald and Nivre (2007) for an analysis
of the biases of transition-based and graph-based
dependency parsers. Since derivational perplexity
is parser-independent we are not sensitive to
regularization or parser bias, only to the choice of
canonical derivation scheme.

5 Downstream performance

Dependency parsing has proven useful for a wide
range of NLP applications, including statistical
machine translation (Galley and Manning, 2009;
Xu et al., 2009; Elming and Haulrich, 2011)
and sentiment analysis (Joshi and Penstein-Rose,
2009; Johansson and Moschitti, 2010). Below
we introduce five NLP applications where depen-
dency parsing has been succesfully applied: nega-
tion resolution, semantic role labeling, statisti-
cal machine translation, sentence compression and
perspective classification. We will then report on

evaluations of the downstream effects of the four
conversion schemes in these five applications, first
published in Elming et al. (2013).

In the five applications we use syntactic fea-
tures in slightly different ways. While our statisti-
cal machine translation and sentence compression
systems use dependency relations as additional in-
formation about words andon a par with POS,
our negation resolution system uses dependency
paths, conditioning decisions on both dependency
arcs and labels. In perspective classification, we
use dependency triples (e.g. SUBJ(John, snore)) as
features, while the semantic role labeling system
conditions on a lot of information, including the
word form of the head, the dependent and the argu-
ment candidates, the concatenation of the depen-
dency labels of the predicate, and the labeled de-
pendency relations between predicate and its head,
its arguments, dependents or siblings.

5.1 Negation resolution

Negation resolution (NR) is the task of finding
negation cues, e.g. the wordnot, and determin-
ing their scope, i.e. the tokens they affect. NR
has recently seen considerable interest in the NLP
community (Morante and Sporleder, 2012; Velldal
et al., 2012) and was the topic of the 2012 *SEM
shared task (Morante and Blanco, 2012).

The data set used in this work, the Conan Doyle
corpus (CD),1 was released in conjunction with
the *SEM shared task. The annotations in CD
extend on cues and scopes by introducing an-
notations for in-scope events that are negated in
factual contexts. The following is an example
from the corpus showing the annotations for cues
(bold), scopes (underlined) and negated events
(italicized):

(1) Since we have been so
unfortunateas to miss him[. . . ]

CD-style scopes can be discontinuous and over-
lapping. Events are a portion of the scope that is
semantically negated, with its truth value reversed
by the negation cue.

The NR system used in this work (Lapponi et
al., 2012), one of the best performing systems in
the *SEM shared task, is a CRF model for scope
resolution that relies heavily on features extracted
from dependency graphs. The feature model con-
tains token distance, direction,n-grams of word

1http://www.clips.ua.ac.be/sem2012-st-neg/data.html
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REFERENCE: Zum Glück kam ich beim Strassenbahnfahren an die richtigeStelle .
SOURCE: Luckily , on the way to the tram , I found the right place .
Yamada: Glücklicherweise hat auf dem Weg zur S-Bahn , stellte ich fest , dass der richtige Ort .
CoNLL: Glücklicherweise hat auf dem Weg zur S-Bahn , stellte ich fest , dass der richtige Ort .
Stanford: Zum Glück fand ich auf dem Weg zur S-Bahn , am richtigen Platz .
LTH: Zum Glück fand ich auf dem Weg zur S-Bahn , am richtigen Platz .
BASELINE: Zum Glück hat auf dem Weg zur S-Bahn , ich fand den richtigenPlatz .

Figure 4: Examples of SMT output.

ORIGINAL : * 68000 sweden ab of uppsala , sweden , introduced the teleserve , an integrated answering
machine and voice-message handler that links a macintosh totouch-tone phones .

BASELINE: 68000 sweden ab introduced the teleserve an integrated answering
machine and voice-message handler .

Yamada 68000 sweden ab introduced the teleserve integratedanswering
machine and voice-message handler .

CoNLL 68000 sweden abswedenintroduced the teleserve integrated answering
machine and voice-message handler .

Stanford 68000 sweden ab introduced the teleserve integrated answering
machine and voice-message handler .

LTH 68000 sweden ab introduced the teleservean integrated answering
machine and voice-message handler .

HUMAN : 68000 sweden ab introduced the teleserve integrated answering
machine and voice-message handler .

Figure 5: Examples of sentence compression output.

Syntactic

constituent
dependency relation
parent head POS
grand parent head POS
word form+dependency relation
POS+dependency relation

Cue-dependent

directed dependency distance
bidirectional dependency distance
dependency path
lexicalized dependency path

Figure 6: Features used to train the conditional
random field models

forms, lemmas, POS and combinations thereof, as
well as the syntactic features presented in Figure 6.
The results in our experiments are obtained from
configurations that differ only in terms of tree-to-
dependency conversions, and are trained on the
training set and tested on the development set of
CD. Since the negation cue classification compo-
nent of the system does not rely on dependency
features at all, the models are tested using gold
cues.

Table 4 shows F1 scores for scopes, events and
full negations, where a true positive correctly as-
signs both scope tokens and events to the rightful
cue. The scores are produced using the evaluation
script provided by the *SEM organizers.

5.2 Semantic role labeling

Semantic role labeling (SRL) is the attempt to de-
termine semantic predicates in running text and la-

bel their arguments with semantic roles. In our
experiments we have reproduced the second best-
performing system in the CoNLL 2008 shared task
in syntactic and semantic parsing (Johansson and
Nugues, 2008).2

The English training data for the CoNLL 2008
shared task were obtained from PropBank and
NomBank. For licensing reasons, we used
OntoNotes 4.0, which includes PropBank, but not
NomBank. This means that our system is only
trained to classify verbal predicates. We used
the Clearparser conversion tool3 to convert the
OntoNotes 4.0 and subsequently supplied syntac-
tic dependency trees using our different conver-
sion schemes. We rely on gold standard argument
identification and focus solely on the performance
metric semantic labeled F1.

5.3 Statistical machine translation

The effect of the different conversion schemes
was also evaluated on SMT. We used thereorder-
ing by parsingframework described by Elming
and Haulrich (2011). This approach integrates
a syntactically informed reordering model into a
phrase-based SMT system. The model learns to
predict the word order of the translation based
on source sentence information such as syntactic

2http://nlp.cs.lth.se/software/semanticparsing:propbank
nombankframes

3http://code.google.com/p/clearparser/
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dependency relations. Syntax-informed SMT is
known to be useful for translating between lan-
guages with different word orders (Galley and
Manning, 2009; Xu et al., 2009), e.g. English and
German.

The baseline SMT system is created as de-
scribed in the guidelines from the original shared
task.4 Only modifications are that we use truecas-
ing instead of lowercasing and recasing, and allow
training sentences of up to 80 words. We used data
from the English-German restricted task:∼3M
parallel words of news,∼46M parallel words of
Europarl, and∼309M words of monolingual Eu-
roparl and news. We use newstest2008 for tuning,
newstest2009 for development, and newstest2010
for testing. Distortion limit was set to 10, which
is also where the baseline system performed best.
The phrase table and the lexical reordering model
is trained on the union of all parallel data with a
max phrase length of 7, and the 5-gram language
model is trained on the entire monolingual data
set.

We test four different experimental systems that
only differ with the baseline in the addition of
a syntactically informed reordering model. The
baseline system was one of the tied best perform-
ing system in the WMT 2011 shared task on this
dataset. The four experimental systems have re-
ordering models that are trained on the first 25,000
sentences of the parallel news data that have been
parsed with each of the tree-to-dependency con-
version schemes. The reordering models condition
reordering on the word forms, POS, and syntactic
dependency relations of the words to be reordered,
as described in Elming and Haulrich (2011). The
paper shows that while reordering by parsing leads
to significant improvements in standard metrics
such as BLEU (Papineni et al., 2002) and ME-
TEOR (Lavie and Agarwal, 2007), improvements
are more spelled out with human judgements. All
SMT results reported below are averages based on
5 MERT runs following Clark et al. (2011).

5.4 Sentence compression

Sentence compression is a restricted form of sen-
tence simplification with numerous usages, in-
cluding text simplification, summarization and
recognizing textual entailment. The most com-
monly used dataset in the literature is the Ziff-

4 http://www.statmt.org/wmt11/translation-task.html

Davis corpus.5 A widely used baseline for sen-
tence compression experiments is the two mod-
els introduced in Knight and Marcu (2002): the
noisy-channel model and the decision tree-based
model. Both are tree-based methods that find the
most likely compressed syntactic tree and outputs
the yield of this tree. McDonald et al. (2006)
instead use syntactic features to directly find the
most likely compressed sentence.

Here we learn a discriminative HMM model
(Collins, 2002) of sentence compression using
MIRA (Crammer and Singer, 2003), compara-
ble to previously explored models of noun phrase
chunking. Our model is thus neither tree-based
nor sentence-based. Instead we think of sentence
compression as a sequence labeling problem. We
compare a model informed by word forms and
predicted POS with models also informed by pre-
dicted dependency labels. The baseline feature
model conditions emission probabilities on word
forms and POS using a±2 window and combi-
nations thereoff. The augmented syntactic feature
model simply adds dependency labels within the
same window.

5.5 Perspective classification

Finally, we include a document classification
dataset from Lin and Hauptmann (2006).6 The
dataset consists of blog posts posted at bitter-
lemons.org by Israelis and Palestinians. The bit-
terlemons.org website is set up to ”contribute to
mutual understanding through the open exchange
of ideas.” In the dataset, each blog post is labeled
as either Israeli or Palestinian. Our baseline model
is just a standard bag-of-words model, and the sys-
tem adds dependency triplets to the bag-of-words
model in a way similar to Joshi and Penstein-
Rose (2009). We do not remove stop words, since
perspective classification is similar to authorship
attribution, where stop words are known to be in-
formative. We evaluate performance doing cross-
validation over the official training data, setting
the parameters of our learning algorithm for each
fold doing cross-validation over the actual train-
ing data. We used soft-margin support vector ma-
chine learning (Cortes and Vapnik, 1995), tuning
the kernel (linear or polynomial with degree 3) and
C = {0.1, 1, 5, 10}.

5LDC Catalog No.: LDC93T3A.
6https://sites.google.com/site/weihaolinatcmu/data
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5.6 Results

Our results are presented in Table 4. The pars-
ing results are obtained relying on predicted POS
rather than, as often done in the dependency pars-
ing literature, relying on gold-standard POS. Note
that they comply with the result in Schwartz et
al. (2012) that Yamada annotation is more easily
learnable.

The negation resolution results are signifi-
cantly better using syntactic features in Yamada
annotation. It is not surprising that a syntactically
oriented conversion scheme performs well in this
task.

The case-sensitive BLEU evaluation of the
SMT systems indicates that choice of conversion
scheme has no significant impact on overall per-
formance. The difference to the baseline system
is significant (p < 0.01), showing that the re-
ordering model leads to improvement using any
of the schemes. Differences between schemes are
insignificant. The reason probably is that long-
distance differences between the schemes are can-
celled out by parser bias. However, the conversion
schemes lead to very different translations. This
can be seen, for example, by the fact that the (nor-
malized) string edit distance between translations
of different syntactically informed SMT systems
is 12% higher than within each system (across dif-
ferent MERT optimizations).

The reordering approach puts a lot of weight
on the syntactic dependency relations. As a con-
sequence, the number of relation types used in
the conversion schemes proves important. Con-
sider the example in Figure 4. German requires
the verb in second position (V2), which is picked
up by the Stanford and LTH systems. Interest-
ingly, the four schemes produce virtually identi-
cal structures for the source sentence, but they dif-
fer in their labeling. Where CoNLL and Yamada
use the same relation for the first two constituents
(ADV and vMOD, respectively), Stanford and
LTH distinguish between them (ADVMOD/PREP
and ADV/LOC). This distinction may be what en-
ables learning V2 translations, since the model
may learn to move the verb after the sentence ad-
verbial. In the other schemes, sentence adverbials
are not distinguished from locational adverbials.
Generally, Stanford and LTH have more than twice
as many relation types as the other schemes.

The schemes Stanford and LTH lead to bet-
ter SRL performance than CoNLL and Yamada

when relying on gold-standard syntactic depen-
dency trees. This supports the claims put for-
ward in Johansson and Nugues (2007). These an-
notations also happen to use a larger set of de-
pendency labels, however, and syntactic structures
may be harder to reconstruct, as reflected by la-
beled attachment scores (LAS) in syntactic pars-
ing. The biggest drop in SRL performance going
from gold-standard to predicted syntactic trees is
clearly for the LTH scheme, at an average 17.8%
absolute loss (Yamada 5.8%; CoNLL 6.8%; Stan-
ford 5.5%; LTH 17.8%).

The Stanford scheme resembles LTH in most
respects, but in preposition-noun dependencies it
marks the preposition as the head rather than the
noun. This is an important difference for SRL, be-
cause semantic arguments are often nouns embed-
ded in prepositional phrases, like agents in passive
constructions. It may also be that the difference
in performance is simply explained by the syntac-
tic analysis of prepositional phrases being easier
to reconstruct.

Thesentence compressionresults are generally
much better than the models proposed in Knight
and Marcu (2002). Their noisy channel model ob-
tains anF1 compression score of 14.58%, whereas
the decision tree-based model obtains anF1 com-
pression score of 31.71%. WhileF1 scores should
be complemented by human judgements, as there
are typically many good sentence compressions of
any source sentence, we believe that error reduc-
tions of more than 50% indicate that the models
used here (though previously unexplored in the lit-
erature) are fully competitive with state-of-the-art
models.

We also see that the models using syntactic
features perform better than our baseline model,
except for the model using CoNLL dependency
annotation. This may be surprising to some,
since distributional information is often consid-
ered important in sentence compression (Knight
and Marcu, 2002). Some output examples are
presented in Figure 5. Unsurprisingly, it is seen
that the baseline model produces grammatically
incorrect output, and that most of our syntactic
models correct the error leading to ungrammat-
icality. The model using Stanford annotation is
an exception. We also see that CoNLL intro-
duces another error. We believe that this is due
to the way the CoNLL tree-to-dependency conver-
sion scheme handles coordination. While the word
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Figure 7: Distributions of dependency labels in the
Yamada-Matsumoto scheme

Swedenis not coordinated, it occurs in a context,
surrounded by commas, that is very similar to co-
ordinated items.

In perspective classificationwe see that syn-
tactic features based on Yamada and LTH annota-
tions lead to improvements, with Yamada leading
to slightly better results than LTH. The fact that a
syntactically oriented conversion scheme leads to
the best results may reflect that perspective clas-
sification, like authorship attribution, is less about
content than stylistics.

While LTH seems to lead to the overall best
results, we stress the fact that the five tasks con-
sidered here are incommensurable. What is more
interesting is that, task to task, results are so
different. The semantically oriented conversion
schemes, Stanford and LTH, lead to the best re-
sults in SRL, but with a significant drop for LTH
when relying on predicted parses, while the Ya-
mada scheme is competitive in the other four tasks.
This may be because distributional information is
more important in these tasks than in SRL.

The distribution of dependency labels seems
relatively stable across applications, but differ-
ences in data may of course also affect the
usefulness of different annotations. Note that
CoNLL leads to very good results for negation res-
olution, but bad results for SRL. See Figure 7 for
the distribution of labels in the CoNLL conversion
scheme on the SRL and negation scope resolu-
tion data. Many differences relate to differences
in sentence length. The negation resolution data
is literary text with shorter sentences, which there-
fore uses more punctuation and has more root de-
pendencies than newspaper articles. On the other
hand we do see very few predicate dependencies
in the SRL data. This may affect down-stream re-
sults when classifying verbal predicates in SRL.

We also note that the number of dependency la-
bels have less impact on results in general than
we would have expected. The number of depen-
dency labels and the lack of support for some of
them may explain the drop with predicted syntac-
tic parses in our SRL results, but generally we ob-
tain our best results with Yamada and LTH anno-
tations, which have 12 and 41 dependency labels,
respectively.

6 Discussion and conclusion

In our experiments we made several observations.
Available tree-to-dependency conversion schemes
are very different. On the other hand we saw that
many of the non-local differences between conver-
sion schemes are not learned by state-of-the-art
parsers, making parser output across conversion
schemes less different from gold annotations. This
suggests that only more local differences are im-
portant for downstream performance, which may
also explain the small differences observed in our
SMT experiments.

While the CoNLL scheme is very learnable
(Schwartz et al., 2012), second to Yamada, down-
stream performance suggest that it is a subopti-
mal conversion scheme. The Yamada scheme is
both very learnable (1st), leads to very good down-
stream performance (1st or 2nd in 4/5 downstream
applications), and it has low derivational perplex-
ity. We have argued that this is a better metric for
performance robustness than learnability.

Note that our results extend beyond dependency
parsing. Ivanova et al. (2012) show that con-
verted dependency structures bear similarities to
both Stanford dependencies and DELPH-IN syn-
tactic derivation structures, but they are not ex-
plicit about what conversion scheme was used.

In future work we would like to combine the
different methodologies discussed here to be able
to learn robust annotation for given end applica-
tions that optimize end performance.
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