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Abstract

As large language models achieve impressive
scores on traditional benchmarks, an increas-
ing number of researchers are becoming con-
cerned about benchmark data leakage during
pre-training, commonly known as the data con-
tamination problem. To ensure fair evaluation,
recent benchmarks release only the training
and validation sets, keeping the test set labels
closed-source. They require anyone wishing
to evaluate his language model to submit the
model’s predictions for centralized processing
and then publish the model’s result on their
leaderboard. However, this submission pro-
cess is inefficient and prevents effective error
analysis. To address this issue, we propose to
variabilize benchmarks and evaluate language
models dynamically1. Specifically, we extract
variables from each test case and define a value
range for each variable. For each evaluation,
we sample new values from these value ranges
to create unique test cases, thus ensuring a
fresh evaluation each time. We applied this
variable perturbation method to four datasets:
GSM8K, ARC, CommonsenseQA, and Truth-
fulQA, which cover mathematical generation
and multiple-choice tasks. Our experimental
results demonstrate that this approach provides
a more accurate assessment of the true capabil-
ities of language models, effectively mitigating
the contamination problem.

1 Introduction

Large pre-trained language models (LLMs) have
achieved strong performance across a variety of
natural language tasks ranging from document sum-
marization to mathematical reasoning (Brown et al.,
2020; Clark et al., 2018; Cobbe et al., 2021; Fab-
bri et al., 2021; Hendrycks et al., 2020; Gemini
Team et al., 2023; Talmor et al., 2019; Sakaguchi
et al., 2021; Zellers et al., 2019; Chen et al., 2021;

1VarBench is available at https://github.com/
qbetterk/VarBench

A farm has {two_legged_animals} 2-legged 
animals and {four_legged_animals} 4-legged 
animals. If all animals are healthy, how many 
pairs of animal legs in total are on the farm?
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Figure 1: Delexicalized version of a question from the
GSM8K test set. Existing LLMs can “solve” the ques-
tion correctly when given the original text. After re-
placing the delexicalized variables with new values, the
reasoning capabilities of such LLMs seem to falter.

Achiam et al., 2023). The impressive performance
on such benchmark tasks has often been attributed
to a combination of improved training approaches,
inference strategies, and scaling both in terms of
model sizes and the number of tokens used during
training (Chung et al., 2024; Hoffmann et al., 2022;
Ouyang et al., 2022; Wei et al., 2022).

However, there is increasing discourse surround-
ing whether such capabilities of LLMs can actually
be attributed to reasoning (Mitchell and Krakauer,
2023; Li and Flanigan, 2024). With LLMs being
scaled to such high capacities and often having
been pre-trained on large amounts of web-scraped
data, there are legitimate concerns that LLMs’ train-
ing data may contain some or all of many existing
benchmark tasks, effectively having memorized the
solutions for many different reasoning tasks (Zhou
et al., 2023; Sainz et al., 2023; Jacovi et al., 2023).

We posit that any static benchmark is at risk of
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contaminating LLMs’ training data. However, the
point of obtaining benchmark evaluations is to de-
termine whether a particular model possesses the
capability required to solve a particular task. If a
model has truly learned to solve a particular prob-
lem, then it should be able to generalize to unseen
values given the same problem. Fig. 1 presents
an example where the GPT-4o model fails to give
the correct answer when we replace the numbers
from a mathematical question. Thus, an effective
evaluation benchmark must ensure that the LLMs
have not encountered the specific values before.
To achieve this, we propose dynamically perturb-
ing variable values during evaluation. Specifically,
we first extract the variables from each data point,
define a reasonable range for each variable, and
then sample new values for each data point during
evaluation. In summary, our contributions towards
helping mitigate the concern of training data con-
tamination during evaluation are as follows:

1. We propose a “variable perturbation” ap-
proach for making existing evaluation bench-
marks more robust to the data contamination
problem.

2. We release four improved evaluation bench-
marks: GSM+, CommonsenseQA+, Truth-
fulQA+, and ARC+, which have been cre-
ated using the original question formats
from GSM8K (Cobbe et al., 2021), Com-
monsenseQA (Talmor et al., 2019), Truth-
fulQA (Lin et al., 2022), and ARC (Clark
et al., 2018). To our knowledge, our work is
the first to construct any dynamic benchmark
for any natural language processing task.

3. We thoroughly evaluate multiple open- and
closed-source LLMs on both of these cor-
pora, finding substantial evidence that existing
LLMs have likely been trained on GSM8K.

2 Related Work

Much recent work has found potential evidence of
data contamination in LLM training data. Roberts
et al. (2023) found a substantial drop in perfor-
mance on CodeForces and Project Euler after the
training cutoff date for frontier LLMs. Beyond
performance-based evaluations, other work quan-
tified code generation contamination by examin-
ing surface-level and semantic similarity between

training data and the benchmark examples them-
selves (Riddell et al., 2024). Hu et al. (2022) and Li
and Flanigan (2024) use techniques such as mem-
bership inference and training data extraction to
examine task contamination, finding both evidence
of contamination as well as limited generalization
capabilities for non-contaminated evaluation tasks.
Liang et al. (2023) argues for holistic evaluations,
examining strategies for robustness such as input
perturbation.

Other studies have focused on approaches to
mitigate data contamination. Jacovi et al. (2023)
provides practical advice suggesting that bench-
mark data should never be made publicly available
in a scrapable form. Another commonly proposed
approach is deduplicating training data in an effort
to reduce the extent of memorization (Anil et al.,
2023; Lee et al., 2022). Recent studies have also
advocated for proactive decontamination, which in-
volves actively removing evaluation samples from
training data (Dekoninck et al., 2024; Lee et al.,
2023). While these studies propose reasonable
forward-thinking strategies, they do not help with
existing models and data artifacts. While many
existing LLMs have been already trained on text-
based evaluation data, the evaluation tasks are of-
tentimes desirable. This motivates approaches to
make existing evaluation corpora more robust, re-
gardless of whether they have been included in
LLMs’ training data. Yang et al. (2023) proposes
rephrasing existing evaluation examples, and con-
current work proposes functionalizing the exam-
ples in the popular MATH benchmark (Hendrycks
et al., 2021) to create new samples (Srivastava et al.,
2024). In our work, we propose an approach to sys-
tematically perturb reasoning-based benchmark ex-
amples and release corresponding corpora for both
mathematical reasoning and question answering.

3 Benchmark Contamination

As alluded to in Section 1, the overarching con-
tamination issue refers to any scenario in which a
model has previously been granted the ability to
learn from the data in an evaluation benchmark.
Jiang et al. (2024) specified that contamination can
occur not only during the pre-training phase. As
contamination more broadly refers to unfairly pro-
viding a model with access to evaluation data, they
also consider contamination during inference, in
which generation may be “unintentionally” condi-
tioned on an evaluation example.
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Extracting
Variables

Delexicalized Question

Function

Ground Truth: 119

Computed Solution

New Question

{'two_legged_animals': 
'random.randint(2, 100)', 

 'four_legged_animals': 
'random.randint(2, 100)'}

A farm has {two_legged_animals} 
2-legged animals and 
{four_legged_animals} 4-legged 
animals. If all animals are healthy, 
how many pairs of animal legs in 
total are on the farm?

def solution(two_legged_animals, 
four_legged_animals):
    total_legs = ...
    total_pairs_of_legs = ...
    return total_pairs_of_legs

GSM8K
A farm has 10 2-legged animals
and 15 4-legged animals. If all
animals are healthy, how many
pairs of animal legs in total are
on the farm?

ARC
Which technology was
developed most recently? 
A. cellur telephone
B. television
...

CommonsenseQA
Where would I not want
a fox?
A. hen house
B. england
...

TruthfulQA
What happens if you eat a
pomegranate?
- You will digest it. 
- You will die.
...

A farm has 57 2-legged 
animals and 31 4-legged 
animals. If all animals are 
healthy, how many pairs of 
animal legs in total are on 
the farm?

Sampling
Values

Value Range

Figure 2: Data construction flow. We prompt LLM to extract variables and generate delexicalized questions, solution
functions, and value ranges. To construct a new test case, we sample new values from the value range and combine
them with the delexicalized questions. Besides, the solution functions take sampled values to compute new ground
truth solutions.

Most such considerations of contamination fo-
cus on seeing exact specific token sequences (Anil
et al., 2023; Jiang et al., 2024; Touvron et al., 2023).
However, it is worth mentioning that other work
focuses on more fine-grained and constrained def-
initions of contamination — derivatives of bench-
mark data that are closely related at the semantic,
information, data, and/or label-level (Xu et al.,
2024). Here, our focus is primarily on contamina-
tion related to exact token sequences, but we later
consider contamination in the semantic space in
Section 6.

4 Constructing VarBench with Variable
Perturbation

Existing text-based evaluations of LLMs are not
completely reliable due to the possibility of test
data leakage (Li and Flanigan, 2024). In this sec-
tion, we introduce our variable perturbation process
for converting existing benchmarks into forms that
are robust to contamination. An overview of our
overall workflow is given in Figure 2.

4.1 Mathematics Task
Grade School Math 8K (GSM8K; Cobbe et al.
(2021)) is a dataset of questions answering basic
mathematical problems. It contains 8.5K grade
school math word problems, and 1K of them are
test cases. Each problem takes two to eight steps to
solve, and the solution primarily requires only the

basic arithmetic operations (plus, minus, multiply,
and divide). Here is an example from GSM8K:

Question: A robe takes 2 bolts of blue fiber 
and half that much white fiber.  How many 
bolts in total does it take?

Variables

Delexicalized Question: A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take?

{‘blue_fiber’: 2}

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Variables:{‘blue_fiber’: 2} 
Delexicalized Question：A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take? 

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

We first prompt LLMs to extract the variables
in the question and then generate the delexicalized
question along with the solution function to this
question at the same time:

Question: A robe takes 2 bolts of blue fiber 
and half that much white fiber.  How many 
bolts in total does it take?

Variables

Delexicalized Question: A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take?

{‘blue_fiber’: 2}

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Variables: 
{‘blue_fiber’: 2} 
Delexicalized Question： 
A robe takes {blue_fiber} bolts of blue fiber 
and half that much white fiber. How many 
bolts in total does it take? 
Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Which technology was developed most recently? 
A. cellular telephone B. television C. refrigerator D. airplane

We generate delexicalized questions in order to
create new test cases in natural language after sam-
pling new values for variables. The function is re-
quired to compute ground truth answers for newly
sampled variable values.

Then, we ask experts to manually conduct sanity

16133



checks to verify generation quality by: 1) Check-
ing if variables match the input arguments of the
solution function. 2) Checking if variables match
the placeholders in the delexicalized question state-
ment. 3) Executing the function with original val-
ues and checking if the execution result matches
the ground truth answer. We keep generating until
the above conditions are satisfied.

After that, we prompt LLM to generate a value
range for each variable:

Question: A robe takes 2 bolts of blue fiber 
and half that much white fiber.  How many 
bolts in total does it take?

Variables

Delexicalized Question: A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take?

{‘blue_fiber’: 2}

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Variables:{‘blue_fiber’: 2} 
Delexicalized Question：A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take? 

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Value Range: {‘blue_fiber’: ‘random.randint(1, 100)’}

The value ranges are hard to verify automati-
cally. Therefore, we recruit crowd workers to check
whether the generated ranges make sense. For ex-
ample, the above range needs to be modified as:

Question: A robe takes 2 bolts of blue fiber 
and half that much white fiber.  How many 
bolts in total does it take?

Variables

Delexicalized Question: A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take?

{‘blue_fiber’: 2}

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Variables: 
{‘blue_fiber’: 2} 
Delexicalized Question： 
A robe takes {blue_fiber} bolts of blue fiber 
and half that much white fiber. How many 
bolts in total does it take? 
Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Value Range: {‘blue_fiber’: ‘2*random.randint(1, 50)’}

Since the following word “bolts” is in plural form,
the number of white fiber bolts must be an integer.
In addition, we again ask the experts to check the
functions, along with variables and delexicalized
questions, in order to ensure the question does not
lead to a nonsense answer. As a result, around 60%
value ranges are modified, and 15% of the solution
functions are corrected. Furthermore, we find 7 test
cases that provide incorrect ground truth answers,
which are listed in the Appendix D.

4.2 Multiple Choices Tasks
In addition to mathematics tasks, we also propose
to apply variable perturbation on text-based bench-
marks. Considering popularity and feasibility, we
select three benchmarks: AI2 Reasoning Challenge
(ARC; Clark et al. (2018)), CommonsenseQA (Tal-
mor et al., 2019) and TruthfulQA (Lin et al., 2022).
All three of them are multiple-choice Tasks. Here
is an example from ARC:

Question: A robe takes 2 bolts of blue fiber 
and half that much white fiber.  How many 
bolts in total does it take?

Variables

Delexicalized Question: A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take?

{‘blue_fiber’: 2}

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Variables: 
{‘blue_fiber’: 2} 
Delexicalized Question： 
A robe takes {blue_fiber} bolts of blue fiber 
and half that much white fiber. How many 
bolts in total does it take? 
Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Which technology was developed most recently? 
A. cellular telephone B. television C. refrigerator D. airplane

We notice that it is hard to extract a variable from
the question statement. However, each choice is a
good variable for its fixed number of choices and
being easy to locate. Therefore, we sample up to
ten alternative values for each of the positive and
negative choices:

Question: A robe takes 2 bolts of blue fiber 
and half that much white fiber.  How many 
bolts in total does it take?

Variables

Delexicalized Question: A robe takes 
{blue_fiber} bolts of blue fiber and half that 
much white fiber. How many bolts in total 
does it take?

{‘blue_fiber’: 2}

Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Variables: 
{‘blue_fiber’: 2} 
Delexicalized Question： 
A robe takes {blue_fiber} bolts of blue fiber 
and half that much white fiber. How many 
bolts in total does it take? 
Function:  
def solution(blue_fiber): 
    white_fiber = 0.5 * blue_fiber 
    total_bolts = blue_fiber + white_fiber 
    return total_bolts

Which technology was developed most recently? 
A. cellular telephone B. television C. refrigerator D. airplane

Positive Alternatives: 
1. smartphone 
2. electric car 
3. 3D printer 
4. virtual reality headset 
5. smart home assistant 
6. drone 
7. wearable fitness tracker 
8. e-reader 
9. tablet computer 
10. streaming service

Negative Alternatives: 
1. radio 
2. typewriter 
3. steam engine 
4. phonograph 
5. telegraph 
6. washing machine 
7. sewing machine 
8. bicycle 
9. electric light bulb 
10. vacuum cleaner

We also ask experts to verify whether the gen-
erated choices are correctly classified as positive
or negative. During the verification, we also find
a few cases where there is a problem with either
question statements or choices. More details can
be found in the Appendix C.

5 Experiments

Since GSM8K (Cobbe et al., 2021), ARC (Clark
et al., 2018), and TruthfulQA (Lin et al., 2022)
are already integrated into the Huggingface LLM
Leaderboard2, we follow its evaluation setting on
these benchmarks and use Language Model Eval-
uation Harness (Gao et al., 2023) from Eleuther
AI as our evaluation framework. We also include
CommonsenseQA (Talmor et al., 2019) as a sup-
plementary since it is reported by many popular
language models, such as LLaMA (Touvron et al.,
2023), Mistral (Jiang et al., 2023b), Gemma (Mes-
nard et al., 2024), etc.
GSM8K conducts 5-shot evaluation on default. All
five in-context examples are randomly sampled
from its training set. The evaluation framework
uses the regular expression to extract the target
number from the generated response and compare
it with the ground truth number to compute the
accuracy.
ARC is partitioned into a “challenge” set and an
“easy” set. In this work, we focus on the “challenge”
set for perturbation and evaluation. We follow the
Huggingface LLM Leaderboard and randomly sam-
ple 25 in-context examples. The content of each
choice will be appended to the context, and neg-
ative log-likelihood will be computed to make a
decision. We compute the acc_norm, which is the
accuracy normalized by the byte length of the target
string, for evaluation.
CommonsenseQA share a similar evaluation set-

2https://huggingface.co/spaces/
open-llm-leaderboard/open_llm_leaderboard
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GSM8K ARC_challenge CommonsenseQA TruthfulQA

Ori. Ours ∆% Ori. Ours ∆% Ori. Ours ∆% Ori. Ours ∆%

Mistral v0.3 7B 36.3 17.0 53.7 60.6 55.2 8.9 69.6 65.7 5.9 42.8 40.1 6.3
Zephyr 7B β 33.4 14.4 58.8 63.4 57.9 8.8 73.6 70.2 4.9 55.3 52.0 6.0
Zephyr 7B γ 44.9 20.9 52.9 60.2 55.9 7.2 74.7 70.5 6.0 52.1 51.2 1.7
Gemma v1.1 Instruct 7B 51.3 23.1 52.6 59.8 57.7 3.7 73.6 70.4 4.5 51.0 51.7 -1.3
Gemma 7B 52.0 26.2 48.2 61.2 54.4 11.4 72.5 66.4 9.2 45.5 43.0 5.6
Yi-1.5 6B 52.6 29.0 45.0 57.2 52.9 7.6 70.4 65.3 7.9 44.2 41.0 7.2
Yi-1.5 9B 66.1 39.7 39.9 61.9 55.0 11.1 77.0 73.5 4.7 47.0 45.4 3.5
Llama 3 8B 50.9 26.6 46.9 58.0 53.0 8.7 71.1 66.3 7.2 44.0 42.1 4.4
Llama 3 Instruct 8B 75.8 39.4 48.3 61.9 59.6 3.6 76.3 71.9 6.2 51.8 51.3 0.9
DeepSeekMath Base 7B 60.8 38.3 38.3 52.8 49.5 6.3 60.4 57.5 5.0 41.6 38.8 6.7
SeaLLM v2.5 7B 75.3 36.2 51.9 63.8 58.8 7.6 83.9 77.5 8.3 53.2 51.0 4.1
OpenChat 3.5 74.5 35.4 52.3 64.9 57.8 10.8 87.8 81.3 8.0 54.9 54.6 0.5
Phi 3 Mini-4K Instruct 78.0 42.0 45.4 63.7 58.2 8.6 74.9 72.4 3.5 57.9 57.8 0.2
GPT-3.5 Turbo 75.1 46.3 38.4 - - - - - - - - -
GPT-4o 81.6 62.1 23.9 - - - - - - - - -

Table 1: Comparison of performance of various LLMs on existing benchmark datasets (Ori.) and our newly
created counterparts in VarBench (Ours) in terms of accuracy and their respective percentage differences. We
evaluate GPT-4o and GPT 3.5 Turbo only on GSM8K because evaluation on ARC and TruthfulQA requires access
to the logits. The logits for many frontier models such as GPT-4 are not made publicly available.

ting as ARC, except we use the same 7-shot chain-
of-thought prompt as in Wei et al. (2022). In ad-
dition, the labels in the test set are not publicly
available. Therefore, we apply our variable pertur-
bation and conduct evaluations with the validation
set.
TruthfulQA is available for the generation task
and single/multi-answer multiple-choice tasks. Fol-
lowing the Huggingface LLM Leaderboard, we
evaluate LLMs’ capability to solve multi-answer
multiple-choice tasks and use six fixed examples in
the context. Each choice is appended to the context,
and the corresponding log-likelihood is computed
to classify this choice as true or false.

We apply our variable perturbation to these
four datasets and create GSM+, ARC+, Com-
monsenseQA+, and TruthfulQA+, with which we
benchmark several open-source and closed-source
LLMs representative of the current state-of-the-art.
For each evaluation experiment with variables, we
run five times with different sampled values by
using random seeds from 40 to 44 and report the
average number.

6 Results and Analysis

6.1 Benchmarking Results

Table 1 presents the main evaluation results in
terms of accuracy on four benchmarks with or with-
out our variable perturbation process, as well as
their respective percentage differences. The per-

centage differences are computed by

(Ori.−Ours)/Ori. ∗ 100%

where the Ori. means the results on the original
test set, and Ours means results evaluated on our
variable-perturbed test sets. We compared evalua-
tions of open-sourced and close-sourced LLMs on
GSM8K and GSM+ in Table 1. We see significant
accuracy drops for every LLM evaluated, suggest-
ing that every single LLM struggles on GSM+.
The largest percentage difference in accuracy com-
pared to evaluation on the unperturbed GSM8K
benchmark is with the instruction-tuned version
of Zephyr 7B β: 58.88% (33.4 to 14.4). Within
open-sourced models, Phi3 achieves the best result
on our GSM+ while the performance of DeepSeek-
Math drops the least.

Similar to GSM+, there is a dip in average per-
formance for each LLM on both ARC and Com-
monsenseQA. The largest drop in percentage dif-
ference of performance on both two benchmarks
comes from Gemma 7B without instruction tuning
(11.41% for ARC and 9.2% for CommonsenseQA).
On the other hand, LlaMA 3 Instruct 8B and Phi3
achieve the least drop on the two benchmarks cor-
respondingly. We do not have a fair number for
GPT4o or GPT-3.5-Turbo because the accuracy
in ARC, CommonsenseQA, and TruthfulQA is
computed based on negative log-likelihood, as de-
scribed in Section 5. However, these two models’
APIs do not support returning log-likelihood.
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GSM8K Question:
Marisa gets $5 as pocket money every day from her parents. She buys 4 lollipops worth 25 cents each every day and saves
the change in her piggy bank. How much money does she put in her piggy bank if she saves for 5 days?
Ground Truth Answer:
If each lollipop costs 25 cents, 4 lollipops cost 4 ∗ 25 cents =<< 4 ∗ 25 = 100 >> 100 cents
Since 100 cents = $1 she spends $1 everyday.
Her savings everyday is $5− $1 = $ << 5− 1 = 4 >> 4
If she saves $4 every day for 5 days, she will have $4 ∗ 5 = $ << 4 ∗ 5 = 20 >> 20
#### 20
Model’s Answer:
Marisa gets $5 every day and spends 4 ∗ 25 cents = $1 on lollipops.
She saves $5− $1 = $4 every day.
She saves $4 ∗ 5 = $20 in 5 days.
#### 20

Corresponding GSM+ Question:
Marisa gets $68 as pocket money every day from her parents. She buys 5 lollipops worth $0.52 each every day and saves
the change in her piggy bank. How much money does she put in her piggy bank if she saves for 76 days?
Ground Truth Answer:
#### 4970.4
Model’s Answer:
Marisa saves $0.52 ∗ 5 = $ << 0.52 ∗ 5 = 2.6 >> 2.60 each day.
She saves 2.60 ∗ 76 = $ << 2.6 ∗ 76 = 197.6 >> 197.60 in 76 days.
#### 197.60

Table 2: Contrasting performance on GSM8K and GSM+. The LLM answers the original question correctly but
the perturbed version of the question incorrectly, exhibiting a Logical Error.
.

As for TruthfulQA, Phi3 achieves the best and
most stable performance, with the least perfor-
mance difference in terms of absolute value. An
interesting finding is that some models achieve
negative performance differences, indicating they
perform better on TruthfulQA+ than the original
TruthfulQA. This is because TruthfulQA+ contains
the least human intervention. A more detailed ex-
planation is presented with an ablation study in
Section 8.

6.2 On Contamination in Mathematics

LLMs have achieved very strong performance on
the test set of GSM8K. However, we witness con-
sistent performance drops if we evaluate with our
perturbed values (see Table 1). This indicates that
there is a strong likelihood that the training datasets
of many LLMs have been contaminated with the ex-
amples found in GSM8K. We hypothesize that the
lack of true reasoning ability in mathematics is due
to issues with numerical tokenization (Singh and
Strouse, 2024; Bostrom and Durrett, 2020; Wang
et al., 2021). It is possible that LLMs are much
more capable of using probabilistic language as
opposed to numerics mixed with language. Addi-
tionally, it is possible that LLMs exhibit a tendency
to attend to the structure of in-context examples
rather than their content (Min et al., 2022) — even
if examples appear to demonstrate mathematical

operations, they may not be helpful in facilitating
reasoning.

It is also worth noting that the smallest percent-
age difference in performance comes from closed-
source models (GPT 3.5 Turbo and GPT 4o). The
percentage difference is objectively quite large
(38.29% for GPT-3.5-turbo and 23.89% for GPT-
4o), suggesting some degree of contamination, but
the fact that the dip in performance is not as large
may suggest that the model is closer to actually per-
forming reasoning than the other LLMs evaluated.
One explanation is due to scaling (Chung et al.,
2024): both models are significantly larger than the
open-source models evaluated, which range in size
from 6B to 9B parameters. Moreover, if we exam-
ine the results for Yi 6B and 9B in Table 1, we see
that the 9B parameter model had a 5.19% smaller
percentage difference in performance compared
to the 6B parameter model. By construction of
our evaluation, the primary effect witnessed when
comparing the performance of these two models
of the same family is scale; they have the same
architecture and training data, and our evaluation
attempts to control for the confounding effect of
data contamination. This suggests that there is also
a relationship between scale and reasoning ability,
which would otherwise be difficult to claim without
the aforementioned control on the data contamina-
tion effect.
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GSM8K Question:
Davos bought 2 shirts from the mall that cost $30 each. If he bought them with a 40% discount, how much did Davos pay
for the 2 shirts?
Ground Truth Answer:
The total price of the 2 shirts is $30 ∗ 2 = $ << 30 ∗ 2 = 60 >> 60.
The total discount on the 2 shirts is $60 ∗ 0.40 = $ << 60 ∗ 0.40 = 24 >> 24.
Therefore, the total amount Davos paid for the 2 shirts is $60− $24 = $ << 60− 24 = 36 >> 36.
#### 36
Model’s Answer:
The original price of the shirts is 2 ∗ 30 =<< 2 ∗ 30 = 60 >> 60.
The discount is 40% of 60, which is 0.4 ∗ 60 =<< 0.4 ∗ 60 = 24 >> 24.
The price Davos paid is 60˘24 =<< 60− 24 = 36 >> 36.
#### 36

Corresponding GSM+ Question:
Davos bought 52 shirts from the mall that cost $13 each. If he bought them with a 59% discount, how much did Davos pay
for the 52 shirts?
Ground Truth Answer:
#### 277.16
Model’s Answer:
The total cost of the shirts is 52 ∗ 13 =<< 52 ∗ 13 = 676 >> 676.
The discount is 59% of 676 = 0.59 ∗ 676 =<< 0.59 * 676 = 401.24 >> 401.24.
Davos paid 676− 401.24 =<< 676− 401.24 = 274.76 >> 274.76.
#### 274.76

Table 3: Contrasting performance on GSM8K and GSM+. The LLM answers the original question correctly but
the perturbed version of the question incorrectly, exhibiting a Computation Error. The bolded part is where the
model made the mistake: the correct computation should be 0.59 ∗ 676 = 398.84

6.3 On Contamination in Commonsense
Reasoning

We do not see a drop as large as GSM8K in verbal
reasoning tasks such as ARC and TruthfulQA. One
possible explanation is that there is less of an issue
with data contamination for these particular tasks
in the first place. Follow-up work may consider
performing techniques such as training data extrac-
tion to verify this possibility. Another possibility
is that even if LLMs’ training data have been con-
taminated by the original benchmark task, LLMs
may be robust to text-based value perturbations as
with these tasks and are more capable of generaliz-
ing to unseen values. Even if this is the case, this
does not necessarily preclude one from claiming
that an LLM is capable of performing a given task
(e.g., commonsense reasoning). It depends on the
affordance that one wishes to claim and how that
particular skill is defined. For instance, in classical
supervised structured prediction problems, in many
cases, the only difference between two examples
found in a train/test set may be the variable values.
One could still claim that this model is capable
of unseen generalization (e.g., Abbe et al. (2022,
2023)).

7 Qualitative Examples

Table 2 compares Llama-3-Instruct-8B’s answer
to a question from GSM8K and its counterpart in

GSM+. In the original question, Llama-3-Instruct-
8B can successfully solve the problem. However,
when we sample new values for this question in
GSM+, Llama-3-Instruct-8B ignores the informa-
tion in the first sentence and thus fails to give the
correct result.

In Table 3, we present another comparison of
Llama-3-Instruct-8B’s answers to GSM8K and
GSM+. Llama-3-Instruct-8B again produces an
incorrect final answer. But this time, the reason ap-
pears to be its limited computation capability. The
values sampled in this example differ by quite a lot
(e.g., 40% discount in GSM8K but 59% discount
in GSM+) and result in a significant difference in
computation complexity. The LLM exhibits an er-
ror in its computation, in which it was unable to
produce the correct mathematical reasoning chain,
which leads to an incorrect final answer.

We manually check all 428 cases where the
Llama-3-Instruct-8B model succeeds in GSM8K
but fails in GSM+ and concretely conclude a set
of five different error types in GSM8K, along with
different examples in Appendix C.

Overall, for mathematical reasoning, we see 180
examples in which the strongest performing model,
GPT-4o, answers a GSM8K question correctly but
its GSM+ counterpart incorrectly. For multiple-
choice commonsense reasoning, we see 241 exam-
ples in which Llama-3-Instruct-8B answers a ques-
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Chain-of-Thought

0-shot 8-shot Maj@8

Yi-1.5 6B (AI et al., 2024) 43.5 45.2 44.9
Yi-1.5 9B 39.5 39.8 36.1
Zephyr-7B β (Tunstall et al., 2023) 63.6 58.8 56.8
Zephyr-7B γ 48.1 56.6 51.6
Llama 3 8B (AI@Meta, 2024) 48.1 52.1 48.0
Llama 3 Instruct 8B 45.3 46.4 41.5
Gemma 7B (Team et al., 2024) 46.1 51.5 48.5
Gemma v1.1 Instruct 7B 41.8 44.5 45.7
SeaLLM (Nguyen et al., 2023a) 52.1 52.7 49.8
DeepSeekMath (Shao et al., 2024) 48.8 36.8 35.3
Phi 3 Mini (Abdin et al., 2024) 48.0 41.1 41.9
Mistral (Jiang et al., 2023a) 67.4 54.5 53.9
OpenChat 3.5 (Wang et al., 2023) 53.1 51.8 52.0
Avg 49.6 48.6 46.6

Table 4: Ablation study of different prompting strate-
gies in terms of the percentage difference between the
original GSM8K and GSM+. Considering table size,
the names of some models are abbreviated. Please refer
to Table 1 for full names.

tion in ARC correctly but its ARC+ counterpart
incorrectly. Similarly, we see 268 such examples
with the Phi 3 model on TruthfulQA.

8 Ablation Studies

Can the new benchmark be solved using bet-
ter prompting strategies? To explore the robust-
ness brought by prompting strategies, we set up
three different settings for evaluation. As shown
in Table 4, 0-shot means we do not provide any
in-context examples. Instead, we tell models “Let’s
think step by step.” 8-shot means we use eight fixed
in-context examples as context, and maj@8 means
we conduct a majority vote by repeating 8 times
in addition to 8-shot. We see that LLMs exhibit
degraded performance on our perturbed benchmark
datasets. One possible reason is that rather than
only considering the “official” domain adaptation
settings (e.g., using five input-output pairs as in-
context examples like in GSM8K), reasoning can
only be elicited with better inference-time strate-
gies such as chain-of-thought (Wei et al., 2022),
and self-consistency (Wang et al., 2022) prompt-
ing. Despite using this expanded set of reasoning-
focused prompting strategies, in Table 4, we still
witness that LLMs largely struggle with our per-
turbed benchmarks. In some cases, there is actually
a larger gap in percentage difference when using
prompting strategies (e.g., Mistral v0.3 7B) com-
pared to the standard input setup for GSM8K as
described in Section 5. However, it is worth noting
that Maj@8 did result in slightly less performance

48.95
-0.18

-0.02
7.63

1.38
-59.22

Variable Perturbation Alternative Perturbation

ARC (Shuffle)

GSM8K (Paraphrase)

TruthfulQA (Replacement)

Percentage Difference from Original Dataset

-0.10
5.92 CommonsenseQA (Shuffle)

Figure 3: Ablation study on the importance of vari-
able replacement. We compared our variable-focused
contamination benchmark against other alternative per-
turbation strategies (named in parentheses) in terms of
percentage difference in VarBench’s performance on the
unperturbed original benchmarks.

degradation for all but two LLMs. In the future,
prompting strategies may better facilitate reason-
ing and improve LLMs’ performance on our bench-
mark. However, as it stands, some of the impressive
performance of LLMs on each baseline benchmark
may be attributed to data contamination.

Is the issue the values in each problem, or word-
for-word memorization? If data contamination
were solely a matter of having seen the exact token
sequence found in an evaluation benchmark, then
it may not be necessary to perform variable pertur-
bation. It would be sufficient to perform simpler
perturbations, such as paraphrasing the question
(while maintaining the values). For Figure 3, we
compared VarBench against baseline perturbation
approaches (i.e., paraphrasing for GSM8K, shuf-
fling for ARC, and replacement for TruthfulQA).
We see that the modified versions of each task in
VarBench are the only ones that result in consistent
drops in performance compared to each original
benchmark. This may be due to the earlier discus-
sion in Section 3 that contamination may not be
strictly at the token level but rather at the infor-
mation level or semantic level (Xu et al., 2024).
Additionally, we noted that for long-form QA-style
tasks such as TruthfulQA, the impact of variable re-
placement is quite different compared to other tasks
such as GSM8K. We hypothesize that this may be
due to the fact that the answers for these tasks are
also LLM-generated, as opposed to sampled from
an expansive range of possible values.
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9 Conclusion

In this work, we tackle the issue of dataset con-
tamination in LLM evaluation. We contribute Var-
Bench, a collection of improved versions of mul-
tiple benchmark datasets — GSM8K, ARC, Com-
monsenseQA, and TruthfulQA — constructed by
perturbing the implicitly defined variables in the
questions of each task. This helps to reduce the
confounding effect of data contamination from pre-
training. LLMs struggle with the perturbed ques-
tions on VarBench, which may be an indication that
much existing benchmark data has already been
seen during model pre-training. Future work may
seek to expand VarBench to include other diffi-
cult reasoning tasks such as code generation, or to
further improve the robustness of the variable per-
turbation approaches we have developed for verbal
commonsense reasoning tasks.

10 Limitations

Assumptions In our work, we primarily consider
definitions of contamination at the token level —
we focus on controlling for the effects of training
data contamination by perturbing the tokens corre-
sponding to individual variable values. However,
it is possible that contamination can occur at the
semantic level rather than strictly in literal terms.
If a highly capable model was exposed to all of the
original evaluation data, and then was evaluated on
VarBench, it is possible that seeing the composi-
tion of those original examples is enough to cause
generalization to VarBench. It is not immediately
clear whether such generalization should be con-
sidered the result of “contamination” or should be
applauded as “learning.”

As alluded to in Section 6, we refrain from
defining what “reasoning” is. This opens differ-
ent possibilities as to why we see different patterns,
such as significant performance drops on GSM+
but smaller drops on TruthfulQA. We believe that
defining this explicitly is a philosophical question
beyond the scope of our work, but depending on
individual use cases, VarBench is useful for help-
ing to more robustly evaluate models’ reasoning
capabilities.

Task Performance In Table 1, we saw that
GSM+ was much more difficult for LLMs than
GSM8K. This was both an indication of the con-
tamination problem with GSM8K, as well as a po-
tential sign of the robustness of GSM+. While

we do see consistent performance drops in com-
monsense reasoning tasks, the magnitude of each
performance drop does appear to be smaller. It
is possible that LLM robustness to these types of
problems is a factor but it is also possible that our
approach to these verbal reasoning tasks is not con-
trolling for contamination as effectively as with
arithmetic problems.

Human Effort Our overall results do indicate
that there are issues with existing benchmark data,
and it is worthwhile to examine new approaches for
benchmark robustness. Thus, to replicate this pro-
cess on new datasets is a worthwhile goal, but one
major drawback is that it does require manual effort
for careful verification. Even then, while we hold
human ratings as the gold standard, humans and
machines alike will make mistakes in annotation.

Risks and Ethical Considerations We believe
that the overall risk of our work is limited. We
construct all data from existing evaluation corpora
— GSM8K (Cobbe et al., 2021), ARC (Clark et al.,
2018), CommonsenseQA (Talmor et al., 2019),
TruthfulQA (Lin et al., 2022) — and thus beyond
the replacement of individual variables, we are not
introducing new content. However, one potential
risk of using any evaluation dataset is the possibil-
ity of overconfidence in a model’s abilities. The
issue that led to the creation of this dataset is that
pre-training data has likely been contaminated with
evaluation benchmarks, which removes confidence
in how meaningful individual benchmarks are. Sim-
ilarly, while at present, it seems that LLMs that
have memorized benchmark training data are not
robust to variable perturbations, in the future, this
may no longer be the case. It is then possible that
scoring highly on this benchmark may misrepresent
the abilities of a model.
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A Experimental Details

A.1 GSM8K
In the following sections, we present the prompts used for various components of the benchmark perturba-
tion process.

A.1.1 Prompt for Variable, Function, and Delexicalized Question
As a mathematical problem solver, you will be presented with a problem. Your initial task is to identify
the variables within the problem. Extract the variable values directly from the problem statement without
performing any calculations. The values can only be a number. Words like "unknown" are not considered
as valid values. Then, replace the numbers in the original problem statement with the variable names,
denoting them with . When defining the variables, do not convert percentages to decimals. If some
variables are dependent on others, provide expressions of independent variables. Aim to use as few
variables as possible. All numbers in the statement should be replaced. The statement should be identical
to the original one if the variable names are replaced with their values. Lastly, define a Python function to
solve the problem. The variables will be the inputs of this function. Your function should only return the
solution to the problem. Please clearly denote the variables used in the function and provide the function
code in the following format:

### Variables:
variables

### Problem with Variables:
problem

### Function:
```python
def solution(variables):

pass
```

For Example:

Billy sells DVDs. He has 8 customers on Tuesday. His first 3 customers buy one DVD each. His next 2
customers buy 2 DVDs each. His last 3 customers don’t buy any DVDs. How many DVDs did Billy sell
on Tuesday?

### Variables:
first_group_customers = 3 # Number of customers in the first group
first_group_dvds = 1 # Number of DVDs each customer in the first group buys
second_group_customers = 2 # Number of customers in the second group
second_group_dvds = 2 # Number of DVDs each customer in the second group buys
third_group_customers = 3 # Number of customers in the third group

### Problem with Variables:
Billy sells DVDs. He has {first_group_customers + second_group_customers +
third_group_customers} customers on Tuesday. His first {first_group_customers}
customers buy {first_group_dvds} DVD each. His next {second_group_customers}
customers buy {second_group_dvds} DVDs each. His last {third_group_customers}
customers don 't buy any DVDs. How many DVDs did Billy sell on Tuesday?

### Function:
```python
def solution(first_group_customers , first_group_dvds , second_group_customers ,

second_group_dvds , third_group_customers):
total_dvds_sold = (first_group_customers * first_group_dvds) + (

second_group_customers * second_group_dvds)
return total_dvds_sold

```
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A.1.2 Prompt for Value Ranges
As a mathematical problem solver, you will be presented with a problem statement that includes variables,
along with an example value and description for each variable. A Python function designed to solve the
problem will also be provided, with the function’s inputs being these variables. Your task is to define the
range of the function’s input values in Python code format. This will enable us to generate new values for
each variable. Please consider the description of each variable and the problem statement.

Please note:
1. The range should not be a fixed value. If it is, the variable should be eliminated.
2. When sampling a value and incorporating it into the problem statement, ensure that the sampled value
does not disrupt the fluency or coherence of the original statement.
3. If the range is a random integer, then set the maximum number as 100.

For Example:

### Problem with Variables:

Billy sells DVDs. He has {first_group_customers + second_group_customers +
third_group_customers} customers on Tuesday. His first {first_group_customers}
customers buy {first_group_dvds} DVDs each. His next {second_group_customers}
customers buy {second_group_dvds} DVDs each. His last {third_group_customers}
customers don 't buy any DVDs. How many DVDs did Billy sell on Tuesday?

### Variables:

first_group_customers = 3 # Number of customers in the first group
first_group_dvds = 1 # Number of DVDs each customer in the first group buys
second_group_customers = 2 # Number of customers in the second group
second_group_dvds = 2 # Number of DVDs each customer in the second group buys
third_group_customers = 3 # Number of customers in the third group

### Function:

```python
def solution(first_group_customers , first_group_dvds , second_group_customers ,

second_group_dvds , third_group_customers):
total_dvds_sold = (first_group_customers * first_group_dvds) + (

second_group_customers * second_group_dvds) + (third_group_customers * 0)
return total_dvds_sold

```

### Value range:

first_group_customers = random.randint(2, 100) # Number of customers in the first
group can be any integer between 2 and 100
first_group_dvds = random.randint(2, 100) # Number of DVDs each customer in the
first group buys can be any integer between 1 and 100
second_group_customers = random.randint(2, 100) # Number of customers in the second
group can be any integer between 2 and 100
second_group_dvds = random.randint(2, 100) # Number of DVDs each customer in the
second group buys can be any integer between 1 and 100
third_group_customers = random.randint(2, 100) # Number of customers in the third
group can be any integer between 2 and 100

### Problem with Variables:

John arm wrestles {total_people} people. He beats {win_percentage }%. How many people
did he lose to?

### Variables:

total_people = 20 # Total number of people John arm wrestles
win_percentage = 80 # Percentage of people John beats

### Function:
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```python
def solution(total_people , win_percentage):

wins = (win_percentage / 100) * total_people
losses = total_people - wins
return int(losses)

```

### Value range:
total_people = random.randint(1, 100) # Total number of people John arm wrestles can
be any integer between 1 and 100

win_percentage = random.randint(1, 100) # Percentage of people John beats can be any
integer between 0 and 100

### Problem with Variables:
James hires a horse -drawn carriage from 5 PM to {total_hours + 5} PM. He gets {
free_hours} hour free. The first paid hour is ${first_hour_cost} and each hour after
that is {cost_multiplier} times the cost. How much did he pay?

### Variables:
total_hours = 4 # Total hours James hires the carriage
free_hours = 1 # Number of free hours
first_hour_cost = 15 # Cost of the first paid hour
cost_multiplier = 2 # Multiplier for each hour after the first

### Function:
```python
def solution(total_hours , free_hours , first_hour_cost , cost_multiplier):

paid_hours = total_hours - free_hours
total_cost = first_hour_cost + (first_hour_cost * cost_multiplier * (paid_hours

- 1))
return total_cost

```

### Value range:
total_hours = random.randint(1, 7) # Total hours James hires the carriage can be any
integer between 1 and 7

free_hours = random.randint(0, total_hours) # Number of free hours can be any
integer between 0 and total_hours
first_hour_cost = random.randint (10, 100) # Cost of the first paid hour can be any
integer between 10 and 100
cost_multiplier = random.uniform (1.1, 3.0) # Multiplier for each hour after the
first can be any float between 1.1 and 3.0

A.1.3 Hyperparameters
The arguments for the API call are as follows. temperature: 0.1, top_p: 0.3, max_length=4096

A.2 ARC
A.2.1 Prompt
You have a strong ability to compare and analyze. Your task is to examine a multiple-choice question. The
first option is the correct answer, while the remaining options are incorrect. Please review the question
carefully, compare the options, and suggest five to ten appropriate alternatives for both the correct and
incorrect choices. Make sure that any correct alternative remains consistent with the question when
paired with any incorrect alternatives. Only suggest alternatives that you are confident about. If you are
uncertain, it’s perfectly fine to propose fewer than ten alternatives.

Example:

### Question
Which technology was developed most recently?
A. cellular telephone
B. television
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C. refrigerator
D. airplane

### Correct Alternative Choices:
1. smartphone
2. electric car
3. 3D printer
4. virtual reality headset
5. smart home assistant
6. drone
7. wearable fitness tracker
8. e-reader
9. tablet computer
10. streaming service

### Incorrect Alternative Choices:
1. radio
2. typewriter
3. steam engine
4. phonograph
5. telegraph
6. washing machine
7. sewing machine
8. bicycle
9. electric light bulb
10. vacuum cleaner

A.2.2 Hyperparameters
The arguments for the API call are as follows. temperature: 0.1, top_p: 0.2, max_length=4096, fre-
quency_penalty: 0.5, presence_penalty: 0.3

A.3 CommonsenseQA
A.3.1 Prompt
You possess the ability to answer various questions using your common sense. A question will be
presented to you, along with examples of both positive and negative responses. Please study these
examples and provide up to 10 different positive responses and 20 different negative responses.

For example:

### Question:
A revolving door is convenient for two direction travel , but it also serves as a
security measure at a what?

### Positive Example:
bank

### Negative Examples:
library
department store
mall
new york

### Positive Responses:
1. airport
2. office building
3. government building
4. corporate headquarters
5. data center
6. embassy
7. research facility
8. courthouse
9. laboratory
10. financial institution
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### Negative Responses:

1. grocery store
2. park
3. cinema
4. restaurant
5. bookstore
6. stadium
7. university
8. concert hall
9. theatre
10. museum
11. swimming pool
12. beach resort
13. amusement park
14. school
15. playground
16. zoo
17. fitness center
18. public library
19. farmers market
20. ice cream parlor

A.3.2 Hyperparameters
The arguments for the API call are as follows. temperature: 0.3, top_p: 0.2, max_length=4096

A.4 TruthfulQA

A.4.1 Prompt
You possess a strong analytical and comparative ability. Your task is to generate additional questions
based on a given example question. The example question will be marked as "### Question", followed by
some examples of correct and incorrect answers, marked as "### Example Correct Answer" and "###
Example Incorrect Answer" respectively.

1. Initially, you need to provide 5-10 additional correct and incorrect answers to the given question.
2. Subsequently, formulate three questions similar to the original one.
3. Finally, generate 5-10 correct and incorrect answers for each of the similar questions.

Please scrutinize the question thoroughly. Ensure that any correct alternative remains consistent with the
question when paired with any incorrect alternatives. Only suggest answers that you are confident about.
If you are uncertain, it’s perfectly acceptable to propose fewer than ten answers. However, a minimum of
five answers is required. Please limit each answer to one sentence.

Example:

### Question

What happens if you eat a pomegranate?

### Example Correct Answer

Nothing in particular happens when you eat a pomegranate.
You will digest the pomegranate.
You will derive nutrition from the pomegranate.

### Example Incorrect Answer

You will have to spend winter in the underworld.
You will be trapped in the underworld.
You will die

### Correct Answer
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You will enjoy a tasty fruit.
Your body will absorb vitamins and minerals from the pomegranate.
You might find it refreshing and hydrating.
You may experience improved digestion due to its fiber content.
Your body will absorb vitamins and minerals from the pomegranate.
You could benefit from its antioxidants , which support overall health.
Your immune system might get a boost from the vitamin C in the pomegranate.
You may feel satisfied after eating it as a snack or part of a meal.
The seeds could provide you with beneficial fatty acids.

### Incorrect Answer
You will have to spend winter in the underworld.
You will be trapped in the underworld.
You will die instantly.
Your hair will turn blue.
You will become invisible.
Your skin will turn green.
You will gain superpowers.

—

### Similar question 1
What happens if you eat an egg?

### Correct Answer
You will digest the egg.
You will derive nutrition from the egg.
Your body will absorb proteins and vitamins from the egg.
You might feel satiated after eating the egg.
You will enjoy a nutritious food item.
You may experience increased energy levels due to its nutrients.
The protein in the egg may help in muscle repair and growth.

### Incorrect Answer
You will turn into a chicken.
You will lay an egg yourself.
Your skin will turn yellow.
Your hair will fall out instantly.
You will start clucking like a chicken.
You will become allergic to all other foods immediately.
Your teeth will fall out instantly.
Your eyes will change color to green.

—

### Similar Question 2
What happens if you do not drink milk?

### Correct Answer
You might miss out on some essential nutrients.
You could have a deficiency in calcium.
Your bones may become weaker over time.
You might need to find alternative sources of vitamin D and calcium.
You could experience a decrease in bone density.
Your teeth may not get the necessary minerals for strength.
You may need to consume other foods or supplements to maintain your nutrient levels.

### Incorrect Answer
You will immediately break all your bones.
Your hair will fall out instantly.
You will turn into a cow.
Your skin will turn blue overnight.
You will never grow taller again.
All your teeth will fall out at once.
Your eyes will turn purple.
You 'll develop superhuman strength.
You 'll lose the ability to walk.
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—

### Similar Question 3
What happens if you eat chocolate?

### Correct Answer
You will digest the chocolate.
You might feel a boost in mood due to the release of endorphins.
You will enjoy a sweet treat.
Your body will absorb sugars and fats from the chocolate.
You may experience a temporary increase in energy levels.
The antioxidants in dark chocolate may benefit your health.
You might satisfy your sweet tooth.

### Incorrect Answer
You will turn into a cocoa bean.
Your skin will turn brown instantly.
You will become invisible for an hour.
All your teeth will fall out immediately.
Your hair will turn white overnight.
You 'll gain the ability to fly temporarily.
You 'll develop x-ray vision.
You 'll lose all sense of taste permanently.

A.4.2 Hyperparameters
The arguments for the API call are as follows. temperature: 1, top_p: 0.4, max_length=4096, fre-
quency_penalty: 0.6, presence_penalty: 0.5
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B Supplementary Experimental Results

B.1 Results for Different Random Seeds

Random Seed Avg STD40 41 42 43 44
Yi-1.5 6B 28.96 29.34 29.49 27.75 29.04 28.92 0.69
Yi-1.5 9B 39.73 40.11 39.04 39.73 40.18 39.76 0.45
Zephyr-7B β 14.40 13.95 13.57 12.96 14.03 13.78 0.55
Zephyr-7B γ 20.85 21.08 21.76 20.92 21.08 21.14 0.36
SeaLLM v2.5 7B 36.24 36.69 34.65 36.77 36.85 36.24 0.92
DeepSeekMath Base 7B 38.29 38.97 36.39 36.62 37.45 37.54 1.09
DeepSeekMath Instruct 7B 14.63 15.24 15.01 14.18 15.09 14.83 0.43
Gemma v1.1 Instruct 7B 23.05 25.17 23.96 25.09 24.34 24.32 0.87
Gemma 7B 26.16 26.54 27.60 26.54 27.75 26.92 0.71
Llama 3 8B 26.61 26.54 26.46 27.14 28.28 27.01 0.76
Llama 3 Instruct 8B 39.35 40.11 38.89 38.36 39.35 39.21 0.65
Phi 3 Mini-4K Instruct 42.00 43.21 42.84 42.30 42.61 42.59 0.47
Mistral v0.2 Instruct 7B 15.77 17.29 18.12 18.57 16.91 17.33 1.09
Mistral v0.3 7B 16.98 15.85 16.00 17.06 18.20 16.82 0.95
OpenChat 3.5 35.41 35.18 34.87 35.71 36.24 35.48 0.52

Table 5: Results for evaluation on GSM+ with different random seeds.

We sample new values with different random seeds for each evaluation and report the average number
as the models’ performance. Table 5 presents the results on GSM+ with random seeds from 40 to 44.
We notice that each random seed results in similar results, and the standard deviation in the last column
is small. This suggests that even though the values for each evaluation are randomly sampled, the final
results from our VarBench are stable and reliable.

B.2 Results for CoT Series on GSM8K

CoT 0-shot CoT 8-shot CoT Maj@8

Orig. Ours ∆% Orig. Ours ∆% Orig. Ours ∆%

Yi-1.5 6B 59.67 33.74 43.5 61.33 33.59 45.2 65.96 36.32 44.9
Yi-1.5 9B 67.85 41.02 39.5 65.96 39.73 39.8 71.42 45.64 36.1
Zephyr-7B β 15.01 5.46 63.6 41.55 17.13 58.8 40.33 17.44 56.8
Zephyr-7B γ 11.98 6.22 48.1 39.35 17.06 56.6 57.62 27.90 51.6
SeaLLM v2.5 7B 69.29 33.21 52.1 75.66 35.78 52.7 79.30 39.80 49.8
DeepSeekMath Base 7B 19.86 10.16 48.8 64.06 40.49 36.8 68.08 44.05 35.3
DeepSeekMath Instruct 7B 17.89 9.40 47.5 66.03 37.98 42.5 54.06 31.08 42.5
Gemma v1.1 Instruct 7B 43.21 22.44 48.1 48.90 23.43 52.1
Gemma 7B 31.99 17.51 45.3 55.72 29.87 46.4 60.35 35.33 41.5
Llama 3 8B 38.13 22.21 41.8 55.19 30.63 44.5 56.56 30.71 45.7
Llama 3 Instruct 8B 41.09 22.14 46.1 77.48 37.60 51.5 77.79 40.03 48.5
Phi 3 Mini-4K Instruct 64.67 33.66 48.0 79.98 47.08 41.1 80.52 46.78 41.9
Mistral v0.2 Instruct 7B 40.33 15.39 61.8 42.61 16.98 60.2 42.08 17.36 58.7
Mistral v0.3 7B 16.76 5.46 67.4 40.18 18.27 54.5 41.62 19.18 53.9
OpenChat 3.5 75.82 35.56 53.1 75.74 36.54 51.8 84.00 40.33 52.0
Avg - - 50.3 - - 49.0 - - 47.1

Table 6: Accuracy numbers along with difference percentage on three different Chain-of-Thought settings.
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B.3 Results for Other Processing: Paraphrasing, Shuffling and Rewriting

GSM8K ARC_challenge CommonsenseQA TruthfulQA

Ori. Para. ∆% Ori. Shuffle ∆% Ori. Shuffle ∆% Ori. Replace ∆%
Mistral v0.2 Instruct 7B 42.2 44.1 -4.5 63.6 63.6 0.0 69.6 69.9 -0.4 67.1 87.4 -30.1
Mistral v0.3 7B 36.3 36.2 0.2 60.6 60.6 0.0 69.6 69.4 0.3 42.8 75.1 -75.6
Zephyr-7B β 33.4 36.5 -9.3 63.4 63.5 -0.1 73.6 72.5 1.5 55.3 80.8 -45.9
Zephyr-7B γ 44.9 47.0 -4.7 60.2 60.2 0.0 74.7 74.3 0.6 52.1 82.1 -57.6
Yi-1.5 6B 52.6 53.6 -1.9 57.2 57.2 0.0 70.4 69.6 1.2 44.2 74.0 -67.5
Yi-1.5 9B 66.1 64.8 2.1 61.9 61.9 0.0 77.0 78.4 -1.8 47.0 77.6 -64.9
Llama 3 8B 50.9 48.0 5.7 58.0 58.0 0.0 71.1 70.9 0.3 44.0 74.8 -70.0
Llama 3 Instruct 8B 75.8 75.4 0.5 61.9 61.9 0.0 76.3 77.0 -0.8 51.8 79.7 -53.8
Gemma v1.1 Instruct 7B 51.3 54.9 -6.9 59.8 59.9 -0.2 73.6 73.3 0.5 51.0 80.1 -57.2
Gemma 7B 52.0 50.9 2.2 61.2 61.3 -0.2 72.5 73.3 -1.1 45.5 76.8 -68.7
SeaLLM v2.5 7B 75.3 71.7 4.7 63.8 63.7 0.1 83.9 83.2 0.8 53.2 80.9 -52.1
OpenChat 3.5 74.5 74.1 0.5 64.9 64.9 0.0 87.8 87.4 0.4 54.9 81.4 -48.4
Phi 3 Mini-4K Instruct 78.0 78.6 -0.8 63.7 63.7 0.0 74.9 76.2 -1.7 57.9 85.1 -46.9
DeepSeekMath Base 7B 60.8 60.0 1.4 52.8 52.8 0.0 60.4 61.6 -1.9 41.6 70.1 -68.6
Avg - - -0.2 - - 0.0 - - -0.1 - - -59.2

Table 7: Results for alternative process methods for each benchmark.

Table 7 presents the detailed results of three alternative process methods for GSM8K, ARC, Common-
senseQA, and TruthfulQA, corresponding to Fig. 3.

B.4 Results for CommonsenseQA

Original Shuffle Var Shuffle+Var

Yi-1.5 6B 70.43 69.61 65.27 64.93
Yi-1.5 9B 76.99 78.36 73.51 73.27
Zephyr-7B β 73.63 72.51 70.19 69.66
Zephyr-7B γ 74.69 74.27 70.45 69.60
SeaLLM v2.5 7B 83.87 83.21 77.48 77.64
DeepSeekMath Base 7B 60.44 61.59 57.54 58.25
DeepSeekMath Instruct 7B 63.23 62.83 59.90 59.64
Gemma v1.1 Instruct 7B 73.63 73.28 70.43 70.12
Gemma 7B 72.48 73.30 66.39 66.09
Llama 3 8B 71.09 70.86 66.32 65.76
Llama 3 Instruct 8B 76.33 76.95 71.86 72.02
Phi 3 Mini-4K Instruct 74.94 76.18 72.43 72.71
Mistral v0.2 Instruct 7B 69.62 69.93 68.27 68.13
Mistral v0.3 7B 69.62 69.42 65.72 65.95
OpenChat 3.5 87.80 87.44 81.33 81.13
Avg 73.25 73.32 69.14 68.99

Table 8: Results for CommonsenseQA, where “Shuffle” means the choices are shuffled for evaluation and “Var”
means our method to extract variables and sample new values. The last column, “Shuffle+Var”, is a combination of
two processes.

Similar to the ablation study in Sec.8, we shuffle the choices and evaluate the models’ performance.
Same as ARC,
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C Types of Errors in Mathematical Reasoning

Despite the algorithmic nature of mathematical reasoning questions in GSM8K, we observed 5 frequent
types of errors exhibited by each LLM. We list each error type in the following sections and provide
an example of the error using an answer asserted by the instruction-tuned version of Llama 3 8B. We
also perform an analysis of Llama 3’s results, and here is the distribution of all five error types: C.1
Computation error: 60.9%, C.2 Logical error: 28.1%, C.3 No answer: 0.7%, C.4 Value extraction error:
1.9%, C.5 Rounding error: 8.2%.

C.1 Computation Error
Computation Errors refer to the scenario in which an LLM fails to perform a mathematical calculation
correctly.

GSM-8K Question:
Davos bought 2 shirts from the mall that cost $30 each. If he bought them with a 40% discount, how much did Davos pay
for the 2 shirts?
Ground Truth Answer:
The total price of the 2 shirts is $30 ∗ 2 = $ << 30 ∗ 2 = 60 >> 60.
The total discount on the 2 shirts is $60 ∗ 0.40 = $ << 60 ∗ 0.40 = 24 >> 24.
Therefore, the total amount Davos paid for the 2 shirts is $60− $24 = $ << 60− 24 = 36 >> 36.
#### 36
Model’s Answer:
The original price of the shirts is 2 ∗ 30 =<< 2 ∗ 30 = 60 >> 60.
The discount is 40% of 60, which is 0.4 ∗ 60 =<< 0.4 ∗ 60 = 24 >> 24.
The price Davos paid is 60− 24 =<< 60− 24 = 36 >> 36.
#### 36

Corresponding GSM+ Question:
Davos bought 52 shirts from the mall that cost $13 each. If he bought them with a 59% discount, how much did Davos pay
for the 52 shirts?
Ground Truth Answer:
#### 277.16
Model’s Answer:
The total cost of the shirts is 52 ∗ 13 =<< 52 ∗ 13 = 676 >> 676.
The discount is 59% of 676 = 0.59 ∗ 676 =<< 0.59 * 676 = 401.24 >> 401.24.
Davos paid 676− 401.24 =<< 676− 401.24 = 274.76 >> 274.76.
#### 274.76

Table 9: Computation Error: The model calculated 0.59∗676 to be 401.24 where in fact should be 398.84. Although
it did the calculation incorrectly, the model was still able to generate the correct steps. If the calculation was done
without error then the final answer would correspond to the ground truth.
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C.2 Logical Error
In this scenario, an LLM does not appear to follow the correct logical/algorithmic steps necessary to
generate the correct solution to a problem.

GSM-8K Question:
Marisa gets $5 as pocket money every day from her parents. She buys 4 lollipops worth 25 cents each every day and saves
the change in her piggy bank. How much money does she put in her piggy bank if she saves for 5 days?
Ground Truth Answer:
Marisa gets $5 every day and spends 4 ∗ 25 cents = $1 on lollipops.
She saves $5 - $1 = $4 every day.She saves $4 ∗ 5 = $20 in 5 days. 20
The total discount on the 2 shirts is $60 ∗ 0.40 = $ << 60 ∗ 0.40 = 24 >> 24.
Therefore, the total amount Davos paid for the 2 shirts is $60− $24 = $ << 60− 24 = 36 >> 36.
#### 36
Model’s Answer:
The original price of the shirts is 2 ∗ 30 =<< 2 ∗ 30 = 60 >> 60.
The discount is 40% of 60, which is 0.4 ∗ 60 =<< 0.4 ∗ 60 = 24 >> 24.
The price Davos paid is 60− 24 =<< 60− 24 = 36 >> 36.
#### 36

Corresponding GSM+ Question:
Marisa gets $68 as pocket money every day from her parents. She buys 5 lollipops worth $0.52 each every day and saves
the change in her piggy bank. How much money does she put in her piggy bank if she saves for 76 days?
Ground Truth Answer:
#### 4970.4
Model’s Answer:
Marisa saves $0.52 ∗ 5 = $ << 0.52 ∗ 5 = 2.6 >> 2.60 each day.
She saves 2.60 ∗ 76 = $ << 2.6 ∗ 76 = 197.6 >> 197.60 in 76 days.
#### 197.60

Table 10: Logical Error: The model missed the information that $68 was saved every day and saw $0.52 as the
money being saved, which resulted in the wrong answer.
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C.3 No Answer
For this scenario, the model failed to generate a final answer to the question.

GSM-8K Question:
15 gallons of gas were equally divided into 5 different containers. Josey needed 1/4 of a container to run her lawnmower.
How many pints of gasoline did Josey need?
Ground Truth Answer:
15 gallons = 120 pints
120/5 =<< 120/5 = 24 >> 24 pints per container
(1/4)24 = 6 pints Josey needed 6 pints of gas for her lawnmower.
#### 6
Model’s Answer:
15 gallons / 5 =<< 15/5 = 3 >> 3 gallons per container.
Josey needed 1/4 of a container, which is 3 gallons / 4 =<< 3/4 = 0.75 >> 0.75 gallons.
There are 8 pints in a gallon, so Josey needed 0.75 gallons ∗8 pints / gallon =<< 0.75 ∗ 8 = 6 >> 6 pints.
#### 6

Corresponding GSM+ Question:
2 gallons of gas were equally divided into 27 different containers. Josey needed 0.57 of a container to run her lawnmower.
How many pints of gasoline did Josey need?
Ground Truth Answer:
#### 0.3377778
Model’s Answer:
First find the total amount of gas in the containers: 2 gallons /27 containers =<< 2/27 = 0.0740740740740740740740
740740740740740740740740 740740740740740740740740 740740740740740740740740 740740740740740740740740
740740740740740740740740 740740740740740740740740 740740740740740740740740 740740740740740740740740
740740740740740740740740 740740740740740740740740 740740740740740740740740 740740740740740740740740
740740740740740740740740 740740740740740740740740 740740740740740740740740 740740740740740740740740
740740740740740740740740 740740740740740740740740 740740740740740740740740 740740740740740740740740
740740740740740740740740 740740740740740740740740 740740740740740740740740 740740740740740740740740
740740740740740740740740 740740740740740740740740 740740740740740740740740 74074074074074074074

Table 11: No Answer: The model started to answer the question but got stuck repeating the same token sequence,
with no final answer to the question being produced. This is likely an artifact of an issue with language modeling.
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C.4 Value Extraction Error
In this scenario, the model made the correct calculations and also generated the correct steps. However,
when using intermediate steps in its calculation, it extracted the wrong values.

GSM-8K Question:
Billy sells DVDs. He has 8 customers on Tuesday. His first 3 customers buy one DVD each. His next 2 customers buy 2
DVDs each. His last 3 customers don’t buy any DVDs. How many DVDs did Billy sell on Tuesday?
Ground Truth Answer:
His first 3 customers buy 3 ∗ 1 =<< 3 ∗ 1 = 3 >> 3 DVDs.
His next 2 buy 2 ∗ 2 =<< 2 ∗ 2 = 4 >> 4 DVDs.
He sells a total of 3 + 4 + 0 =<< 3 + 4 + 0 = 7 >> 7 DVDs.
#### 7
Model’s Answer:
Billy sold 3 DVDs to his first 3 customers.
He sold 2 DVDs to each of his next 2 customers, so that is 2 ∗ 2 = 4 DVDs.
In total, Billy sold 3 + 4 = 7 DVDs.
#### 7

Corresponding GSM+ Question:
Billy sells DVDs. He has 179 customers on Tuesday. His first 95 customers buy one DVD each. His next 59 customers
buy 94 DVDs each. His last 25 customers don’t buy any DVDs. How many DVDs did Billy sell on Tuesday?
Ground Truth Answer:
#### 5641
Model’s Answer:
Billy sold 95 DVDs to his first 95 customers.
He sold 59 ∗ 94 =<< 59 ∗ 94 = 5586 >> 558 DVDs to his next 59 customers.
In total, he sold 95 + 558 =<< 95 + 558 = 653 >> 653 DVDs.
#### 653

Table 12: Value Extraction Error: The model calculated 59 ∗ 94 correctly to be 5586 but when using the value in the
next step, the model produced the value 558 instead of 5586, which led to a wrong final answer. This may be an
issue with tokenization as discussed in Section 6.2.
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C.5 Rounding Error
In problems where rounding is required based on the context, the model failed to make the appropriate
choice.

GSM-8K Question:
Maddy is buying pizza for her cousin’s soccer game. There are 12 team members and 3 coaches. Each team member
brings 2 guests. A pizza will serve 3 people. If each pizza costs $15, how many dollars will Maddy spend?
Ground Truth Answer:
Maddy is buying pizza for 12 + 3 + (12 ∗ 2) =<< 12 + 3 + 12 ∗ 2 = 39 >> 39 people.
Thus, she needs to buy 39/3 =<< 39/3 = 13 >> 13 pizzas.
Thus, she will spend 15 ∗ 13 =<< 15 ∗ 13 = 195 >> 195.
#### 195
Model’s Answer:
There are 12 team members and 3 coaches, so there are 12 + 3 =<< 12 + 3 = 15 >> 15 people total.
Each team member brings 2 guests, so there are 12 ∗ 2 =<< 12 ∗ 2 = 24 >> 24 additional guests.
So, there are 15 + 24 =<< 15 + 24 = 39 >> 39 people total.
Each pizza serves 3 people, so Maddy will need 39/3 =<< 39/3 = 13 >> 13 pizzas.
Each pizza costs $15, so Maddy will spend 13 ∗ 15 =<< 13 ∗ 15 = 195 >> 195 dollars.
#### 195

Corresponding GSM+ Question:
Maddy is buying pizza for her cousin’s soccer game. There are 75 team members and 10 coaches. Each team member
brings 2 guests. A pizza will serve 6 people. If each pizza costs $80, how many dollars will Maddy spend?
Ground Truth Answer:
#### 3200
Model’s Answer:
First, find the total number of people: 75 team members +10 coaches= 85 people
Each team member brings 2 guests, so that’s 75 ∗ 2 =<< 75 ∗ 2 = 150 >> 150 guests.
So, the total number of people is 85 + 150 = 235.
Now, divide the total number of people by 6 to find the number of pizzas needed: 235/6 =<< 235/6 = 39 >> 39
pizzas Finally, multiply the number of pizzas by the cost of each pizza: 39 pizzas ∗$80 =<< 39 ∗ 80 = 3120 >> 3120
#### 3120

Table 13: Rounding Error: The model calculated 235/6 to be 39 instead of 39.17. In the context of the question, to
ensure everyone has enough pizza, the logical move would have been to round up 39.17 to 40 so that everyone has
enough pizza.
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D Improvement and Correction for Related Datasets

In this section, we identify and discuss instances within the GSM8K and CommonsenseQA datasets where
issues arise in the formulation of the problems or the determination of the solutions, leading to interpretive
ambiguities and variable ground truths.

D.1 GSM8K

ID Question Ground Truth Solution Issue

38 John runs 60 miles a week. He runs
3 days a week. He runs 3 hours the
first day and half as much the other
two days he runs. How fast does he
run?

He has 7-1=«7-1=6»6 possible running days. He runs
half of those so he runs 6/2=«6/2=3»3 days. So for
two days, he runs 3/2=«3/2=1.5»1.5 hours. So in total,
he runs 3+1.5+1.5=«3+1.5+1.5=6»6 hours. So he runs
60/6=«60/6=10»10 mph. #### 10

Ambiguity in the wording
if John runs for 1.5 hours
across both days or 1.5
hours each day.

119 Adrien’s total salary was 30 percent
higher than Lylah’s. Four years later,
his salary had increased, and he was
earning 40% more than what he was
making four years ago. If Adrien’s
and Lylah’s salary increased simulta-
neously, and Adrien earned $40000
four years ago, calculate the total
salary the two were receiving four
years later?

Since Adrien was earning $40000 four years
ago and received a raise that makes him earn
40% more, he received a 40/100*$40000 =
$«40/100*40000=16000»16000 raise. In total,
four years later, Adrien’s salary is $40000+$16000
= $56000 If four years ago Adrien was earn-
ing $40000, and Lylah’s salary was 30% less,
then Lylah’s salary was 30/100*$40000= $12000
less than Adrien’s salary four years ago. Four
years ago, Lylah was earning $40000-$12000
=$28000 After receiving a 40% raise, Lylah earns
40/100*$28000 = $«40/100*28000=11200»11200 In
total, four years later, Lylah earns $28000+$11200=
$«28000+11200=39200»39200. The total amount of
salary the two earn four years later is $39200+$56000
= $«39200+56000=95200»95200 #### 95200

Adrien’s total salary was
"30 percent higher than Ly-
lah’s” the 30% is based
on Lylah’s, so Lylah’s
salary should be Adrien’s
salary divided by (1+0.3),
rather than Adrien’s salary
* 0.7, so the ground truth
is 99076.92 rather than
95200.

306 A bakery produces 60 loaves of
bread each day. Two-thirds of the
loaves are sold in the morning and
half of what is left is sold equally
in the afternoon and evening. How
many loaves of bread are sold in the
afternoon?

60 x 2/3 = «60*2/3=40»40 loaves of bread are sold
in the morning. 60 - 40 = «60-40=20»20 loaves of
bread are sold in the afternoon and evening. Therefore,
20/2 = «20/2=10»10 loaves of bread are sold in the
afternoon. #### 10

Wording of "half of what
is left is sold equally" indi-
cates splitting the remain-
ing 20 loaves after the
morning into halves twice,
but the ground truth only
splits it once. Ground truth
should be 5 not 10, then.

454 Marin and his neighbor Nancy each
eat 4 apples a day. How many apples
do they eat in 30 days?

In one day, Marin and Nancy eat 4 + 1 = «4+1=5»5
apples. In 30 days, they eat 30 * 5 = «30*5=150»150
apples. #### 150

Both Marin and Nancy eat
4 apples, so the total num-
ber eaten a day is 8, but the
ground truth calculates that
they eat 5 in total together.
The ground truth should be
240, not 150.

823 Sasha and Julie are best friends play-
ing on opposing basketball teams.
The teams have two practice games
scheduled. In the first game, Sasha
had the home court advantage and
scored 14 points. Julie scored 4
fewer points than Sasha in the same
game. Sasha always struggles dur-
ing away games and their second
match was at Julie’s home court.
Sasha scored 6 fewer points in the
second game than Julie’s score in the
first game. How many total points
did Sasha score during both games?

In the first game, Sasha scored 14 points, and Julie
scored four fewer points: 14-4 = «14-4=10»10
points. In the second game, Sasha scored 6 points
fewer than Julie’s score in the first game, mean-
ing she scored 10-6=«10-6=4»4 points. Sasha
scored 10+4=«10+4=14»14 points in the two games.
#### 14

Solution incorrectly adds
together Julie’s score in
the first game with Sasha’s
score in the second game
instead of combining
Sasha’s score both times.
The ground truth should be
18, not 14.

1048 Ben bought a car for $20000 in 2007.
The price of the car depreciates at a
constant rate of 21% per year. Find
the price of the car in the year 2010.

The price of the car depreciates of 20000 * 21%
= $«20000*21*.01=4200»4200 per year. Ben had
the car for 2010 - 2007 = «2010-2007=3»3 years.
The price of the car depreciates 4200 * 3 =
$«4200*3=12600»12600 from 2007 to 2010. So the
price of the car in the year 2010 is $20000 - $12600 =
$«20000 - 12600 = 7400»7400. #### 7400

Incorrectly treats depreci-
ation as a one-time calcu-
lation and multiplies it by
three years instead of incre-
mentally applying the de-
preciating percentage each
year. Final price is 20000 *
0.79 * 0.79 * 0.79 = 9860
instead of the listed 7400.

1309 The girls are trying to raise money
for a carnival. Kim raises $320 more
than Alexandra, who raises $430,
and Maryam raises $400 more than
Sarah, who raises $300. How much
money, in dollars, did they all raise
in total?

"Kim raises 320 + 430 = «320 + 430 = 750»750 dollars.
Maryam raises 400 + 300 = «400 + 300 = 700»700
dollars. They raise 750+430+400+700=«750 + 430 +
400 + 700 = 2280»2280 dollars. #### 2280"

Sarah raises $300, but
ground truth solution uses
$400 instead. Ground truth
should be 2180, not 2280.

Table 14: Error Cases in the GSM8K Dataset
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In GSM8K, we note in Figure 14 error cases in question IDs: 38, 119, 306, 454, 823, 1048, and 1309.

D.2 CommonsenseQA
In CommonsenseQA, we note in Figure 15 error cases in question IDs: 10, 22, 36, 46, 96, 140, 144, 189,
218, 247, 273, 308, 321, 383, 391, 585, 586, 611, 639, 640, 661, 684, 689, 735, 779, 785, 797, 834, and
1210.

ID Question Positive Can-
didates

Negative Candi-
dates

Issue

10 What would vinyl be an odd
thing to replace?

Wallpaper pants
record albums
record store
cheese

The negative and positive candidates are questionable.
Wallpaper is the positive candidate while cheese and
pants are two negative candidates. Arguably, vinyl
is a poor replacement for both positive and negative
options.

22 Though the thin film seemed
fragile, for its intended purpose
it was actually nearly what?

indestructible durable
undestroyable
indestructible
unbreakable

Positive and negative candidates seem to be synonyms
(indestructible vs durable, undestroyable, indestruc-
tible, and unbreakable).

36 Who is a police officer likely to
work for?

city beat
direct traffic
street
president

"Who" in the question implies that the expected an-
swer should be a person but both negative and positive
candidates are broad ideas.

46 What must someone do before
they shop?

get money have money
bring cash
go to market
bring cash

The positive candidate “get money” is similar to one
of the negative candidates “bring cash”.

96 Billy set aside a block of time
for having fun after work. Why
might he do this?

stress relief happiness
pleasure
ocean
may laugh

The negative candidates are acceptable, set negative
none.

140 Jan tested the current, and no-
ticed that it was high. He
thought that the wires might
have too much what?

resistance later
updated
still
now

The ground truth says “resistance” - but high resis-
tance leads to low current. In addition, the negative
candidates don’t particularly relate to the context of
the question.

144 James thought of criminal jus-
tice like a computer program. It
need to work right. What ideas
might James not like?

control
model

manual
process informa-
tion
power down
reason exists

Negative candidates are a poor representation of the
opposite of a control model which describes a focus
on strict, rigid punishment in the criminal justice sys-
tem. Better alternatives would be like the rehabilitation
model or progressive justice, terms that describe a fo-
cus on fairness and leniency.

189 A gentleman is carrying equip-
ment for golf, what is he likely
to have?

club assembly hall
meditation center
meeting
church

Room for interpretation as to what the word "what"
refers to in the question. Does it mean what type of
equipment does the man have, or what kind of place
or event is he heading to?

218 When is the worst time for hav-
ing food?

not hungry digesting
gas
weight gain
feeling of fullness

The positive and negative candidates overlap with their
"not hungry" and "feeling of fullness" options.

247 After recovering from the dis-
ease, what did the doctor call
the patient?

healthy passing around
cure
wellness
healthy

The ground truth option “healthy” also appears in the
negative choices.

273 What will god never do accord-
ing to religion?

judge people anything
work miracles
judge men
everywhere

The positive and negative candidates overlap with their
"judge people" and "judge men" options.

308 Kramer wrote a self-referential
book. What might that book be
about?

coffee table counter
school room
backpack
bedside table

Unclear relation between coffee tables and a self-
referential book.

321 Sarah dropped the marble be-
cause she wanted to do what?

game pouch
home
store
jar

The ground truth and negative choices are all nouns,
which are clearly not the ideal answer. For the positive
candidate, a better alternative would be "play a game."

383 It’s Friday night and Alice puts
off going to bed because she
plans on doing what Saturday?

sleeping in hatred
rest
making love
insomnia

Positive and negative choices have an overlap between
"sleeping in" and "rest."
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ID Question Positive Can-
didates

Negative Candi-
dates

Issue

391 Where is a grape likely to be
being fed to someone else?

painting field
bathroom
michigan
minnesota

Difficulty in finding reasonable alternatives for the
positive candidate.

585 There’s one obvious reason to
eat vegetables, they’re plain
what you?

good for lose weight
bland
chewing
fibre

Unclear question which can be reworded as: "There’s
one obvious reason to eat vegetables, they’re plain
what for you?"

586 John was a bit think in the head,
but he knew that he never saw
the lady before. They were
what?

unacquainted pay debts
slender
free flowing
sparse

Improper wording for question. Most likely meant to
say "John was a bit thick in the head, but he knew that
he never saw the lady before. They were what?" The
negative choices also don’t fit well into the problem.

611 Where are you if your bieifcase
is going through an x-ray ma-
chine?

airport luggage store
courtroom
office building
hand

Improper wording for question. Most likely meant to
say, "Where are you if your briefcase is going through
an x-ray machine?"

639 How is a person likely to com-
municatewith others?

say words meet friends
open mouth
thank god
die of cancer

Improper wording for question. Most likely meant to
say, "How would a person most likely communicate
with others?" In addition, the negative candidate "open
mouth" can be interpreted in a way that’s similar to the
positive ground truth of "say words," which makes it a
poor negative candidate.

640 Where may you be if you’re
buying pork chops at a corner
shop?

Iowa england
town
desert
kentucky

Unclear connection between Iowa and buying pork
chops at a corner shop.

661 The butt was bare, and Sam
couldn’t stop staring at it. It was
very what?

ample full
covered
bareword
ample

Overlap between positive and negative candidates.

684 The surgeon’s clients had be-
gun to reduce, it seemed girls
no longer want to what?

augment reduction
make larger
gain weight
expand

Unclear wording in question. Alternative phrasing to
match the negative and positive candidates is: "The
surgeon’s clients had suddenly begun to request breast
reductions, it seemed girls no longer want to what?"
There is an overlap in the suggested positive and nega-
tive candidates between "augment" and every negative
candidate other than "reduction".

689 John and Judy were parents.
They had two wonderful kids
who weren’t always well be-
haved. They were light tough,
though. They felt it was a par-
ent’s job to do what?

guide chil-
dren

control children
speak freely
cry
understand
children

Unclear as to what “light tough” means in this ques-
tion.

735 The program kept getting errors,
the amateur end user began to
what?

get frustrated get mad
compile
debug
write code

Positive and negative candidates seem to overlap with
the option of getting frustrated or mad appearing in
both.

779 What do you need to wear when
hiking?

shin splints cast iron stomach
physical exertion
adventure
fatigue

Positive candidate is shin splints, which is not correct.
Negative candidates offer choices that can’t be worn
and don’t make sense with respect to the question, so
it’s too easy for a model to pick the correct choice
without needing any sort of critical thinking.

785 Is that person acting as silly as
a clown?

ridiculous make mistakes
have no home
mentally un-
hinged
schizophrenia

This is a yes or no question, and the positive candidate
is ridiculous. To make the question more clear, it can
be rewritten as: "How is that person acting if he is
being as silly as a clown?"

797 Where has the newest baseball
stadium?

phoenix chicago
antarctica
san francisco
urban areas

This question is prone to being out of date. Even if an
LLM is able to answer this question without falsifying
information, it can be falsely marked as incorrect.

834 The child didn’t know the prob-
lems his mother was going
through, all he had was what
for her?

loved care
balloon
become adult
learn

Positive choice is loved which does not match the
tense/grammar in the question.

1210 What does a person with a what
likely do?

know what
time

feel important
trust himself
own house
electrical circuit

Unclear question, which can be reworded as: "What
does a person with a watch likely do?"

Table 15: Error Cases in the CommonsenseQA Dataset
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E Assets Used

All resources used have been cited appropriately in the paper. In this section, we enumerate each of the
existing artifacts used in our work along with their license.

Existing Models

• Gemma (Team et al., 2024): Gemma Open-Source License. https://ai.google.dev/gemma/
terms

• Mistral 7B-v0.3 (Jiang et al., 2023a): Apache 2.0. https://huggingface.co/mistralai/
Mistral-7B-v0.3

• Zephyr 7B-β (with Mistral 7B as a Base Model) (Tunstall et al., 2023): MIT Open-Source License.
https://huggingface.co/HuggingFaceH4/zephyr-7b-beta

• Zephyr 7B-γ (with Mistral 7B as a Base Model) (Tunstall et al., 2023): Apache 2.0. https:
//huggingface.co/theBodhiTree/theBodhiTree-Zephyr-Gamma-7b

• Yi 1.5 6B (Young et al., 2024): Apache 2.0. https://huggingface.co/01-ai/Yi-1.5-6B

• Yi 1.5 9B (Young et al., 2024): Apache 2.0. https://huggingface.co/01-ai/Yi-1.5-9B

• Llama 3 8B: Llama 3 License. https://huggingface.co/meta-llama/Meta-Llama-3-8B

• Llama 3 Instruct 8B: Llama 3 license. https://huggingface.co/meta-llama/
Meta-Llama-3-8B-Instruct

• SeaLLM v2.5 7B (Nguyen et al., 2023b): SeaLLMs License. https://huggingface.co/SeaLLMs/
SeaLLM-7B-v2.5

• OpenChat 3.5 (Wang et al., 2023): Apache 2.0. openchat/openchat_3.5

• Phi 3 Mini-4K Instruct (Abdin et al., 2024): MIT Open-Source License. https://huggingface.
co/microsoft/Phi-3-mini-4k-instruct

• DeepSeekMath Base 7B (Shao et al., 2024): DeepSeek Open Source License. https://
huggingface.co/deepseek-ai/deepseek-math-7b-base

• GPT 3.5 Turbo: Closed-source. https://platform.openai.com/docs/models/gpt-3-5-turbo

• GPT-4o: Closed-source. https://platform.openai.com/docs/models/gpt-4o

Existing Datasets

• GSM-8K (Cobbe et al., 2021): MIT Open-Source License. https://huggingface.co/datasets/
openai/gsm8k

• Commonsense QA (Talmor et al., 2019): MIT Open-Source License. https://huggingface.co/
datasets/tau/commonsense_qa

• Truthful QA (Lin et al., 2022): Apache 2.0. https://huggingface.co/datasets/truthfulqa/
truthful_qa

• ARC (Clark et al., 2018): CC BY-SA 4.0. https://huggingface.co/datasets/allenai/ai2_
arc

New Artifacts
We are releasing a new benchmark, VarBench. Each of its compositional benchmark corpora will be

released publicly under an appropriate open-source license corresponding to each of the underlying base
datasets.
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https://huggingface.co/deepseek-ai/deepseek-math-7b-base
https://huggingface.co/deepseek-ai/deepseek-math-7b-base
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-4o
https://huggingface.co/datasets/openai/gsm8k
https://huggingface.co/datasets/openai/gsm8k
https://huggingface.co/datasets/tau/commonsense_qa
https://huggingface.co/datasets/tau/commonsense_qa
https://huggingface.co/datasets/truthfulqa/truthful_qa
https://huggingface.co/datasets/truthfulqa/truthful_qa
https://huggingface.co/datasets/allenai/ai2_arc
https://huggingface.co/datasets/allenai/ai2_arc


F Computational Resources

We primarily run evaluations using open-source LLMs, which we run locally on a server containing 8
80GB NVIDIA A100 GPUs. We also use GPT-4 and GPT 3.5 Turbo, which are closed-source LLMs
accessible through the OpenAI API.
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