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ABSTRACT

The isotropic correlations of forecast errors in the HIRLAM system are investigated for different
horizontal grid sizes in order to achieve an improved representation of the structure functions
for high-resolution surface analysis. The investigation is performed for 2 metre temperature and
relative humidity and makes use of operational forecasts from DMI-HIRLAM at the Danish
Meteorological Institute (DMI), which can support the background for a surface analysis in
three different horizontal resolutions. Two different well-known methods for determining iso-
tropic forecast error correlations are applied. The first method compares forecasts to observa-
tions (the Observation Method), while the second makes use of two different forecasts valid
for the same time (the NMC Method). The latter method is also used to investigate isotropy
as well as the influence of land–sea contrast and orography. A comparison of the two mentioned
methods reveals a good correspondence between them, and the investigation of monthly changes
shows some seasonal tendencies. The isotropy assumption is shown to be acceptable to a first
approximation, despite a slight dependency on the predominant flow. The results further suggest
a decrease in the background error correlation scales when going to higher horizontal resolution
in the forecast model.

1. Introduction Within the calculation of the analysis increment,
the statistical structure functions play a major
role. This is equally valid for OI type schemesDuring recent years, the trend towards high-
and for three-dimensional variational (3DVAR)resolution weather forecasting has continued.
type schemes (Lorenc, 1986). In univariateConnected to this has been the development of
schemes, each function represents the spatial back-analysis schemes for temperature, humidity, wind
ground error correlations of a certain variableand other parameters at near-surface levels
(Hollingsworth and Lönnberg, 1986). These cor-(Navascues, 1997) as well as in the mesoscale
relations are often assumed to be isotropic and(Häggmark et al., 2000). These schemes are based
homogeneous in order to simplify the analysison optimum interpolation (OI) (Gandin, 1963)
(Daley, 1991). One way to estimate the back-and, apart from the fact that they are univariate
ground error correlations is to use both back-and two-dimensional (horizontal ), are similar to
ground and observations, as proposed bythe analysis schemes that have been used for upper
Rutherford (1972), Hollingworth and Lönnberglevel parameters in many operational numerical
(1986) and Lönnberg and Hollingworth (1986).weather prediction systems (Lorenc, 1981; Daley,
The method has been used for years and will be1996).
referred to as the Observation Method. The
determination of the structure functions by this* Corresponding author.

e-mail: ksa@dmi.dk method necessitates a reliable and homogeneous
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observation network. An alternative to the of the difference between background and observa-
Observation Method is the exclusive use of tion by building correlations between all available
forecast data when evaluating the structure func- observation locations. The relation between the
tions (Parrish and Derber, 1992). The method is grid points of the forecast model and the observa-
often referred to as the NMC Method and has tion locations can be described by the linear
been successfully applied in recent years (e.g. observation operator H:
Parrish and Derber, 1992; Rabier et al., 1998;

yt=Hxt . (1)
Derber and Buttier, 1999; Berre, 2000; Gustafsson

Refer to the list of symbols for a description of theet al., 2001; Ingleby, 2001; Lorenc et al., 2000).
Since both methods require a homogeneous series variables. The background data usually refer to
of forecasts, the structure functions need to be 6 h forecasts and is determined at the observation
re-evaluated as soon as the forecast model is locations:
changed at some major points (Puri and yb6=Hxb6 . (2)
Lönnberg, 1991). Yet another possibility is to

H is realized by interpolation in this work. Themake use of a Kalman filter when evaluating
error covariance between two points i and j isforecast error correlations. The method is
then defined asdescribed by Bouttier (1994) and makes a dynam-

ical evaluation possible, contrary to the above- b6h
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mentioned approaches.
where the pointed brackets denote the expectationA scheme for the analysis of 2 metre temperature
value. The observation error covariance is ana-(T2m) and relative humidity (RH2m) was developed
logously defined aswithin the international HIRLAM cooperation

(Navascues, 1997). The structure functions used in r
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the analysis scheme take care of land–sea contrast
If we assume that there is no correlation between(Gustafsson, 1985) and changes in surface elevation
observation errors and background errors when(Navascues, 1997). This so-called surface analysis
regarding two arbitrarily chosen points, then thescheme of HIRLAM is applied at the Spanish
sum of eqs. (3) and (4) leads toweather service INM (Garçia-Moya et al., 2000)

and was recently applied at the Danish s
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Meteorological Institute DMI (Sattler et al., 2000).
The sum of the covariances can be determined fromIn the study of Sattler et al. (2000), in which
available observation data and the respective modelthe surface analysis for T2m and RH2m was
fieldswithout knowing the true values yt. By introdu-applied over Denmark in a very high horizontal
cing a normalization using the autocorrelations asgrid spacing of 5 km, the quality of the analysis
proposed by Daley (1991), we can determine awas found to be unsatisfactory. The authors
correlation of differences between background andsuspected the scales of the structure functions for
observation for the two locations i and j:T2m and RH2m to be inadequate for this grid

spacing and proposed a re-evaluation, leading to
Corrbo (i, j )=

b6h
ij
+r
ij

(s
ii
s
jj
)1/2
. (6)the motivation of this study.

The Observation Method, the NMC Method
If we further assume that the observations atand some considerations for their application are
different sites are not correlated, thendescribed in Section 2. The major results are

presented in Section 3. Some conclusions are r
ij
=0 for i≠ j , (7)

drawn in Section 4 and a list of symbols is included
and (6) reduces toin the Appendix.

Corrbo (i, j )=
b6h
ij

(s
ii
s
jj
)1/2

for i≠ j . (8)
2. Structure function determination

The correlation determined in this way still con-
2.1. Observation Method

tains an uncertainty, which is due to a possible

bias in the background fields. In order to reduceThe ObservationMethod determines a distance-
dependent structure function for the correlation the influence of this bias, the following correction

Tellus 54A (2002), 1



.   .-. 16

is applied for the whole area to the interpolated here, because both fields originate from the same
forecast model.data:

yb6biascor=yb6=�yb6−yo� . (9)
2.3. Quality control

When applying the Observation Method, the2.2. NMC Method
results can be blurred when erroneous observa-

Errors which occur within the forecast model
tions occur. It is therefore necessary to introduce

propagate with a certain speed within the model
a quality check in order to reject such data. With

domain. Thus, variables at a certain grid point the simple assumption that the difference between
become first influenced by errors from distant grid

background and observation must not exceed a
points after a certain amount of time. As a result, given limit, we formulate
the correlation of two forecast fields, which are

|yb6−yo |<Dymax , (12)valid at the same time, but which refer to different

forecast lengths, must include information about which at least ensures that gross errors are
the state of propagation of such errors. The cor- excluded.
relation of two such forecasts originating from the

same model shows a spatial structure. This struc-
2.4. Consistencyture is similar to the correlations found with the

Observation Method, and may be used to find The correlation functions determined with the
error correlation scales (Parrish and Derber, two above-mentioned methods and described by
1992). It can be regarded as isotropic to a first eqs. (8) and (11), respectively, contain a significant
approximation. difference as distance approaches to zero. While
The formulation for calculating the correlations

lim
d�0
Corrff=1 (13)

is analogous to the Observation Method, but does
not use observation data. The assumption of the

for the function from the NMC Method, eq. (11),
Observation Method that there is no correlation

the limit for the function from the Observation
between observation errors and background errors

Method, eq. (8), is
is not required by the NMC Method.

Within this work, 36 h forecasts and 12 h
lim
d�0
Corrbo=

(sb)2
(sb)2+(so)2

, (14)
forecasts started 24 h later are used. The forecast
error covariances for these two forecast lengths

because the observation errors are assumed to be
are defined analogously to eq. (3).

spatially uncorrelated, so only the local errors
If we now assume that the covariance of the

contribute to the correlation (Daley, 1991). This
forecast differences between two model grid points

means that the correlation curve determined with
m and n is proportional to the background error

the Observation Method only includes correla-
covariance, i.e.

tions that are due to the background error.
�(xf12
m
−xf36
m
) (xf12
n
−xf36
n
)�=ab6h

mn
, (10) In order to compare the structure functions

determined with the two methods, a further nor-then the use of 12 h and 36 h forecasts will reveal
malization of Corrbo is necessary. It is possible tosimilar covariance functions to using observations
normalize Corrbo by using the limit from eq. (14),

and 6 h forecasts.
so that Corrbo�1 as d�0. However, this limit isWith the introduction of a normalization as in
not really known, because so is unknown. Itthe Observation Method by using the autocorrela-
includes the random observation error, an instru-

tions, we finally get for the correlation from the
ment error and the uncertainty of representat-NMC Method:
iveness of the observation. A quite useful

Corrff (m, n) estimation of the limit is possible though, if Corrbo
is fitted to a representative function near d=0.

=
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. The intersection at d=0 then is a good approxi-
mation for the limit of eq. (14).
It is assumed that the correlation curves behaveA correction due to forecast bias is not considered
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in a way in which the first deviation with respect DMI-HIRLAM-D. The three models are
described on a rotated geographical grid with ato d is steady and goes to zero at d=0. A suitable

function to fit the curves for small values of d is a horizontal grid spacing of 0.45°, 0.15° and 0.05°,
respectively. The vertical is described by 31 levelsGaussian function:
in all three models, with the lowest level referring
to approximately 30 m above ground level. TheCorrbo(d)=Corrbo(0) expA− d22D2B

for 0∏∏dfit .

(15) model domains are shown in Fig. 1. The significant
difference of their size may cause some uncertain-
ties when comparing structure functions. However,

Even though this kind of function cannot be it can be assumed that the forecast errors of
regarded as a suitable correlation model for the 2 metre temperature and relative humidity are
whole distance range (Julian and Thiebaux, 1975), mainly influenced by changes of the surface prop-
it mainly differs from the generally used correla- erties like land–sea contrast, which has been taken
tion models (Daley, 1991; Häggmark et al., 2000) into account by the models (see below). Where
in the tail of the function, rather than close to the selection of observations is concerned, an
the origin. equivalent set of observation sites is chosen for
The limit dfit should be chosen such that it is DMI-HIRLAM-G and DMI-HIRLAM-E. It con-

large enough to cover the first points of Corrbo tains 288 synoptic stations. The set used for DMI-
that are represented in the respective model. The HIRLAM-D includes a subset of 200 sites from
value of Corrbo(0) and D are determined during these stations.
the fitting process. This further normalization of The Observation Method is applied as follows.
Corrbo is then: Forecast fields based on analysis at 00 UTC and

12 UTC and valid 6 h later are compared to
Corrbos(d)=

Corrbo(d)
Corrbo(0)

. (16) synoptic observations from 06 UTC and 18 UTC,
respectively. The correlations of the differences are

Corrbos is consistent with Corrff and makes direct then referred to the distance between the respective
comparison possible. sites. In addition to the quality control mentioned

in Section 2.3, a control of sample size is applied
to reject those samples which have sample size

3. Structure functions in DMI-HIRLAM
below 10 per month, before the correlation
determination.

3.1. General
The NMC Method is applied to the 12 h

The following investigations are performed
using data from the operational NWP Model
HIRLAM at DMI, DMI-HIRLAM-G, DMI-

HIRLAM-E and DMI-HIRLAM-D (Sass et al.,
1999). The investigations are divided into several
parts. In the first part, the purpose is to find

appropriate limits for the quality check in the
application of the Observation Method. We show
the isotropic properties of the forecast error cor-

relations of DMI-HIRLAM in the second part by
looking at the horizontal correlation fields, making
use of the NMC Method. This also points to a

dependency of correlation from the land–sea dis-
tribution. The other parts are then concerned with

the investigation of the isotropic forecast error
correlations in DMI-HIRLAM.

Fig. 1. Areas covered by the three operational models
The structure function evaluations are per- DMI-HIRLAM-G, DMI-HIRLAM-E and DMI-

formed with data from the three operational HIRLAM-D. The grid representation is in rotated
geographic coordinates.models DMI-HIRLAM-G, DMI-HIRLAM-E and
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forecast based on 00 UTC analysis and the respect- The limits for rejecting observation data are
ive 36 h forecast from the day before. The correla- determined for both 2 metre temperature (T2m)
tions are determined for selected pairs of grid and relative humidity (RH2m). Data from January
points and referred to the respective geographic and February 2000 are examined using the bias
distance between them. correction (9). We assume that the results are
The calculated correlations are not shown, generally valid. Figure 2 shows correlation curves

but empirically averaged correlations for the se- for the low resolution model DMI-HIRLAM-G.
lected separation intervals (Hollingsworth and The effect from applying different limits in the
Lönnberg, 1986). As the correlation samples are quality control can be clearly recognized for both
large and include at least several hundred elements months. The same is valid for DMI-HIRLAM-E
per averaging interval, arithmetic averaging seems (not shown) and DMI-HIRLAM-D (Fig. 3).
appropriate. The correlation in T2m drops remarkably for

those differences which are below 5 K. For RH2m,
3.2. Quality control limits this limit is 30%. This indicates that the small

errors tend to behave more randomly than theAs outlined in Section 2.3, a quality check of
larger errors. The curve referring to a limit of 2 Kthe observations is applied, but the quality control

limit Dymax is still to be determined. for T2m from February still shows some bias,

Fig. 2. Correlation of background minus observation in DMI-HIRLAM-G for T2m (left) and RH2m (right), valid
for January (upper) and February ( lower), respectively. The correlations are determined with six different quality
control limits.
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Fig. 3. Correlation of background minus observation in DMI-HIRLAM-D for T2m (left) and RH2m (right), valid
for January (upper) and February ( lower), respectively. The correlations are determined with six different quality
control limits.

which indicates that the bias correction does not occurring above these limits, which have a random
behaviour.always succeed, because the bias is spatially too

inhomogeneous. This is especially true for the As a result of the above experiments, a limit of

5 K in T2m is chosen for the quality check. ForT2m curves of the high-resolution model from
February, where all curves still show some bias RH2m, a limit of 30% seems appropriate for the

further investigations.(Fig. 3). It is important to note that the choice of

a tight quality control limit actually violates the
assumption of eq. (5) that there is no correlation

3.3. Correlation fields
between observation and background errors.

It can be deduced from the curves that correla- The assumption of isotropy as a major charac-
teristic of the background error correlations is thetion is higher for a given distance when the quality

control limit is enlarged, even though the correla- basis for the methods described in Sections 2.1
and 2.2. The validity of this assumption is investi-tions for T2m from February show a slight max-

imum for the 5 K and the 7 K limit (Fig. 2, lower gated here. We make use of the NMC Method in

order to determine a horizontal field of the forecastleft), also for DMI-HIRLAM-E (not shown). The
reason for this may be a growing number of errors error correlation for selected points within the
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model domain. The data used for this investigation the major principal axes oriented SW–NE. It
indicates the major flow direction, in which rela-are taken from the operational forecasts of T2m

and RH2m of DMI-HIRLAM-G and DMI- tively strong advective transport of field proper-

ties, including errors, takes place. It can beHIRLAM-D. The period is from January to
June 2000. expected that the influence of the predominant

flow is enhanced for certain synoptic situationsThe first location we consider is over the North

Atlantic at approximately 32°W and 47°E (the showing a more elliptical structure, and this may
in some cases be characterized by a principal axisupper part of Fig. 4). This point is far enough

from the coast, thus avoiding possible influence oriented in other directions. The assumption of

isotropy in background error correlation thusfrom the land surface. It can be expected as a
representative location for the North Atlantic area. seems a rather crude approximation for this

location.In order to cover the surrounding area appro-

priately, data from DMI-HIRLAM-G are used. Another selected point is located over the North
Sea (the lower part of Fig. 4). The correlationBoth the forecast error correlation for T2m and

for RH2m show a similar elliptic structure, with distribution is almost symmetric for this location,

Fig. 4. Correlation fields for DMI-HIRLAM-G for T2m (left-hand frames) and RH2m (right-hand frames), deter-
mined with the NMC Method with data from the period January to June 2000. The fields are related to a point
over the North Atlantic (upper frames) and to a location in the North Sea ( lower frames). See text for further details.
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indicating that the isotropic assumption is reason- Germany is reached, the correlation becomes
stronger with values over 0.6 for T2m and aboutable here. However, the influence of the land
0.5 for RH2m.surface can be clearly recognized, at least for T2m,
The above investigations confirm that thefor which the spatial scale of correlation is large

assumption of isotropic structure functions forenough to reach the coastal areas.
T2m and RH2m is just a first approximation forIt can be expected that model representations
the background error correlations. The depend-with grid spacings below 0.45° lead to very similar
ency of the structure function on the land–searesults over the sea, as other model properties
distribution is obvious and confirms the results ofremain unchanged, and grid resolution is not
previous studies (Gustafsson, 1985; Häggmarkexpected to change the isotropic properties of the
et al., 2000). It can be estimated from the figuresbackground error correlations.
that a correlation drop of up to 50% can occurFigure 5 shows the correlation fields for the
in the surface representation of DMI-HIRLAM-D.forecast error of T2m and RH2m in DMI-
The correlation fields already indicate differentHIRLAM-D for three locations in Denmark. They
horizontal scales of correlation for T2m andrepresent an inland location (Bilund), a coastal
RH2m, where the latter is smaller than the former.point (Skagen) and an island (Lolland), respect-
This difference will be discussed in more detail inively. The basic isotropic structure can be recog-
the sections below.nized in all three cases, although the influence of

the land–sea contrast on the correlation struc-
3.4. Isotropic correlationsture is illuminating. The difference in correlation

drops remarkably when the surface type changes
The background error correlations are investi-

between land and sea or vice versa.
gated for DMI-HIRLAM-G, DMI-HIRLAM-E

Looking at the inland location Bilund, the
and DMI-HIRLAM-D within this section. The

correlation for T2m drops from 0.7 at the east
dependencies on surface properties and the

coast of Jutland to approximately 0.45 over the
monthly changes of the correlations are examined.

sea, and is again up at 0.7 over Fyn (Fig. 5, upper
An estimation of the correlation scales is

left). The same behaviour occurs for RH2m, where
attempted.

the correlation drops from values of about 0.6 to
0.3 at Jutland east coast and shows values of 3.4.1. Surface dependencies. As the model includes
almost 0.6 again over Fyn (Fig. 5, upper right). a different treatment of the surface over land and
A similar behaviour is found for the correlation over sea, this has an influence on the background

field referring to Skagen, but just vice versa (Fig. 5, error correlations of near-surface parametres.
middle), due to the fact that the representing grid In order to investigate this, correlations are
area is mainly covered by the sea. The correlation determined over areas with different land fraction
drops significantly, as soon as the Swedish and using the NMCMethod. Three classes of this kind
the Norwegian coast are reached. It is interesting are identified: sea, land and coastal. They are
to see in the case of T2m some correlation in shown in Table 1 with the classification criteria.
forecast error between the sea (Kattegat) and the The class ranges were selected in order to separate
Swedish lake Vännern (Fig. 5, middle left), indicat- the surface types clearly.
ing their similar treatment within the surface An additional investigation is performed by
model of DMI-HIRLAM-D. separation of points with different elevations. Five
The most interesting structure of forecast error classes are identified, of which some can be consid-

correlation is shown for the island of Lolland. In ered to correspond with the classes separated with
both T2m and RH2m, a sharp correlation drop the help of the land fraction criteria (Table 1).
occurs all around the island’s coast. At the north- The correlations are calculated from operational
ern coast, it is from 0.8 down to 0.5 for T2m forecast data between March and May 2000. This
(Fig. 5, lower left), and from 0.8 to 0.6 for RH2m time interval is assumed to be large enough to be
(Fig. 5, lower right). The drop is even stronger at representative and to show the important differ-
the southern coast, where the correlation decreases ences between the different surfaces.
about 50% over the sea with respect to the land. Looking at the results for DMI-HIRLAM-G in

Fig. 6, we can deduce that for T2m the forecastAs soon as the coast of Fyn, Jutland or Northern
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Fig. 5. Correlation fields of forecast error of DMI-HIRLAM-D, determined with the NMC Method with data from
the period January to June 2000, for T2m (left-hand frames) and RH2m (right-hand frames). The upper frames show
the fields relative to a point in the middle of Jutland (Bilund), the middle frames are related to a coastal point
(Skagen) and the fields in the lower frames refer to an island (Lolland).
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Table 1. Classes chosen for investigating the impact error correlations at a certain distance decrease
of surface properties on the forecast error significantly over land in comparison with sea
correlations (curves lfr-000 and lfr-100, as well as geo-0000 and

geo-0100 at the left-hand side, respectively). This
Abbreviation Criterion Description

is also true for DMI-HIRLAM-E (Fig. 7), but the

correlations from DMI-HIRLAM-D do not showlfr-000 fl=0 sea
this difference (Fig. 8). The situation is differentlfr-025 5%∏ fl∏25% coastal regions

lfr-100 fl=100% land for relative humidity (see right-hand side of Figs.

6–8). The correlations from DMI-HIRLAM-Ggeo-0000 h∏0 sea
show for a given distance a slight decrease overgeo-0005 0<h∏0.5 m mainly coastal

regions land for RH2m, but only when regarding the
geo-0100 80 m∏h∏120 m flat land curves determined with the land fraction criterion.
geo-1000 1000 m∏h∏1100 m hilly regions

The correlations for a large distance from DMI-
geo-2000 h>2000m mountainous

HIRLAM-E and DMI-HIRLAM-D, however,regions
tend to have higher values over land for RH2m

(Figs. 7 and 8, right-hand side). The figures already

Fig. 6. Correlation in DMI-HIRLAM-G for the land fraction classes (upper) and the elevation classes ( lower), as
described in Table 1, valid for T2m (left) and RH2m (right). The curves are based on data from the time range
1 March to 31 May 2000.

Tellus 54A (2002), 1



.   .-. 24

Fig. 7. Correlation in DMI-HIRLAM-E for the land fraction classes (upper) and the elevation classes (lower), as
described in Table 1, valid for T2m (left) and RH2m (right). The curves are based on data from the time range
1 March to 31 May 2000.

show qualitatively a tendency towards reduced over land compared to the sea is probably that
there are much more locally influenced processescorrelation scales when increasing the horizontal

resolution of the model. due to the significant change of the surface proper-

ties than there are over sea. This is true for relativeIt is interesting to note that both the class
separation by land fraction and the one for eleva- humidity only in the case of coast, and only in

the correlations from the models with highertion reveal the same effect where the land–sea

difference in correlation is concerned. The same resolution.
If we consider the 2 metre temperature andconsistency between the two class separation

methods is found when comparing the correlations compare the respective correlation curves of the

land fraction classes from the three models (Figs.between coastal points ( lfr-025 and geo-0005) with
the other curves. Compared to the curves valid 6–8, upper left-hand side, respectively), we can see

large variations from DMI-HIRLAM-G towardsfor sea ( lfr-000 and geo-0000), the correlation scale
decreases at the coast. This is most significant for DMI-HIRLAM-D in the curve representing sea,

whereas there is less difference between the curvesDMI-HIRLAM-E.

A physical reason for the decrease in forecast for land. This effect also occurs in the correlation
curves of the elevation classes (Figs. 6–8, lowererror correlation scale of T2m near the coast and
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Fig. 8. Correlation in DMI-HIRLAM-D for the land fraction classes (upper) and the elevation classes ( lower), as
described in Table 1, valid for T2m (left) and RH2m (right). The curves are based on data from the time range
1 March to 31 May 2000.

left-hand side, respectively). It is probably due to pectively. Looking at the class for hilly regions
(geo-1000), the tendency towards shorter correla-the fact that the three models have a different

coverage of the seas in their domain. In particular, tion scales continues in comparison to flat land

(geo-0100) and sea (geo-0000) for RH2m (lowerDMI-HIRLAM-D covers only the North Sea and
parts of the Baltic Sea, whereas DMI-HIRLAM-E right-hand frames in Figs. 6–8). The picture is

more differentiated in T2m, where there seems toand DMI-HIRLAM-G also cover the North

Atlantic, where large-scale synoptic processes are be a continued tendency towards increased cor-
relation scale with growing elevation in DMI-dominant, in contrast to the North Sea and the

Baltic Sea, which are influenced by local effects HIRLAM-D, but not in DMI-HIRLAM-G (lower

left-hand side frames in Figs. 6–8). There is, how-from the land.
The elevation classification includes further ever, an uncertainty in these curves due to the

limited number of points within the respectiveclasses, which can be seen as representing hilly
and mountainous regions (Table 1). The forecast model domain that were found to meet the class

conditions, especially for DMI-HIRLAM-D.error correlations of points from these classes are

also shown in Figs. 6–8 for DMI-HIRLAM-G, The class for mountainous regions (geo-2000)
could only be applied to the data from DMI-DMI-HIRLAM-E and DMI-HIRLAM-D, res-
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HIRLAM-G and DMI-HIRLAM-E, because value for d�0, s2b/(s2b+s2o) [eq. (14)]. These
values are listed in Table 2, together with theDMI-HIRLAM-D does not contain enough such

points. Where the forecast error correlation in estimates for sb and so . The difference between
DMI-HIRLAM-G and DMI-HIRLAM-E isrelative humidity is concerned, no significant

changes in the correlations with respect to hilly rather small. Both show large estimates for the
observation errors, even larger than the back-terrain (geo-1000) are found, but there is a tend-

ency towards a larger correlation scale in T2m, ground error estimates. This is mainly due to the
horizontal resolution of the two models, which iswhich may reflect the special treatment of the

ABL in the models. not consistent with the in situ observations. It is

especially true for coastal stations, which make up
43% of the observations used. The exclusion of3.4.2. Comparison and monthly changes. The

forecast error for a certain atmospheric parameter the coastal stations gives better estimates (not

shown), but the statistic is less representative anddepends on the uncertainties arising from the
differences in the model representation for different the estimates are still significantly different from

the estimates for DMI-HIRLAM-D. The latterweather situations. It is obvious that the correla-

tion of the background error thus changes with appear to be much more realistic.
As the estimates for DMI-HIRLAM-D arethe synoptic pattern, and the forecast quality for

a certain forecast length is not constant. It is based on a smaller sample of observations, this

accounts to some extent for the large differences.therefore of interest to see the development of the
correlation curves over a series of months. An estimate for the lower resolution models using

the same observation sample as for DMI-In order to make the curves determined with
the Observation Method (OBM curves) and those HIRLAM-D shows that about 50% of the differ-

ences in the estimates for T2m are due to thedetermined with the NMCMethod (NMC curves)

comparable, the OBM curves are renormalized as larger observation sample of DMI-HIRLAM-G
and DMI-HIRLAM-E. In the case of RH2m, thedescribed above (Section 2.4). This makes it pos-

sible to perform a comparison with the structure portion is about 25%. A closer look at the observa-

tion samples reveals that many of the additionalfunctions used in the surface analysis scheme of
HIRLAM. The fitting limit dfit used for the deter- observations of the larger observation sample refer

to medium or high elevations, which are repres-mination of the re-normalization factor in eq. (15)

was chosen as 180 km for the data from DMI- ented rather crudely in the lower resolution
models. This inconsistency in the observation rep-HIRLAM-G. This distance is a compromise

between the demand to have enough data for the resentation refers to vertical displacements, and it

has a stronger influence on the error estimates forfitting process and the validity of the fitting func-
tion, which is only fulfilled for small distances. T2m compared to RH2m, because vertical gradi-

ents of temperature often are stronger than thoseThe OBM curves from DMI-HIRLAM-E and

DMI-HIRLAM-D were renormalized in a similar for relative humidity.
Figures 9 and 10 show the correlation curvesway, where dfit was chosen as 60 km and 25 km,

respectively. for the first six months of the year 2000 from the

three operational models at DMI, for 2 metreAs the observations used within the Observation
Method are actually all located over land, a temperature and relative humidity, respectively.

There is a clear variability from month to monthcorresponding criteria is applied in the NMC

Method in order to be consistent with the in the correlations in all three models and for
both parameters. Concerning T2m (Fig. 9), theObservation Method. It should be noted that

many of the observations are located in coastal variability in the OBM curves is similar for all

three models, whereas the NMC curves show littleregions. The criterion for grid point separation
within the NMC calculations is therefore based less variability. The OBM curves show a general

decrease in correlation scale from January toon the land fraction and is chosen as fl�5%.
It is possible to estimate the observation error March for T2m, a high correlation in April and

again lower values in May and June. The NMCand the background error within the Observation

Method by using the covariance at zero distance curves from DMI-HIRLAM-G for T2m clearly
show a trend towards smaller correlation scales[eq. (5)], which is equal to s2b+s2o and the fitted
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Table 2. Estimates of the monthly observation and background standard deviations for T 2m (in K) and
RH2m (in %), for the models DMI-HIRL AM-G (G, grid: 0.45°), DMI-HIRL AM-E (E, grid: 0.15°) and
DMI-HIRL AM-D (D, grid: 0.05°)

T2m RH2m

Model Month s2b+s2o s2b/(s2b+s2o) sb so s2b+s2o s2b/(s2b+s2o) sb so

G Jan 5.38 0.42 1.50 1.77 125.9 0.42 7.27 8.55
Feb 4.89 0.51 1.58 1.55 121.4 0.42 7.14 8.39
Mar 4.29 0.50 1.46 1.46 134.0 0.40 7.32 8.97
Apr 5.23 0.51 1.63 1.60 128.0 0.40 7.16 8.76
May 5.51 0.40 1.48 1.82 149.1 0.35 7.22 9.84
Jun 4.89 0.48 1.53 1.59 142.8 0.39 7.46 9.33

E Jan 5.38 0.45 1.56 1.72 114.9 0.46 7.27 7.88
Feb 4.71 0.46 1.47 1.59 156.1 0.44 8.29 9.35
Mar 4.07 0.54 1.48 1.37 131.7 0.47 7.87 8.35
Apr 5.22 0.49 1.60 1.63 125.7 0.44 7.44 8.39
May 5.75 0.37 1.46 1.90 156.3 0.42 8.10 9.52
Jun 4.49 0.44 1.41 1.59 143.3 0.38 7.38 9.43

D Jan 2.13 0.82 1.32 0.62 57.0 0.77 6.62 3.62
Feb 1.79 0.70 1.12 0.73 46.7 0.66 5.55 3.98
Mar 1.71 0.75 1.13 0.65 77.7 0.66 7.16 5.14
Apr 3.01 0.73 1.48 0.90 80.1 0.69 7.43 4.98
May 2.85 0.65 1.36 1.00 101.8 0.64 8.07 6.05
Jun 2.15 0.72 1.24 0.78 85.1 0.71 7.77 4.97

going from January to June (Fig. 9, upper right). tendency towards increasing values of the correla-
tions from DMI-HIRLAM-D at the largest pos-This tendency is also found to a lesser extent in

the curves from the other models. sible distances due to the treatment of the lateral

boundary.The OBM curves for RH2m have less variability
than those for T2m and they have no obvious The fitted functions used for the re-

normalization of the OBM curves are not shownmonthly trend. The NMC curves from DMI-

HIRLAM-G for RH2m indicate the monthly trend in Figs. 9 and 10, because only the fitted value for
d�0 is of interest (Section 2.4). The figuresmost clearly, with decreasing correlation scales

towards June, although the trend is weaker in the include, however, the structure functions of the

HIRLAM surface analysis for 2 metre temperatureNMC curves of DMI-HIRLAM-E and DMI-
HIRLAM-D. It should be mentioned that there is and relative humidity (Navascues, 1997), which

are described bya slight inhomogeneity in the data at the end of

February 2000, which is due to changes in the
operational set-up of the three models. However,

cr (d)=expC ∑6
n=1
a
n AdDBn−1D−1, (17)

higher correlations at the beginning of the year

can still be recognized.
The irregular behaviour of the OBM curves for where D=1000 km and the coefficients a

n
as listed

in Table 3 are used (NAV functions).large distances is connected with increased uncer-

tainty, especially for the curves from DMI- One difference between the application of the
Observation Method and the NMC Method isHIRLAM-D. It should be noted that the size of

the data sample is significantly smaller for the that the number of points used for the correlation
calculations is usually significantly higher in thelarge distances and may not be sufficient to estim-

ate the small correlations reliably. Another reason latter. This is the reason for the NMC curves

behaving more smoothly than the OBM curves.is that the points lying close to the lateral border
become dominant. The latter may explain the As can be seen from the Figs. 9 and 10, the
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Fig. 9. Correlation curves in DMI-HIRLAM-G (upper), DMI-HIRLAM-E (middle) and DMI-HIRLAM-D (lower)
for T2m, determined with the observation method (left) and the NMC Method using land points (right). Each curve
represents a sample over one month. The thick solid curve (NAV) represents the function described by Navascues
(1997), the horizontal dotted line depicts e−1. See text for details.
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Fig. 10. Correlation curves in DMI-HIRLAM-G (upper), DMI-HIRLAM-E (middle) and DMI-HIRLAM-D (lower)
for RH2m, determined with the Observation Method ( left) and the NMC Method using land points (right). Each
curve represents a sample over one month. The thick solid curve (NAV) represents the function described by
Navascues (1997), the horizontal dotted line depicts e−1. For details see text.

Tellus 54A (2002), 1



.   .-. 30

Table 3. CoeYcients for the structure functions of 3.4.3. Scale estimations. We will now try to make
an estimation for the correlation distance scales2 meter temperature (T 2m) and relative humidity

(RH2m), as defined for the HIRL AM surface by determining the distance d, where correlation

reaches a value of e−1. This value is chosen becauseanalysis scheme
the correlation curves behave like an e-function,

Parameter a1 a2 a3 a4 a5 a6 and because the calculated curves do not descend

clearly to zero at the large distances. The estimated
T2m 0.69 −2.27 4.43 −6.43 5.11 −1.53

scale is different from the differential length scaleRH2m 0.69 −3.30 5.98 −4.37 0.47 0.53
defined by the ratio between the correlation

function and its Laplacian (Hollingworth and
Lönnberg, 1986) by a factor of �2. It is neverthe-OBM curves and the NMC curves show a tend-
less regarded as an appropriate distance scale toency towards smaller correlation scales with
represent the correlation curves of this work.increasing model resolution. This will be investi-
The e−1 distance is estimated for each para-gated quantitatively in the next subsection.

meter, model and method by determination of anThere is general correspondence between both
average over the months. It is summarized inthe OBM curves and the NMC curves to the NAV
Table 4. The tendency towards smaller distancesfunctions for both T2m and RH2m. The curves
with increasing model resolution is clearly pro-from DMI-HIRLAM-G show, however, larger
nounced for both parameters and by bothcorrelations for a certain distance than the NAV
methods. The correspondence of the scalesfunctions (Figs. 9 and 10, upper), while the curves
between the Observation Method and the NMCfrom DMI-HIRLAM-D show lower correlation
Method is quite good, which indicates that thevalues (Figs. 9 and 10, lower). The correlations
assumptions connected with the NMC Methodfrom DMI-HIRLAM-E are represented best by
are permissible, and that the NMC Method is anthe NAV functions (Figs. 9 and 10, centre). It
appropriate alternative to the Observationseems appropriate to re-evaluate the coefficients
Method. A closer look at Table 4 reveals that theof the NAV functions for different models.
NMC-estimated scales are slightly larger than theThe NMC curves generally tend to have higher
corresponding OBM-estimated scales. As pointedcorrelation values at large distances than the OBM
out by Bengtsson and Gustafsson (1971), this scalecurves do. This becomes especially clear in the
may increase with forecast length. In this study,curves from DMI-HIRLAM-G and DMI-
we use 36 h and 12 h forecasts to estimate forecastHIRLAM-E (Figs. 9 and 10, upper and centre
error with the NMC Method, while 6 h forecastsright-hand side). This effect may reflect the special
and observations are used with the Observationcharacter of the NMC Method that two forecast
Method. Some corrections may be needed tofields are correlated. Both fields are based on the
account for the correlation scale growth when themodel representation of the atmospheric equations
NMC Method is used.and are based on the same approximations and
Another reason for differences between theparameterizations. A bias might still be present,

scales from the Observation Method and theand the increasing length scale with forecast period
NMC Method is that the observation error so ismay also play a role. The correlations remain even

for large distances. not a constant. Observations from coastal areas

Table 4. Estimation of the distances in km, from which the correlations are dropped down to by a factor
of e−1. T he estimations for the models are based on the respective averages over the monthly values, which
are taken from the curves of Figs. 9 and 10. Further details are outlined in the text

Method Parameter DMI-HIRLAM-G DMI-HIRLAM-E DMI-HIRLAM-D

OBM T2m 276 204 189
RH2m 232 182 137

NMC T2m 316 220 203
RH2m 250 177 131
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are, for example, less representative than observa- Regarding the increase in grid spacing from 0.45
to 0.05° in DMI-HIRLAM, this adaptation shouldtions from the interior, which increases so for

these observations. Inclusion of such observations result in a reduction of the characteristic distance

scale by approximately 30% in the case of 2 metrein the Observation Method has an influence
on the re-normalization of the OBM curves temperature, and approximately 40% in the case

of 2 metre relative humidity. It is important to(Section 2.4). It reduces the re-normalization fac-

tors and thus the scales. However, an exclusion of note that the reduction is not necessarily propor-
tional to the increase in horizontal resolution.all coastal observations, which make up 43% of

the observations used in the Observation Method, The structure functions for 2 metre temperature

and relative humidity depend on surface propertieswould increase the uncertainty of the statistics
inappropriately. like land–sea contrast and elevation. There is a

tendency towards smaller correlation scales overIf we compare the scales from DMI-

HIRLAM-G with those from DMI-HIRLAM-D, land for 2 metre temperature and along the coast
for both parameters, which is due to the enhancedthere is a reduction of about 30% in the scale for

T2m with respect to the low-resolution model, presence of local effects induced by strong surface

contrasts. The significant drop in backgroundregarding the values of the Observation Method
(Table 4). The reduction for RH2m is larger and error correlation in coastal areas indicates the

importance of including a different treatment ofapproximately 40%.

The reduction is not necessarily linear to the such areas within a surface analysis scheme.
Estimates of the observation error and theincrease in horizontal resolution. Concerning

T2m, the scale for the e−1 value changes much background error for T2m and RH2m can be
large in a model with a grid spacing of 0.45° ormore between DMI-HIRLAM-G and DMI-

HIRLAM-E than it does between DMI- even 0.15° due to poor representation of single
sites in both the horizontal (surface inhomogen-HIRLAM-E and DMI-HIRLAM-D. Approximate

proportional behaviour of the characteristic scale eity) and in the vertical (elevation representation).
The choice of the observation sample also has awith respect to horizontal resolution is found, on

the other hand, for RH2m. Depending on the significant influence on the estimates. Using an
enhanced grid spacing of 0.05° as in the DMI-parameter, horizontal resolution thus is not exclus-

ively influencing the extend to which certain met- HIRLAM-D model for the estimates, gives, how-

ever, significantly more realistic estimates.eorological scales are represented in the model.
The parameterization schemes used in the model The results further indicate that the NMC

Method is an appropriate alternative to themay play another important role. This will, how-

ever, not be followed up further in this work. Observation Method in this case, which means
that observation data can be avoided when deter-
mining isotropic structure functions. However,

minor corrections in the derived correlation scales4. Conclusions
may be necessary. The results also suggest a
decrease in the correlation scales towards summerThis study shows that the isotropy assumption

of the structure functions is valid as a first approxi- time. Seasonal changes should be taken into
account by the surface analysis in the future. Evenmation. Anisotropic behaviour is influenced not

only by land–sea contrasts. The predominant flow better would be to take care of synoptic changes;

however, this is more difficult and expensive tohas a basic influence by enlarging the correlation
scale in the upstream and downstream direction, model.
while reducing it slightly in the cross-flow direc-

tion. This dependency should be considered in the
description of the structure functions in order to
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ij

sum of b6h
ij
and r

ij
xb6 grid point value from 6 h forecast

Appendix: List of symbols xf12, xf36, forecast values from 12 h and 36 h
respectively

b6h
ij

error covariance between location i xt true value, referring to a grid point
and j, referring to a 6 h forecast yb6 value from 6 h forecast for an

Corrbo correlation of background and observation location
observation yo observed value

Corrff correlation of 12 h and 36 h yt true value at an observation
forecasts location

Corrbos Corrbo scaled a proportionality factor in the
D correlation distance length scale assumption of the NMC Method
d distance Dymax quality control limit
dfit limit used for the fitting of Corrbo(0) sb background error standard
fl land fraction deviation
H linear observation operator

so observation error standard deviation
h elevation height
i, j indices of observation locations

m, n indices of grid point locations
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