Technology and Corpora for Speech to Speech Translation

http://www.tc-star.org

\

Project no.: FP6-506738

Project Acronym: TC-STAR

Project Title: Technology and Corpora for Speech to Speech
Translation

Instrument: Integrated Project

Thematic Priority:

IST

Deliverable no.: D30

Title: Evaluation report

Due date of the deliverable: 31st of March, 2007

Actual submission date:

Start date of the project:

Duration:

Lead contractor for this
deliverable:

Authors:

14th of May, 2007
1% of April 2004
36 months

ELDA
D30

D. Mostefa (ELDA), O. Hamon (ELDA), N.
Moreau (ELDA) and K. Choukri (ELDA)

Revision:[Final 1.0]

Project co-funded by the European Commission within the Sith Framework Programme

(2002-2006)

Dissemination Level

PU

Public

PP

Restricted to other programme participants (including@eenmission Services)

RE

Restricted to a group specified by the consortium(includiiegCommission Services)

CO

Confidential, only for members of the consortium(includihg Commission Services)




TC-STAR Project

Deliverable no. D30 Evaluation report

Table of Contents

1

(© TC-STAR Consortium

Introduction 4
1.1 Evaluationtasks . . . . . . . . . . e 4
1.2 Participants . . . . . . . . e 4
ASR evaluation 6
2.1 Tasksandconditions . . . . . . . . . . e 6
2.2 Language reSOUICES . . . . .« v v v e i e e e e e 6
221 Trainingdatasets . . . . . . . . .. e e 7
2.2.2 Developmentandevaluationdata . . .. ... ... ... .. ... ... 7
2.3 Evaluationresults . . . . . . . e e 8
2.3.1 ResultsforEnglish . . .. ... ... ... .. .. .. ... e 8
2.3.2 ResultsforSpanish . . . . . . .. ... e 8
2.3.3 Results for Mandarin Chinese . . . . . . . . . . . ... 9
2.4 Progressovertheyears . . . . . . . . . . e 9
2.5 SUMMaAry . . . . e e e 9
2.6 Evaluation packages . . . . . . . . .. e 11
SLT evaluation 12
3.1 Tasksandconditions . . . . . . . . . . e 12
3.2 Language reSOUICES . . . . . . v v v et e e e e e e e 13
3.21 Trainingdatasets . . . . . . . . ... e e e 13
3.2.2 Development and evaluation datasets . . . . ... ... ... .. ..... 13
3.2.3 \Validation of language resources . . . . . . . . ... e o0 14
3.3 Schedule. . . . . . . 15
3.4 Participants and submissions . . . . ... e 15
3.5 Evaluationresults . . . . . . . . e e 15
3.5.1 Humanevaluation . . ... ... .. ... ... ... 15
3.5.2 Automaticevaluations . . . . . . . . ... e e 23
3.6 Dataanalysis . . . . . . . . . . . . 37
3.6.1 Statistical analysis of the evaluation metrics . . ...... . . ... ....... 37
3.6.2 Meta-evaluation ofthemetrics . . . . . .. ... ... . ... ... ... 40
3.6.3 Automatic evaluation of the English-to-Spanish homsigbset . . . . . ... .. 41
3.6.4 Impactof ASRErITors . . . . . . . . . . e 42
TTS evaluation 42
4.1 Tasksandlanguages . . . . . . . . . . . e 42
4.1.1 Evaluation of the whole TTS System (S1) . . 44
4.1.2 Evaluation of intelligibility of the TTS System in tluﬁanslatlon scenario (82) 44
4.1.3 \oice conversion: comparison of speaker identité€{ and CVC1) . . . . .. 44
4.1.4 \oice conversion: evaluation of overall speech gquélvC2 and CVC2) 45
4.1.5 Global voice conversion score . . . . . . . ... e 45
4.1.6 \oice conversion based on found data (fCVC1and fCVC2) . . . . . . . .. 46
4.2 Language reSOUICES . . . . v v v v v i e e e e e e e e e e e e e 46
421 Trainingdata . . . . . . . .. a7
4.2.2 Developmentand evaluationdata . . .. .. ... ... ... ... ... 47
4.3 Schedule. . . . . . . . e 47
4.3.1 Participants and submissions . . . . .. ... 47
4.4 Subjectivetestsettings . . . . . . .. e e 47
45 Evaluationresults . . . . . . . . .. e 48



TC-STAR Project Deliverable no. D30 Evaluation report

451 ResultsforEnglish . .. .. .. ... .. .. .. .. ... . ... 48

45.2 ResultsforSpanish . . . . . . . ... e 51

453 ResultsforChinese . . . . . . . . . . . e e 56

5 End-to-end evaluation 57
5.1 Tasksandconditions . . .. . . . . . . . . ... e 57
5.2 Language reSOUICES . . . . . . v v v i e e e e e e e e e e e e 57
5.3 Schedule. . . . . . . . . e e 58
5.4 Participants and submissions . . . . . ... e e 58
5.5 Protocol . . . . . e 58
5.6 Results. . . . . . . e e 61

5.6.1 Fluency evaluation (subjective evaluation) . . . . ...... . ... ....... 61
5.6.2 Adequacy evaluation (comprehension evaluation) . . . ... ... ..... 63

6 Conclusion 67
7 Annex A: ASR additional information 69
7.1 Publictrainingdatatable . . . .. .. .. ... .. .. .. e 69
7.2 Evaluation data statisticstable . . . . . . .. .. ... 70
7.3 Submissiontable . . ... ... e 70
8 Annex C: SLT additional information 71
8.1 Trainingdatatable . . . .. . .. . . . . ... e 71
8.2 SLTdevelopmentsettable . .. ... ... ... ... ... .. ... ..., 71
8.3 SLTevaluationdatatable . . . ... ... ... .. ... ... ... 72
8.4 Participationtable . . . . . . .. 73
8.5 Systems outputs statistictable (Egs) . . . . . . .. .. ... ... L o oL 74
8.6 Systems outputs statistic table{EEn) . . . . . ... ... o oL 75
8.7 Systems outputs statistictable Z&n) . . . . . .. ... . L L Lo 75
9 Annex C: TTS additional information 77
9.1 Questionnaire for S1 . . . . . . .. e 77
9.2 Subjectiveteststables . . . . . . . . . e e e 79
9.3 DataSets . . . . . . .. e e 79
9.3.1 DevelopmentDataSets. . . . . . . . .. .. . ... e 79
9.3.2 TTSTestDataSets . . . . . . . . . . . . 81
9.4 Detailed Results of the TTS component evaluation (S1,.S2. . . . . . ... ... .. 84
9.4.1 Detailed ResultsforEnglish . . ... ... ... ... ... . . ... .... 84
9.4.2 Detailed Results for Spanish . . . . . . .. .. ... 85
9.4.3 Detailed Results for Chinese . . . . . . ... ... . ... ... 86

© TC-STAR Consortium page 3



TC-STAR Project Deliverable no. D30 Evaluation report

1 Introduction

This document reports on the evaluation activities coretligh the third year of the TC-STAR
project. The TC-STAR project, financed by the European Caaimn within the Sixth Framework Pro-
gram, is envisaged as a long-term effort to advance res@atioh core technologies of Speech-to-Speech
Translation (SST). SST technology is a combination of AuimSpeech Recognition (ASR), Spoken
Language Translation (SLT) and Text To Speech (TTS). Thgprdargets a selection of unconstrained
conversational speech domain (speeches and broadcast aravihree languages: European English,
European Spanish, and Mandarin Chinese. To assess thecadvarSST technologies, annual competi-
tive evaluations are organised. The aim of the third evadnatampaign is to measure the progress made
during the third year of the project in ASR, SLT, TTS and in thieole end-to-end Speech-to-Speech
system. In addition to the measure performance, the imfretsire built in TC-STAR is also evaluated.

The third TC-STAR evaluation campaign took place during ther84-35 of the project, more pre-
cisely from 21 January 2007 to 15 March 2007. The results@&traluation campaign are presented at
the third TC-STAR evaluation Workshop in Aachen on March,3282007.

We first describe the evaluation tasks common to ASR, SLT ar&l Then, we present the Automatic
Speech Recognition evaluation. Then results of Spoken wag® Translation are given. The third part
of the document concerns the Text To Speech module evahgatieinally the evaluation of the whole
system, referred as end-to-end evaluations are presented.

1.1 Evaluation tasks

To be able to chain the ASR, SLT and TTS components, evatutgis are designed to use common
sets of raw data and conditions. Three evaluation taskseteeted:

e European Parliament Plenary Sessions (EPPShhe evaluation data consisted of audio record-
ings of the EPPS original channel of the parliamentary dehatind of the official documents
published by the European Community, containing posteédditanscriptions of the sessions, in
English and in Spanish. The focus is exclusively on the &adint Members speaking in En-
glish and in Spanish, therefore the interpreters speealeasoa used. These resources are used to
evaluate ASR in English and Spanish and SLT in the EnglisBganish (Er~Es) and Spanish-
to-English (Es—~En) directions.

e CORTES Spanish Parliament Sessionssince there are few Spanish speeches in the EPPS
recordings, audio recordings of the Spanish Parliamenh@g@so de Los Diputados) are used.
The data are used in addition to the EPPS Spanish data taev#@$R in Spanish and SLT from
Spanish-to-English (EsEn).

e Voice Of America: the evaluation data consisted of audio recordings in Mandahinese (Zh)
of the broadcasted news of the Mandarin “Voice of AmericaO@) radio station. Those data are
used to evaluate speech recognition systems in MandarimeS&iand translation from Mandarin
into English (Zh—En).

1.2 Participants
The list of TC-STAR patrticipants in the third evaluation qzeagn is given below.
e internal TC-STAR participants:

— IBM, Germany,
— IRST, Istituto Trentino di Cultura - Il Centro per la ricersaientifica e tecnologica, Italy,
— LIMSI, Laboratoire d’Informatique pour la Mcanique et lesiéhces de I'lngnieur, France,

© TC-STAR Consortium page 4
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NOKIA, Finland,

RWTH, Rheinisch-westfische Technische Hochschule, Geyma
SIEMENS, Germany,

— UKA, Universitat Karlsruhe, Germany,

— UPC, Universitat Politecnica de Catalunya, Spain.

e external institutions

— NICT-ATR, Advanced Telecommunications Research Ingitoternational, Japan:
— CAS Chinese Academy of Science, China,

— Daedalus Data, Decisions and Language, S. A, Spain,

— JHU, John Hopkins University, United States,

— LIUM, Laboratoire d’Informatique de I'Universit du Main&rance,

— Translendium, Spain,

— UDS, Universitat Des Saarlandes, Germany,

— VERBIO Speech Technology, Spain,

— XMU, Xiamen University, China.

Table 1 gives an overview of participation for Automatic 8ple Recognition, Spoken Language
Translation and Text To Speech. Moreover, in order to com@IT results with commercial products
we have computed the SLT scores of commercial Systran [I@Barftissimo [11] products.

ASR SLT TTS
En| Es| Zh | En—Es| Es~En| Zh—En| En| Es| Zh
IBM X | X | X X X X | X
ITC-irst X | X X X X
LIMSI X | X | X X X
NOKIA X X
RWTH X | X X X X
SIEMENS X | X
UKA X X
UPC X X | X
ATR X X
CAS X X
DAEDALUS | X | X
JHU X
LIUM X | X
Translendium X
ubDS X X X
Verbio X | X
XMU X

Table 1: Participants in the Third TC-STAR Evaluation Caigpa

© TC-STAR Consortium page 5
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2 ASR evaluation

2.1 Tasks and conditions

There are three tasks and three different training conditfor each task.

e the EPPS task: automatic speech recognition systems duaaion recordings of the European
Parliament’s sessions in English and Spanish recordechier3eptember 2006,

e the CORTES task: recordings from the Spanish Parliamentroé 2006 are used for the evalua-
tion,

e the VOA task: broadcast news recordings of December 199&eafdio Mandarivoice of Amer-
ica are used.

For each task, three training conditions are defined:

e Restricted training condition (participants can only usdadproduced within the TC-STAR
project),

e Public data condition (all publicly available data can beduor training and has to be docu-
mented),

e Open condition (any data before the cut-off date can be used)

Cut-off. The cut-off date is 31st of May 2006 for English and Spanigtst&ns are not allowed to use
any training data (audio recordings, text data, etc) predwafter the 31st of May 2006. For Chinese, a
black-out period covering December 1998 is defined, ratieam &1 cut-off date.

Segmentation. A manual segmentation is exploited for the EPPS task to atpane English (re-
spectively the Spanish) part from non-English (respeltiven-Spanish) part in the original channel
recordings.

Metrics. Classical evaluation metrics are used: Word Error Rate (\MBRthe EPPS task, Character
Error Rate (CER) for the VOA task.

For Spanish and English, the scoring is done in four modeth @i without case, with or without
punctuation. The error rates are computed on the best atighbetween the reference (correct sentence)
and the hypothesis (system output). The alignment is dordybsmic programming and minimises the
misalignment of two strings of words [6].

Three kinds of errors are taken into account when computiegatord error rate, i.e. substitution,
deletion and insertion errors. Substitution occurs wheef@rence word is replaced by another word in
the best alignment between the reference and the systenthiegim Deletion happens when a reference
word is not present in the system hypothesis in the bestrakg. Insertion is when some extra words
are present in the system hypothesis in the best alignm&neba the reference and the hypothesis.

2.2 Language resources

Three sets of data are used, corresponding to the thredcelapbases of an evaluation: training,
development and test.

(© TC-STAR Consortium page 6
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Transcribed Non transcribed Total

Politicians | Interpreters
EPPS English 21h 70h 200h 291h
EPPS Spanish 10h 51h 230h 291h
CORTES Spanisli 38h 38h

Table 2: Acoustic training resources for the restrictedditbon

Language| Usage| Domain Epoch Amount
English | Dev EPPS Oct04;Nov04;Jun05;Sep 05 12h
Spanish | Dev EPPS | Oct04;Nov04;Jun05;Sept0;0ct05;Nov05 12h
Spanish | Dev PARL Dec04;Nov05 6h
Mandarin| Dev BN Dec 1998 12h
English | Eval EPPS Jun06-Sept06 3h
Spanish | Eval EPPS Jun06-Sept06 3h
Spanish | Eval | PARL Jun06-Sept06 3h
Mandarin| Eval BN Dec98 3h

Table 3: Development and evaluation sets

2.2.1 Training data sets

Restricted condition. For the restricted condition, only data produced within $TAR could be used
for training purposes. This data is produced on recordirigseoEuropean Parliament from 3 May 2004
to 18 May 2006. The audio files are recorded and provided by RWIThe manual transcriptions of
the English recordings are done and provided by RWTH, whits¢ of the Spanish recordings are done
and provided by UPC. In addition, for the EPPS tasks, thelHiext Edition (FTE) of the documents
published by the European Commission, from April 1996 to N8p6, are downloaded and provided
by RWTH. In addition to the EPPS data, 38 hours of the CORTE®S S parliament are recorded and
transcribed by UPC.

Public condition.  For the public condition, training data are data sets plybéicailable though various
international Language Resources distribution agené&efA, LDC, ...).

This year a new corpus of 48 million words from the Hansardig@riParliament has been released
by ELDA and is used for language modelling in the public tirzgncondition.

Open condition. For the open condition, any data before the cut-off dateccbel used. The cut-off
date is 31st of May 2006 for English and Spanish. For Chingseember 1998 is a blackout period.

2.2.2 Development and evaluation data

Due to the short period between the second and the third &i@iucampaign, it is not possible to
have enough recordings from the European Parliament toupeo@ hours of development data and 3
hours of test data. Therefore, unlike the first and secondiatran campaigns, no new development data
is produced this year. Nevertheless, all the previous deweént and evaluation sets could be used for
system development. For the evaluation, the Parliamesimsesfrom which the audio recordings are
selected ran from June to September 2006 for the EPPS task$he=CORTES task, recordings from
June 2006 are used as evaluation data. For Chinese, audidiregs of Voice of America between 26
and 27 December 1998 are selected. Table 3 gives an overVidw development and test data for each
language.

(© TC-STAR Consortium page 7
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Site Open| Public | Restricted
IBM 7.1% | 9.2% 9.8%
ITC-irst 9.5% | 11.3%
LIMSI* 9.1% | 10.0%
LIUM 22.1%| 22.4%
RWTH 9.0% 9.7%
UKA 9.2%
TC-STAR* 6.9%

Table 4: Results in terms of word error rate for English focle&aining condition.

Validation of language resources. SPEX validated the transcriptions of the development asidstts

in English and in Spanish. For that, they selected 2000 setgnfieom each set at random. The devel-
opment and evaluation transcriptions for Chinese, Engisth Mandarin are successfully validated by
SPEX. More details can be found in [13].

2.3 Evaluation results

The ASR run took place from the 21st to the 28th of January 20Mére are 8 participating sites
in the ASR evaluation, 6 from the TC-STAR consortium and Zmdl participating sites. In addition
to individual submissions, a ROVER combination is perfainty the TC-STAR partners involved in
speech recognition. Each participant had to submit forisgdahe output of at least one system trained
under one of the specified conditions (i.e. open, public,estricted). In total there are 41 different
submissions: 24 for English, 16 for Spanish and 1 for Mamdafihe detailed submissions for each
training condition are listed in Table 72 in Annex 1.

2.3.1 Results for English

We received 24 different submissions from 6 participatiiigss In table 4, we show the best result
obtained by each site and in each training condition.

The best results are obtained by IBMadpentraining condition with a WER of 7.1%. The significant
gain obtained by IBM compared to the public condition is dua hew approach of using very large web
data (12 Giga words) for building language models.

Then the WER of TC-STAR partners submissions in public ingrcondition range 9.0% to 9.5%.
From this table we can see that there is an improvement of 0.8% between the restricted and the
public condition for TC-STAR participants.

The ROVER combination, noted as TC-STAR system in the tgadpormed with a word error rate
of 6.9% which is close to the IBM best system. The TC-STAR ciowiion uses the Recogniser Output
Voting Error Reduction (ROVER) method [4]. The ROVER systamable to reduce error rates by
exploiting differences in the nature of the errors made bytipla ASR systems.

2.3.2 Results for Spanish

There are 15 submissions from 7 institutions, 5 from TC-ST&R 2 external participating sites,
Daedalus and LIUM. LIUM obtained a word error rate of 19.8%iahkhis close to the results they
obtained for English. Daedalus uses a commercial speeogmeer system which is not adapted to the
task and so their results are quite bad. The best resultdtaimed by RWTH with a word error rate of
8.9%.

We can see that TC-STAR partners results are close with wood eates from 8.9% to 9.5% and
most of their systems used only TC-STAR data (restrictedlitiom).

© TC-STAR Consortium page 8
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Site Open Public Restricted
EPPS | CORTES TOTAL | EPPS | CORTES TOTAL | EPPS | CORTES TOTAL
Daedalus 45.6% | 47.4% | 46.6%
IBM 6.9% | 11.1% 9.2% 7.1% | 11.3% 9.4%
ITC-irst 7.6% | 11.2% 95% | 7.7% | 11.2% 9.6%
LIMSI 6.9% | 11.1% 9.2%
LIUM 16.1% | 22.9% 19.8%
RWTH 6.8% | 10.7% | 8.9%
UPC 20.3% | 33.6% | 27.3%
TC- 5.8% | 8.8% 7.4%
STAR

Table 5: Results in terms of word error rate for Spanish faheaaining condition and for each domain
(CORTES and EPPS).

Here we can observe a clear improvement of the ROVER comobimafith a word error rate of 7.4%,
which is 1.5% better in absolute than the best system.

In table 5 the results are computed for the whole data setalbotseparately for the EPPS data and
the Spanish CORTES data. We can see that the results are nouetbetter on EPPS than CORTES and
this for each participating site. For example in restridi@ihing condition, the WER is 30 to 40% lower
on the EPPS than on the CORTES data. This can be explained avaiiability of more training data
(audio and text data) for EPPS Spanish.

2.3.3 Results for Mandarin Chinese

There is a common submission from LIMSI and UKA for the Marini&bice of America task. First,
the UKA system produces a first hypothesis. This one is thed kg the LIMSI system to adapt acoustic
models and then to produce the final recognition output. liertask the Character Error Rate is 7.5%.

2.4 Progress over the years

To measure the improvement from the start of the project notiv, we evaluated also the perfor-
mance of 2005 and 2006 systems. Some sites (IRST, RWTH and) th{Atheir previous systems on
the 2007 evaluation data. So the results shown here arenettan the same evaluation data sets. Un-
fortunately, for many sites, their 2005 and 2006 systemsharknger available. Figure 1 and 2 show
a comparison of 2005, 2006 and 2007 systems for IRST, RWTHMHA. We can see that there are
important improvements between 2005 and 2007. The imprewnéiis higher between 2005 and 2006
than between 2006 and 2007. The improvements can be exgplajnthe amount of training resources
available each year but also improvements in the methodsystdms.

2.5 Summary

All TC-STAR partners involved in speech recognition (IBNRST, LIMSI, RWTH, and UKA) par-
ticipated in the ASR evaluations and sent system hypottasidifferent conditions (open, public or
restricted training data conditions). UPC who is officiatlyolved in SLT and TTS also joined the ASR
evaluations and submitted system outputs for the Spanmgjutege. In addition to TC-STAR partners,
some external partners joined the ASR evaluation camp&gedalus and LIUM). The best word error
rate for English is obtained by IBM with 7.1% for a single gyst For Spanish the best word error rate
is obtained by RWTH with a word error rate 8.9% (6.8% on thersga EPPS only). For Chinese the
combined system LIMSI/UKA performed with a character enaie of 7.5%. System combinations are
performed for English and Spanish and lowered the errorfrata 7.1% to 6.9% for English and from

© TC-STAR Consortium page 9



TC-STAR Project

Deliverable no. D30

Evaluation report

18

17

16

ITC-irst —+—
RWTH <~

15

13

12

11

WER (%)

2006
System

2007

Figure 1: Progress on English for ITC, RWTH and UKA

18

16

ITC-irst —+—
RWTH < B

15

14 |

12

11

WER (%)

10

(© TC-STAR Consortium

2006
System

2007

Figure 2: Progress on Spanish for ITC and RWTH

page 10



TC-STAR Project Deliverable no. D30 Evaluation report

8.9% to 7.4% for Spanish. Three sites (IRST, RWTH and UKA} ssroutputs of their 2005 and 2006
systems. Comparison of results over the years show that @rood rates have been largely reduced (see
figures 1 and 2).

2.6 Evaluation packages

The data used for the third evaluation campaign in ASR ardada as evaluation packages. An
evaluation package which includes resources, protocotsjrg tools, results of the ASR official cam-
paign, etc., those are used or produced during the campaigravailable and distributed by ELDA. The
aim of this evaluation package is to enable external plageevaluate their own system and compare
their results with those obtained during thecampaigriitédiree evaluation packages (one per language)
are available on ELRA's catalog of language resources [3].

(© TC-STAR Consortium page 11
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3 SLT evaluation

3.1 Tasks and conditions

Three different tasks and three translation directionehaen considered for the evaluation of the
SLT technology: the first one is the EPPS task. Text data flealebates that took place at the European
Parliament between the 42of June and the 28 of September 2006 are used. This task includes two
translation directions, English-to-Spanish and SpatosBnglish. An additional CORTES task has been
used for the Spanish-to-English direction: text data (nahmranscriptions, automatic transcriptions,
final text editions) from the debates of the Spanish Parlirtteat took place on the ¥4and the 26
of June 2006 have been added to the Spanish-to-English E&RSTthe third task is the VOA task for
the direction Mandarin-to-English. Transcriptions of Mann Chinese audio recordings of the Voice of
America radio channel are used to evaluate translatiorssin the Chinese-to-English direction.

For Spanish-to-English and English-to-Spanish direstidinree kinds of text data are used as input:

e The first one is the output of a combination of some automatesh recognition systems. The
ASR ROVER combination, which gives the lowest error rateysed. The text is in true case
and punctuation marks are provided. This year no manual eegtion in sentences is provided
and the SLT systems have to segment the ASR output autothatitaen the SLT output data
is automatically aligned to the reference translationsprifer to produce the segmentation for
scoring. This type of data is called “ASR” in the results part

e The second type of data is the verbatim transcription. Tlaesenanual transcriptions produced
by ELDA. These transcriptions include spontaneous spelehgmnena, such as corrections, false-
starts, etc. The annotations are produced for English aadiSip. As for the ASR output, the text
data is provided with punctuation and in true case. This tyfpeata is called “Verbatim” in the
results parts.

e The last one is the text data input. Final Text Editions (FE)vided by the European Parliament
and the Spanish Parliament, are used for the EPPS and CORSES These text transcriptions
are edited and differ slightly from the verbatim ones. Soemences are rewritten. The text data
include punctuation, uppercase and lowercase and do nlodadranscription of spontaneous
speech phenomena.

An example of the three kinds of inputs is shown in Table 6 imé&nB.

FTE President-in-Office, you mentioned the issue of data retent

Verbatim you mentioned , President-in-office , about the issue of data
retention.

ASR output | you mentioned the president in office about the issue of data
retention

Table 6: Example of ASR, verbatim and FTE inputs

For Chinese-to-English direction, two kinds of text data @sed as input.

e The first one is the output of the automatic speech recogngistems. The common submis-
sion from LIMSI/UKA is used. No punctuation marks are pradd Again this year no manual
segmentation in sentences is provided and the SLT outpatideautomatically aligned to the
reference translations for scoring.

e The second type of data is the verbatim transcriptions. dlaes manual transcriptions produced

(© TC-STAR Consortium page 12
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by ELDA. These transcriptions include spontaneous spebehgmena, such as hesitations, cor-
rections, false-starts, etc. As for the ASR output, the dexté is provided without punctuation.

As for the ASR evaluations, different training condition® alistinguished. The first one is the
primary condition (EPPS-Only track) in which systems caly aise the data produced within TC-STAR
and the LDC Large Data listed in the Table 73. The aim is to tsiiet comparisons of systems. No
additional bilingual data is allowed, but monolingual ®¢e.g. POS-taggers) and publicly available
monolingual data can be used.

In the secondary condition (Public Data track), any puplavailable data before the cut-off date
(May 31, 2006) can be used for training purposes.

3.2 Language resources

Three sets of data are used, corresponding to the threeasthpases of an evaluation: training,
development and test.

3.2.1 Training data sets

The training data for the VOA task are data sets publicly late through various international
Language Resources (LR) distribution agencies (LDC, EL&#) correspond to the training data of the
second evaluation campaign.

For the EPPS task, the training data consists of the sameaddtar ASR training: the Final Text
Editions (FTE), in Spanish and English, from April 1996 to 2006, provided by RWTH and ELDA.
They are considered as reference translations from ea@n thrain the systems. The EPPS data is
sentence-aligned. Additionally, the manual verbatim gcaiptions of the EPPS recordings in English
and Spanish from May 2004 to January 2005 are provided by RVHglish) and UPC (Spanish).
Additional data have been provided: EU Bulletin Corpus, #&@Quis Multilingual Parallel Corpus and
UN Parallel Corpus.

3.2.2 Development and evaluation data sets

The SLT development set corresponds to the developmenteshdata of the first and the second
evaluation campaigns. It consists the same data as the A&Rogdment data set, in order to enable
end-to-end evaluation.

Subsets of 25,000 words are selected from the EPPS verbatimctiptions, from the CORTES
verbatim transcriptions, from the EPPS FTE documents aoch fthe CORTES FTE documents, in
English and in Spanish. Subsets of 25,000 words are seléctedthe VOA verbatim transcriptions
which correspond to the test data of the first evaluation cagmp

ELDA subcontracted professional translation agenciegtogjerence translations of the data. EPPS
English verbatim transcriptions and FTE documents arestaged into Spanish by 2 different agencies;
EPPS Spanish verbatim transcriptions and FTE documenttarsiated into English by 2 different
agencies; VOA verbatim transcriptions are translated Ewglish by 2 different agencies; CORTES
Spanish verbatim transcriptions and FTE documents arslatad into English by 2 different agencies.

All source text sets and reference translations preseitedeaare formatted using the same SGML
DTD that has been used for the NIST Machine Translation etialns.

The development data for the ASR task are provided using titguts of the ASR systems. A
ROVER combination has also been provided. The correspgndiferences are those of the verbatim
development data. All source text sets are formatted usiagTM format that has been used in the
ASR evaluation.

A summary of the development data used can be seen in TabteAt#hiex B.
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As for development, the same procedure is followed to predhe test data. The corresponding
data sets used are summarised in Table 75.

As a whole, we have 39 data sets. For a given set, there are:

e the data to be translated, in the source language, orgaimisktuments and segments, except the
ASR input which is in CTM format,

e two reference translations of the source data, issued tegsional translators, also organised in
documents and segments,

e several candidate translations produced by the partitsparnthe evaluation, following the same
format of the source and reference sets.

3.2.3 Validation of language resources

SPEX validated the reference translations of the developraed test sets for all three translation
directions.

For each translation direction and for each reference lation (each set is translated by 2 translation
agencies, to produce 2 reference translations) they éettat,200 words from contiguous segments
selected at random from the source text (except for Manpatiere they are taken from the target text).
Half of the 1200 words are selected from the FTE sources alfidrbm the VERBATIM sources.

The validation criterion is that a reference translationstriuave less than 40 penalty points to be
considered valid. Translation errors are then scored usiadollowing penalty scheme.

Error Penalty points

Syntactical 3 points

Lexical 3 points

Poor usage 1 point

Capitalisation 1 point

Punctuation or spelling errors 0.5 point (to a maximum of 10 points

Table 7: translation errors penalties

All translations are successfully validated.

Direction FTE Verbatim

Ref 1 Ref 2 Ref 1 Ref 2
EnQOEs 35 14 40 17
Es—En (EPPS) 18 38 20 40
Es—En (CORTES) 34 35 26.5 225
Zh—En N/A N/A 27 37

Table 8: Validation results for translation (N/A means timat
traslation was available).

The detailed validation results for the reference trarmshatare reported in Table 8.
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3.3 Schedule

The development phase took place from September 6, 200&it@ada3l, 2007. The evaluation run
took place from January 31 to February 7, 2007. The scoridgie in 2 phases. Automatic evaluation
is released on February 23 2007. Human evaluation is omg@fiem February 19 to March 20 2007.

3.4 Participants and submissions

The total number of participants in this third evaluatiormgeign is 12: 6 from the TC-STAR
consortium and 6 external participants. External pardiotp are Institute of Computing Technology,
China (ICT), The John Hopkins University, United StateslWJHNational Institute of Information and
Communications Technology - Advanced TelecommunicatiRasearch Institute International, Japan
(NICT-ATR), Translendium SL, Spain (Translendium), Unsigat Des Saarlandes, Germany (UDS)
and Institute of Artificial Intelligence - Xiamen UnivergitChina (XMU)

All participants are allowed to submit for both conditior®ritnary and Secondary), and various
versions of their systems. The total number of submissiens76, 57 Submissions for English-to-
Spanish, 64 Submissions for Spanish-to-English and 34 &skns for Chinese-to-English.

There have been 12 submissions for the SLT ROVER (EnglisipamiSh and Spanish-to-English for
the three tasks FTE, Verbatim and ASR).

In order to make a comparison with real market products, weth& evaluation for English-to-
Spanish, Spanish-to-English and Chinese-to-Engliskciitires with Systran Professional Premium 5.0
and for English-to-Spanish and Spanish-to-English dwastwith Reverso, intranet and development
version, SoftissimoTwo translations have been done for Systran, the first otterai specific tuning on
the software and the second one in adding the “Businessbodarty. The results obtained with the two
systems are shown in the following section, together wits¢hof the other systems.

The submissions received for both condition types are leetan Table 76 in Annex B.

In order to measure the improvement made within TC-STAR,es@®05 and 2006 systems have
been evaluated on the 2007 data. Submissions of 2005/2@0&sy are depicted in Table 77.

Thus, 27 additional submissions have been evaluated.

3.5 Evaluation results

The following conditions are applied for evaluation. ThengsASR input is used for all systems. It
is the result of the ROVER combination of ASR hypothesesepiior the Chinese to English for which
the common submission from LIMSI/UKA is used. Case infoloratis used by evaluation metrics.
Punctuation marks are present in all the inputs, excepte&skimputs.

3.5.1 Human evaluation

Protocol. The evaluation is carried out on the English to Spanish toeanly. All kinds of input
(ASR, Verbatim, and FTE) are evaluated in this direction.e phimary outputs of all the systems are
evaluated as well as the reference translations produceddbgssional translators. For comparison pur-
poses, we have also added the translation provided b$yhganandSoftissimgroducts. Furthermore,
2006 and 2005 systems have also been evaluated on the 200atievedata sets.

Each segment is evaluated in relation to adequacy and flueeegures. For the evaluation of ad-
equacy, the target segment is compared to a reference seghmrthe evaluation of fluency, only the
syntactical quality of the translation is evaluated. Thaleators grade all the segments firstly according
to fluency, and then according to adequacy, so that both typemasures are done independently, but
making sure that each evaluator does both for a certain nuaflsegments.
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For the evaluation of fluency, evaluators have to answer tlestepn: “Is the text written in good
Spanish?” A five-point scale is provided where only extrenaeks are explicitly defined, ranging from
“Perfect Spanish” to “Non understandable Spanish”.

For the evaluation of adequacy, evaluators have to answeagubstion: “How much of the meaning
expressed in the reference translation is also expresdbe barget translation?”.

A five-point scale is also provided to the evaluators, wherge again, only extreme cases are
explicitly defined, going from “All the meaning” to “Nothingn common”.

Two evaluations are carried out per segment, they are dohgdoglifferent evaluators, and segments
are distributed to evaluators randomly, because evakiaioould not build a “storyline” and preserve
information between two adjoining segments.

Evaluators are native speakers of the target language &diucp to university level.

Evaluation interface. In order to perform the evaluation, we re-used a specific wé&trface which
has already been used for the human evaluation of the FreBE&T& project [5]. This has been adapted
to the Spanish language. This web interface allows for endivaluation, which means that the judges
can work at home. This interface has been developed in PHEQyand can be used with a standard
browser on Windows or Linux. Figure 1 shows the evaluatiogepi@r fluency.

Fl texto estd ezcrito en buen espaiiol 7

Wolfensohn para ayudar a darnos cuenta planes para hacer Gaza econdmicamente
viable tras la retirada israeli.

¥ Nivel 5 - Espatiol impecable

O Nivel 4

O Nivel 3

O Nivel 2

O Nivel 1 - Espaiio! incomprehensible

[ conginuar | [ desconecter
Evaluaciones realizadas : 161 /163 Praguntas 7

Figure 3: Fluency evaluation.

From top to bottom of Figure 3, the following items are digigld on this page: the key question for
the evaluation of fluency, the text to evaluate, 5 radiodngtfor the 5-point scale measuring fluency, a
button to continue the evaluation and move on to the next sag(ficontinuar”), a button to leave the
evaluation (“desconectar”), the number of evaluationsedamnd the total of evaluations to do (“Evalua-
ciones realizadas”) and a link allowing the evaluator tofaskelp should he/she have any questions or
problems (“Preguntas?”).

The evaluator reads the text to evaluate in the editing windind can click with the mouse on one
of the five radio-buttons proposed. When the evaluation etéxt is completed, he/she can move on to
the next evaluation. The evaluation is saved automatiealtlthe evaluator does not need to do anything
else.

From top to bottom of 4, the following items are displayed bis fpage: the question for the eval-
uation of adequacy, the text to evaluate, 5 radio-buttonshi® 5-point scale measuring adequacy, the
reference text to compare to the text to evaluate, a butt@ontinue the evaluation and move on to the
next segment (“continuar”), a button to leave the evaluaffdesconectar”), the number of evaluations
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i Cuanto del signfficade expresado enla traduccidn de referencia lo encusntra en la traduccion a evalua?
|En este contexto, la Unién Europea trabajard estrect OF SUp con sefior
‘Wolfensohn para ayudar a darnos cuenta planes para hacer Gaza econémicamente
viable tras la retirada israeli.

ONivel 5 - Todo el sentido
O Nivel 4
O Nivel 3
ONivel 2
O Nivel 1 - Ningun sentide

La traduccién de referencia os la siguicate:
len este contexto ; la Unién Europea trabajara sin duda en estrecha colaboracion con el
'sefior Wolfensohn con el fin de ayudar a llevar a cabo los planes para hacer que Gaza
\sea viable econamicamente tras la retirada israeli .

;i
cantinuar degconactar

Evafuaciones realizadas : 161 / 163 Praguntes 7

Figure 4: Adequacy Evaluation.

done and the total of evaluations to do (“Evalautcioneszadhs”) and a link allowing the evaluator to
ask for help should he/she has any questions or problems.

The evaluator reads the text to evaluate, then, compareshetreference text and finally assigns a
score to the segment by clicking with the mouse on a raditehutVhen the evaluation is completed the
evaluator can move on to the next evaluation. The evaluaio® is also registered automatically.

Setup

Data. Taking into account all the different SLT tasks consider€dE, Verbatim, ASR), the
ROVERSs, the Systran and Softissimo products, the humarergfe translations (for Verbatim/ASR and
FTE) and the 2005/2006 systems, there are 14 ASR outputsed@&i outputs and 15 FTE outputs
to evaluate. A subset of around 350 sentences or segmemtsasted for evaluation from each output,
which corresponds to one third of the whole output. The sulmeesponds to a selection of 20 speeches
common with the manual end-to-end evaluation.

Evaluators. The number of evaluators (i.e. judges) is restricted to thelver of segments to
be evaluated and the duration of the evaluation. Two evialhmtare done per segment, and both are
done by two different judges. 100 evaluators are recruiteti @e native speakers of Spanish. Table 9
provides a summary of the details for human evaluation.

Number | number of | Task Number | Number Total #Evaluation
of evalu- of of num- segments /
eval- ation / seg- systems ber of | Evaluator
uators segment ments evalua-
tions
FTE 339 15 10170
100 2 Verbatim | 360 16 11520 3177
ASR 360 14 10080
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Table 9: Statistics on the human evaluation

The 100 evaluators have to evaluate around 300 segment whicespond to around 5 hours of
evaluation (according to a time of one minute by sentence).

Evaluators have been mainly taken from our internal listaitacts. Some other means of recruit-
ment are employed as posters and leaflets distributed, stlovgbruitment, contacts with universities.

The segments are shared with the manual end-to-end ewaludinerefore segments taken from 20
excerpts of speech have been selected. It represents 3086losgstem.

Evaluators agreement. Each segment within the human evaluation has been evaltvaites] so as to
measure consistency in the evaluations carried out andvi® $ignificant number of judgements. This
is done by first computing the ratio between those scoreshwdrie identical for two evaluations and the
total number of segments.

The total agreement between the evaluators has proven @il good, about one third of the seg-
ments obtain identical evaluations with the two evaluatditsis is similar with the last year evaluation.
The agreement on FTE data is slightly higher than the agreeoreVerbatim. And the agreement on
ASR data is much lower than the two others. The FTE and Verb&isks are more or less equally
difficult to evaluate, while the ASR task is much more difficul

100

EG

20 — Agsguacy ALL
70 — Agsguscy ASR
= Adeguacy FTE
= Adeguscy Vet
) —— Flu=ngy ALL
= —— Flusnoy ASR
= — Flusnzy FTE
20 —Flusnoy Verke
10

0 T T T T

Figure 5: Total agreement between the 1st and 2nd evaluation

Each segment has been evaluated twice by two different pedpie evaluators have to score the
adequacy and fluency on a five-point scale. Figure 5 showsdteeptage of sentences that have a score
difference of less than the value on the x-axis.

We can see that more than 30% of the segments have obtaingtty ¢ka same score and than more
than 70% have obtained a score that do not differ more thannt petween the first evaluation pass and
the second one.

Table 10 shows the mean of the deviance between two evaigatica same segment (done by two
different evaluators) and Table 11 shows the standard dewiaf the deviances. Both tables permit to
give an impression of the disagreement between the huméuatwes.
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FTE + Verb. + ASR FTE Verbatim ASR

Fluency 0.98 0.94 0.96 1.05

Adequacy 0.95 0.92 0.94 0.99
Table 10: Mean of the deviance

FTE + Verb. + ASR FTE Verbatim ASR

Fluency 0.93 0.91 0.93 0.94

Adequacy 0.92 0.91 0.93 0.92

Table 11: Standard deviance of the deviances

Table 10 and Table 11 lead us to the same conclusions, excepeffact that the standard deviance of
the deviance (between two evaluations of the same segmaentre significant. Thus, the two evaluators
certainly assessed differently, although it should alsodresidered that human evaluation is subjective.

In a general trend, evaluators’ agreements are better dsayéar.

Results. The results obtained for the different tasks are detaildovbe

FTE task. First, evaluation scores have been computed and, thenattkég of the participating
systems has been established.

Fluency Adequacy Fluency Adequacy

score score rank rank
Human Reference | 4.49+.02 4.49+.02 1 1
IRST 3.57+.05 3.71+.04 2 6
SLT ROVER 3.50+.05 3.78+.04 3 2
UPC 3.47+.05 3.77+.05 4 3
UKA 3.43+.04 3.72+.04 5 5
IBM 3.42+.05 3.59+.05 6 7
RWTH 3.38+.05 3.75+.04 7 4
Reverso 3.30+.04 3.59+.04 8 7
uUDS 3.224+.05 3.374+.05 9 9
Systran 3.124+.04 3.374+.05 10 9

Table 12: Human scoring and ranking for the FTE task

Table 12 shows the ranking of the systems that have partigdpa the FTE task. It also details the
specific scores obtained by each system, which range betvégod) and 1 (bad), and the confidence
interval.

The human reference gets from afar the best results evenattegeyot so perfect than we could
estimate. Regarding the general performance of the sysiaftes the human reference, the automatic
system obtaining the highest score is IRST, surprisingghéi than the ROVER scores for Fluency.
For fluency evaluation, following systems are UPC, UKA, IBMdaRWTH close from each others.
Conclusions are the same for adequacy, except for IBM whaiedsubsequently lower results (identical
to Reverso). Finally, Reverso, UDS and Systran get the loagarlts, for both fluency and adequacy.

The difference between the human reference and the autsyatiems is still considerable. When
considering the performance of systems for fluency and aggall of them obtain higher scores for
adequacy than for fluency.
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Verbatim task. We first compute the scores and establish the ranking of tters\s.

Fluency Adequacy Fluency Adequacy

score score rank rank
Human Reference | 4.24+.03 4.39+.03 1 1
RWTH 3.394+.05 3.614.05 2 5
SLT ROVER 3.37+.05 3.71+.05 3 2
IRST 3.35+.05 3.60+.04 4 6
LIMSI 3.32+.04 3.57+.05 5 7
UKA 3.31+.05 3.64+.04 6 3
UPC 3.25+.05 3.62+.04 7 4
IBM 3.244.05 3.544.05 8 8
Reverso 3.08+.05 3.394.05 9 9
uUDS 3.07+.05 3.244+.04 10 10
Systran 2.844.04 3.184.05 11 11

Table 13: Human scoring and ranking for the Verbatim task

Here again the human reference gets the best results. klsenes are very close for all the TC-
STAR systems, ROVER included (0.15 points between thadtomatic system — RWTH — and thé& 7
automatic system —IBM). Anyway, ROVER has higher resultsafdequacy. But the others TC-STAR
systems obtain again scores far from each others. ReveB8,dnd Systran have the lower results, in
particular Systran with the fluency evaluation. Rankings quite different according to the fluency or
the adequacy evaluation.

As we can see, even for the human translators, FTE is eadiarnglate than Verbatim, according to
the difference of 0.25 in the scores.

ASR Task. Table 14 outlines the scores and establishes the rankingstems.

Fluency Adequacy Fluency Adequacy

score score rank rank
IRST 3.09+.05 3.19+.05 1 1
SLT ROVER 3.04+.04 3.15+.04 2 4
LIMSI 2.99+.04 3.17+.04 3 3
RWTH 2.95+.05 3.11+.05 4 5
IBM 2.91+.04 3.06+.05 5 6
UKA 2.89+.05 3.18+.05 6 2
UPC 2.87+.05 3.04+.04 7 7
Reverso 2.51+.04 2.53+.04 8 8
Systran 2.42+.04 2.50+.04 9 9

IRST gets the higher scores for the ASR evaluation for botanity and adequacy. Next is the
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Table 14: Human scoring and ranking for the ASR task




TC-STAR Project Deliverable no. D30 Evaluation report

ROVER combination system for fluency, and so on the othersSTER systems which are very close:
LIMSI, RWTH, IBM, UKA and UPC. Reverso and, in a most impottaray, Systran get lower results
for fluency. Conclusions are rather the same for adequacgpexanking which is quite different and
lower IBM and UPC results.

2006 systems. Table 15 shows the scores and establishes the ranking ehsyst

Fluency Adequacy | Fluency Adequacy

score score rank rank
RWTH-2006 (fte) 3.41+.05 3.64+.04 1 1
IRST-2006 (fte) 3.32+.05 3.62+.04 2 2
IBM-2006 (fte) 3.32+.05 3.55+.05 2 4
RWTH- 2006 (Verb) 3.26+.04 3.57+.05 4 3
IBM-2006 (Verb) 3.20+.04 3.50+.04 5 5
IRST-2006 (Verb) 3.11+.05 3.47+.05 6 6
IBM-2006 (ASR) 2.90+.04 2.98+.05 7 7
IRST-2006 (ASR) 2.81+.04 2.83+.05 8 8

Table 15: Human scoring and ranking for the 2006 systems

As previously said, he difference between the human referemd the automatic systems is still
considerable, but as we can observe in Table 15, TC-STARm®gsimprove performance over the years.
Best 2006 FTE system is lower of 0.16 points than the best EO®&/systems (resp. 0.13 points for Ver-
batim and 0.19 points for ASR). Moreover, each 2007 systetaiolhigher score than its corresponding
2006 system.

Summary. As a general comment, the previous results show that the Edites are globally better
than the Verbatim scores, and both are better than the ASRsdeigure 6 sums up the differences.

—+—FLU-FTE —m=— ADE-FTE FLU AW erbk ADE-Verh —w—FLU-ASE

—a—ADE-ASR ——FLU-2008 —— ADE-20048

L
all

(%%

ra

Figure 6: Differences between FTE, Verb. and ASR scores.
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Finally, Table 16 summaries the overall ranking of the whulenan evaluation for both fluency and
adequacy (from the higher scores to the lower).

Fluency ranking Adequacy ranking
Human reference (FTE) Human reference (FTE)
Human reference (Verbatim) Human reference (Verbatim)
IRST (FTE) SLT ROVER (FTE)
SLT ROVER (FTE) UPC (FTE)

UPC (FTE) RWTH (FTE)

UKA (FTE) UKA (FTE)

IBM (FTE) SLT ROVER (Verbatim)
RWTH-2006 (FTE) IRST-BEST (FTE)
RWTH (Verbatim) UKA (Verbatim)

RWTH (FTE) RWTH-2006 (FTE)
SLT ROVER (Verbatim) IRST-2006 (FTE)

IRST (Verbatim) UPC (Verbatim)
IBM-2006 (FTE) RWTH (Verbatim)
IRST-2006 (FTE) IRST (Verbatim)

LIMSI (Verbatim) IBM (FTE)

UKA (Verbatim) Reverso (FTE)
Reverso (FTE) LIMSI (Verbatim)
RWTH-2006 (Verbatim) RWTH-2006 (Verbatim)
UPC (Verbatim) IBM-2006 (FTE)

IBM (Verbatim) IBM (Verbatim)

UDS (FTE) IBM-2006 (Verbatim)
IBM-2006 (Verbatim) IRST-2006 (Verbatim)
Systran (FTE) Reverso (Verbatim)
IRST-2006 (Verbatim) UDS (FTE)

IRST (ASR) Systran (FTE)

Reverso (Verbatim) UDS (Verbatim)

UDS (Verbatim) IRST (ASR)

SLT ROVER (ASR) Systran (Verbatim)
LIMSI (ASR) UKA (ASR)

RWTH (ASR) LIMSI (ASR)

IBM (ASR) SLT ROVER (ASR)
IBM-2006 (ASR) RWTH (ASR)

UKA (ASR) IBM (ASR)

UPC (ASR) UPC (ASR)

Systran (Verbatim) IBM-2006 (ASR)
IRST-2006 (ASR) IRST-2006 (ASR)
Reverso (ASR) Reverso (ASR)

Systran (ASR) Systran (ASR)

Table 16: Overall ranking of the evaluation

This table allows to observing the general trend of the scdrd E results are higher than Verbatim
ones, which are closer to the 2006 FTE results. 2006 Verbasults are almost higher than 2007 ASR
results.
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3.5.2 Automatic evaluations

We use five different automatic metrics for the evaluatiotheftranslation output.

BLEU. BLEU, which stands for BiLingual Evaluation Understudy,uots the number of word
sequences (n-grams) in a sentence to be evaluated, whicbraraon with one or more reference trans-
lations. A translation is considered better if it sharesrgdanumber of n-grams with the reference
translations. In addition, BLEU applies a penalty to thaaedlations whose length significantly differs
from that of the reference translations.

NIST. NIST is a variant metric of BLEU, from NIST, which applies féifent weight for the n-
grams, functions of information gain and length penalty.

IBM. IBM is a variant metric from IBM, with a confidence interval.

MWER. mMWER, Multi reference Word Error Rate, computes the peagmtof words which are
to be inserted, deleted or substituted in the translatiotesee in order to obtain the reference sentence.

MPER. mPER, Multi reference Position independent word Error Réethe same metric as
MWER, but without taking into account the position of the @sm the sentence.

WNM. The Weighted N-gram Model is a combination of BLEU and theitiegte Translation
Variation (LTV) metrics, which assign weights to words iretBLEU formulae depending on their fre-
guency (computed using TF.IDF [10]). We only give in thisagpghe f-measure which is a combination
of the recall and the precision.

AS-WER. The AS-WER is the Word Error Rate score obtained during tigmaient of the output
from the ASR task with the reference translations.

All scores are given in percentages, except NIST. For IBMEBI. NIST, WNM/F-measure the
higher values mean better translations. On the other handhPER and mWER, which are error rates,
the lower values mean better translations.

Automatic results for English-to-Spanish. The statistics for the source documents are the following:
e \erbatim: 27 056 words for 1 167 sentences
e Text: 24 711 words for 1 130 sentences.
e ASR: 26 732 words.

As it can be seen, there is a higher number of words in the nhdrarescription (27 056) than in
the final text edition (24 711). This is due to the hesitatioepetitions, etc. that can be found in the
transcriptions. The number of words in the automatic trépgon is slightly lower than the manual one
(26 732 versus 27 056).

The ratio between the source text in English and the referéramslation in Spanish is 0.92, which
outlines a strong correlation between the length of theosentence and its corresponding translation.
IRST and UKA systems which strongly move away from this paihbalance should be penalised by
automatic metrics (at least by the NIST metric). The sameiscwith the verbatim output, as the IRST
and UKA outputs are 1.04 rather than 0.98 for the referendkethA other outputs from all the tasks are
close to the reference file, and then are not penalised tothmuc

Table 17 presents the scoring results of primary systemEfigtish-to-Spanish EPPS
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Task Site NIST BLEU | IBM MWER | mPER | WNM | AS-

IBM 10.08 | 50.91 | 50.86 | 38.46 30.23 |51.31 |-
IRST 10.37 | 52.26 | 51.52 | 35.92 2884 |51.78 |-
RWTH |10.38 | 5249 | 52.01 | 36.83 28.71 |51.21 |-
UKA 10.54 | 54.11 | 52.97 | 35.25 27.99 52.06 | -
FTE UPC 10.43 | 53.29 | 52.80 | 36.09 28.75 |51.65 |-
uUbS 8.90 40.99 | 40.90 | 45.77 35.07 | 46.50 | -
ROVER | 1044 | 5385 | 5385 | 3570 28.34 5343 | -
Reverso | 8.39 36.82 | 36.83 | 50.45 40.64 | 4354 | -
Systran | 8.43 36.29 | 36.28 | 46.53 37.33 | 4287 |-
IBM 9.84 48.24 | 48.12 | 40.86 30.99 | 4941 |-
IRST 10.25 | 50.55 | 49.46 | 37.90 29.17 |50.96 | -
LIMSI 10.29 | 5153 | 51.04 | 37.86 28.76 50.44 | -
RWTH | 10.13 | 50.06 | 49.26 | 39.13 30.07 |50.95 |-
UKA 10.33 | 50.74 | 49.77 | 37.14 2893 |5043 |-
UPC 9.99 48.93 | 48.67 | 39.99 30.65 |49.83 |-
ubDsS 8.38 37.36 | 37.39 |51.44 38.25 | 4594 | -
ROVER | 1043 | 5263 | 5146 | 36.74 28.82 5206 |-
Reverso | 8.27 35.54 | 35,57 |52.44 41.19 | 4201 |-
Systran | 8.25 34.79 | 34.78 | 48.66 38.10 | 41.15 |-
IBM 8.62 37.15 | 36.43 | 50.49 38.48 | 46.17 | 49.66
IRST 9.03 39.32 | 38.78 | 46.52 36.91 | 48.69 | 45.84
LIMSI 8.94 38.29 | 3756 | 47.61 3755 | 47.34 | 46.87
RWTH | 8.92 39.66 | 38.69 | 48.16 36.91 | 47.69 | 47.45
UKA 8.70 36.55 | 36.18 | 47.19 3851 | 47.06 | 46.77
UPC 8.65 36.43 | 35.82 | 49.63 38.87 | 46.08 | 48.92
ROVER | 9.19 40.61 40.12 45.22 36.28 49.01 44.74
Reverso | 7.10 25.36 | 25.36 | 63.52 50.24 | 38.92 | 59.58
Systran | 7.06 24.74 | 24.35 | 60.33 46.94 | 37.63 | 60.44
Table 17: Evaluation results of primary systems for the ishgl
to-Spanish

Verbatim

ASR

Table 18 presents the ranking results of primary systemgmfigtish-to-Spanish EPPS.

Task Site NIST BLEU | IBM MWER | mPER | WNM | AS-
WER
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LIMSI
RWTH
UKA
UPC
uDS
ROVER
Reverso
Systran
IBM
IRST
LIMSI
RWTH
UKA
UPC
ROVER
Reverso
Systran | 9 9 9 8 8
Table 18: Ranking of primary systems for the English-to+8ga
EPPS task
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The SLT ROVER system combination got the best results fahaltasks. UKA has the best results
for FTE task, LIMSI and UKA share the best results for the \éirn task, and IRST, LIMSI and RWTH
share the best results for the ASR task. The non-TCSTAR mgs{®IDS, Reverso and Systran) are
really lower than the TC-STAR systems. Except a likely logeality, it should be put into perspective
that Reverso and Systran products are used as is, withouuamg. Moreover, it is well-known that
n-gram metrics favour statistical systems. Within the TIAR consortium, we observe several groups
for each task. For the FTE task, UKA got clearly higher resaltd IBM clearly lower results than the
other participants. For the Verbatim task, UKA is also thelker, while IBM and UPC are clearly lower.
Finally, for the ASR task, IBM, UKA and UPC are quite lower th®RST, LIMSI and RWTH.

Contrary to the last year reflection, FTE and Verbatim scaresquite similar for most of the partic-
ipants. Last year, FTE scores are substantially highereamatim scores and it seems the gap between
the two kinds of data tended to be cut down (3.20 BLEU pointsveen the last year best FTE and
Verbatim systems instead of 2.58 BLEU points for this yeASR scores follow the same way but no so
manifestly (15.27 BLEU points between the last year best &1EASR systems instead of 14.45 BLEU
points for this year). In addition, ROVER permits to reduneaimore important way the differences:
1.22 BLEU points of difference between FTE and Verbatim aB@4 between FTE and ASR.

We can notice that BLEU metric gave higher scores than IBMrimeYVe also observe that results
for mPER are approximately 8-9% higher than for mMWER. Thalightly higher than last year results
(10% higher): we can conclude the participants have immtdlie word reordering of their systems.

Table 19 presents the results of secondary systems fordbrgli Spanish EPPS task.

Task Site NIST BLEU | IBM mMWER | mPER | WNM | AS-WER

FTE UPC | 10.20 |51.79 |51.29 |37.31 29.94 | 5125 |-

Verbatim | UPC | 8.97 40.40 | 39.83 | 43.82 35.15 | 4461 |-

ASR UPC | 8.15 33.36 | 33.07 | 49.74 41.09 | 44.72 | 49.50
Table 19: Evaluation results of secondary systems for thgiin
to-Spanish EPPS task
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Since only one system participated in the secondary trakquite difficult to draw any conclusion.
Anyway, we can notice that results are slightly lower fosttriack compared to the primary track. The
differences between FTE, Verbatim and ASR tasks are morkaddhan for the primary track.

Automatic results for Spanish-to-English. Data statistics for Spanish-to-English source documents
are the following:

e Text: 50 311 words, for 1 470 sentences whereof

— CORTES: 25 084 words, for 642 sentences
— EPPS: 25 227 words, for 828 sentences

e \erbatim: 56 884 words, for 1 342 sentences whereof

— CORTES: 30 223 words, for 596 sentences
— EPPS: 26 661 words, for 746 sentences

e ASR: 59 770 words whereof

— CORTES: 31 734 words.
— EPPS: 28 036 words.

There are fewer words in the manual transcriptions (56 88dlsstor Verbatim CORTES and EPPS)
than in the automatic ones (59 770 words for ASR CORTES andsiEPP

The same remarks as for English-to-Spanish can be outlifiee.ratio between the source text and
the reference translation is very close to 1.

Table 20 shows the scoring results of primary systems fomniSpeao-English for the whole
(EPPS+CORTES) corpus:

Task Site NIST | BLEU | IBM MWER | mPER | WNM | AS-
WER

IBM 10.59 | 48.38 | 48.38 | 41.71 | 29.20 | 4525 | -
IRST 10.33 | 47.27 | 47.27 | 42.72 | 30.37 |4524 | -
RWTH 10.47 | 47.72 | 47.73 | 4211 | 29.71 | 4433 |-
UKA 10.67 | 48.89 | 48.89 | 40.95 | 28.84 |4585 |-
UPC 10.38 | 47.35 | 47.36 | 42.82 | 30.55 |43.94 | -

ETE JHU 9.89 4395 | 43.95 | 4558 |32.24 |4151 |-

NICT-ATR 10.35 | 46.48 | 46.48 | 43.01 | 30.05 |42.42 | -
Translendium 9.65 4180 |41.81 | 48.01 | 34.08 |4055 | -

ubDS 8.60 33.88 | 33.25 | 5598 |37.00 |36.93 |-
ROVER 10.60 | 49.05 | 49.05 40.99 20.22 46.60 | -
Reverso 8.33 3445 | 3445 | 6045 |47.22 | 37.27
Systran 9.35 39.52 | 3954 |48.69 |34.96 |37.83 |-
IBM 10.69 | 49.60 | 49.60 | 39.74 | 27.73 | 4595 | -
IRST 10.29 | 47.46 | 47.46 | 4186 | 29.76 |45.89 | -
LIMSI 10.67 | 49.19 | 49.19 | 39.78 | 27.44 | 46.03 | -
RWTH 10.42 | 48.11 | 48.11 | 40.67 | 29.15 |46.21 | -
Verbatim UKA 10.82 | 49.87 | 49.30 | 38.99 | 27.64 | 4563 |-
UPC 10.52 | 48.46 | 48.46 | 40.87 | 29.04 | 43.96 | -
JHU 9.81 43.17 | 4295 | 4491 |31.74 |4195 | -
ROVER 10.68 | 49.96 | 49.96 39.21 28.10 4775 | -
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Reverso 8.16 34.09 | 3411 | 61.03 |4855 |36.53 |-
Systran 9.48 40.56 | 40.56 | 46.91 33.31 | 37.79 | -
IBM 9.46 38.89 | 38.89 |49.31 |33.39 |43.09 | 48.08
IRST 9.42 38.95 | 38.95 |49.74 | 34.30 |43.04 | 47.99
LIMSI 9.51 39.01 | 38.81 |48.72 | 33.45 |43.37 | 47.48
RWTH 9.23 3781 | 37.81 |51.02 |3570 |43.25 | 49.43
ASR UKA 9.54 38.65 | 37.77 | 48.32 | 33.70 |42.92 | 47.18
UPC 9.32 37.86 | 37.74 |50.40 | 35.13 |40.90 | 49.34
JHU 8.93 34.75 | 33.92 | 5218 | 36.37 |40.17 | 51.09
ROVER 9.64 40.39 | 40.32 48.05 33.16 4470 | 46.69
Reverso 7.01 25.19 | 25.19 | 72.47 54.89 | 34.04 | 61.00
Systran 8.31 30.73 | 30.73 | 57.33 | 39.63 | 34.95 | 59.87
Table 20: Evaluation results of primary systems for the $an
to-English
Table 21 shows the ranking of primary systems for SpanidBrglish for the whole
(EPPS+CORTES) corpus:
Task Site NIST | BLEU | IBM MWER | mPER | WNM | AS-
WER
IBM 3 3 3 3 2 3 -
IRST 7 6 6 5 6 4 -
RWTH 4 4 4 4 4 5 -
UKA 1 2 2 1 1 2 -
UPC 5 5 5 6 7 6 -
JHU 8 8 8 8 8 8 -
FTE NICT-ATR 6 7 7 7 5 7 -
Translendium 9 9 9 9 9 9 -
ubSs 11 12 12 11 11 12 -
ROVER 2 1 1 2 3 1 -
Reverso 12 11 11 12 12 11
Systran 10 10 10 10 10 10 -
IBM 2 3 2 3 3 4 -
IRST 7 7 7 7 7 5 -
LIMSI 4 4 4 4 1 3 -
RWTH 6 6 6 5 6 2 -
.| UKA 1 2 3 1 2 6 -
verbatim 5= 5 5 5 6 5 7 -
JHU 8 8 8 8 8 8 -
ROVER 3 1 1 2 4 1 -
Reverso 10 10 10 10 10 10 -
Systran 9 9 9 9 9 9 -
IBM 4 4 3 4 2 4 5
IRST 5 3 2 5 5 5 4
LIMSI 3 2 4 3 3 2 3
RWTH 7 7 5 7 7 3 7
ASR UKA 2 5 6 2 4 6 2
UPC 6 6 7 6 6 7 6
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JHU 8 8 8 8 8 8 8
ROVER 1 1 1 1 1 1 1
Reverso 10 10 10 10 10 10 10
Systran 9 9 9 9 9 9 9
Table 21: Ranking of primary systems for the Spanish-tolshg
task

Again, the SLT ROVER system combination gets the best ie$oitall the tasks, even if it is less
marked. UKA has the best results for FTE task, IBM and UKA shhe best results for the Verbatim
task, and IBM, IRST and LIMSI share the best results for thdRA&k. The non-TCSTAR systems
(JHU, NICT-ATR, Translendium, Reverso and Systran) ardlyrdawer than the TC-STAR systems,
except NICT-ATR for the FTE task which has higher score thaa DC-STAR system, IRST. The same
reason for the English-to-Spanish direction can explais¢hscores (although JHU is a statistical-based
system, the other ones are phrase-based and rule-basenhsyst

Within the TC-STAR consortium, we can chunk the systems agipusly, but differences between
systems are less marked. For the FTE task, UKA is higher, lBB&h RWTH and finally IRST and
UPC. For the Verbatim task, IBM is higher, next LIMSI and UKBWPC and RWTH, while IRST is quite
lower. Finally, for the ASR task, IBM, IRST and the LIMSI skahe best scores, then UKA, and UPC
and RWTH further.

Verbatim scores are slightly higher than FTE ones, but less tast year. Last year scores difference
between the best FTE and Verbatim systems is 4.38 BLEU pwinilg it is 0.89 for this year. However,
the difference between the best FTE and ASR systems is &7 gdar while the difference is 9.88 for
this year. But regarding the reduction of the FTE/Verbatiffecences, we can only conclude that ASR
systems did not improve as well as Verbatim and FTE systeragoEnglish-to-Spanish direction, the
differences has been reduced, but in a contrary way tharn&English-to-Spanish direction. ROVER
combination permits strongly to reduce the tasks diffeesn®.08 BLEU points of difference between
FTE and Verbatim and 0.96 between FTE and ASR. Since the RQME®Ination gets the best results,
it is obvious that the rovering is most of useful for the TCARIsystem.

About the metrics, BLEU and IBM metrics give here similar ) contrary to the English-to-
Spanish direction. The results for mPER are approximat2®s higher than for mWER which is higher
than last year results (15% higher), which confirm the improent of the word reordering.

Table 22 presents the results of secondary systems for $ptotEnglish EPPS task.

Task Site NIST BLEU | IBM MmMWER | mPER | WNM | AS-WER
IBM 10.65 | 48.80 | 48.80 | 41.53 29.01 | 4550 | -
FTE UPC | 10.38 | 47.00 | 47.02 | 4251 30.29 | 44.01 | -

JHU 9.80 43.49 | 43.49 | 46.13 32.70 | 4152 | -

IBM 10.78 | 50.07 | 50.07 | 39.44 27.48 | 46.37 | -

UPC | 10.28 |47.14 |47.14 | 41.82 30.01 | 43.33 | -

ASR IBM 9.49 39.08 | 39.08 | 49.22 33.25 | 43.38 | 47.98

UPC | 9.24 37.55 | 37.55 | 50.58 35.39 | 40.29 | 49.51
Table 22: Evaluation results of secondary systems for tleniSh-
to-English task

Verbatim

Two TC-STAR consortium systems and one external parti¢iparticipated in this track. Here, IBM
and UPC systems get higher results for FTE which seems mbereat, but results are lower for JHU
and Verbatim and ASR tasks.

Table 23 shows the scoring results of primary systems fonSpao-English EPPS.
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Task Site NIST BLEU | IBM MWER | mPER | WNM | AS-
WER
IBM 10.49 51.84 | 51.84 38.60 | 27.41 |50.94 | -
IRST 10.35 51.08 | 51.08 39.39 | 28.09 | 50.29 | -
RWTH 10.40 51.20 | 51.23 38.93 | 27.73 | 48.86 | -
UKA 10.57 52.49 | 52.37 37.83 | 27.10 |51.17 | -
UPC 10.34 50.88 | 50.91 39.55 | 28.46 | 48.23 | -

ETE JHU 9.98 47.88 | 47.88 4192 | 2996 | 46.25 | -
NICT-ATR | 10.26 49.79 | 49.79 40.21 | 28.41 | 47.18 | -
Translendium 9.40 43.67 | 43.69 4537 | 3294 | 45.06 | -
ubDS 8.66 36.72 | 36.09 5251 | 35.01 | 40.87 | -
ROVER 10.61 53.07 | 53.08 37.63 26.93 52.10 | -
Reverso 8.19 36.37 | 36.39 58.04 | 45.66 | 41.19 | -
Systran 9.12 41.26 | 41.28 46.72 | 33.81 | 41.65 | -

IBM 10.60 52.93 | 52.93 36.23 | 25.86 | 52.96 | -
IRST 10.23 50.46 | 50.46 38.59 | 27.66 | 51.43 | -
LIMSI 10.52 52.14 | 52.14 36.67 | 25.84 |51.98 | -
RWTH 10.33 50.74 | 50.53 37.62 | 27.09 | 51.48 | -

Verbatim UKA 10.60 52.60 | 51.63 36.06 | 26.21 |51.31 |-
UPC 10.41 51.31 | 50.96 37.63 | 27.24 | 48.48 | -
JHU 9.86 47.32 | 47.22 41.21 | 2958 | 48.94 | -
ROVER 10.66 53.48 | 53.18 35.47 25.77 53.69 | -
Reverso 8.07 36.12 | 36.12 57.65 | 46.11 | 42.82 | -
Systran 9.23 41.96 | 41.96 4468 | 31.91 | 43.10 | -

IBM 9.53 42.87 | 42.87 4493 | 31.37 | 49.96 | 43.77
IRST 9.54 42.87 | 42.80 4523 | 31.88 | 48.99 | 43.85
LIMSI 9.61 43.04 | 42.52 4425 | 31.10 | 49.43 | 43.27
RWTH 9.30 41.30 | 41.30 46.51 | 33.20 | 48.93 | 45.27

ASR UKA 9.59 42.07 | 41.33 4410 | 31.66 | 48.49 | 43.12
UPC 9.48 42,23 | 41.33 4546 | 32.66 | 45.92 | 44.88
JHU 9.11 39.42 | 38.75 48.04 | 33.99 | 47.24 | 46.98
ROVER 9.79 4480 | 44.42 43.07 30.41 51.32 | 42.15
Reverso 7.11 27.90 | 27.90 68.29 | 52.23 | 39.96 | 58.59
Systran 8.31 33.40 | 33.40 53.86 | 37.70 | 40.47 | 57.55

Table 23: Evaluation results of primary systems for the $ban
to-English EPPS task

Table 24 shows the ranking of primary systems for Spanigirglish EPPS.

Task Site NIST | BLEU | IBM MWER | mPER | WNM | AS-
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Translendium 9 9 9 9 9 9 -
ubSs 11 11 12 11 11 12 -
ROVER 1 1 1 1 1 1 -
Reverso 12 12 11 12 12 11 -
Systran 10 10 10 10 10 10 -
IBM 2 2 2 3 3 2 -
IRST 7 7 7 7 7 5 -
LIMSI 4 4 3 4 2 3 -
RWTH 6 6 6 5 5 4 -
.| UKA 2 3 4 2 4 6 -
Verbatim 5= 5 5 5 6 6 8 -
JHU 8 8 8 8 8 7 -
ROVER 1 1 1 1 1 1 -
Reverso 10 10 10 10 10 10 -
Systran 9 9 9 9 9 9 -
IBM 5 3 2 4 3 2 4
IRST 4 3 3 5 5 4 5
LIMSI 2 2 4 3 2 3 3
RWTH 7 7 7 7 7 5 7
ASR UKA 3 6 5 2 4 6 2
UPC 6 5 5 6 6 8 6
JHU 8 8 8 8 8 7 8
ROVER 1 1 1 1 1 1 1
Reverso 10 10 10 10 10 10 10
Systran 9 9 9 9 9 9 9
Table 24: Ranking of primary systems for the Spanish-tolghg
EPPS task
Table 22 presents the results of secondary systems for $ptotEnglish EPPS task:
Task Site NIST BLEU | IBM MWER | mPER | WNM | AS-WER
IBM 10.53 | 52.08 | 52.08 | 38.34 2726 |50.61 | -
FTE UPC | 10.23 |50.14 | 50.17 | 39.62 28.71 | 47.83 | -
JHU 9.85 47.20 | 47.20 | 42.58 30.47 | 46.23 | -
Verbatim IBM 10.60 | 52.88 | 52.88 | 36.36 25.96 | 52.94 | -
UPC | 9.98 48.58 | 48.58 | 39.73 29.08 | 4755 | -
ASR IBM 9.61 43.34 | 43.34 | 44.59 31.03 | 50.17 | 43.58
UPC | 9.35 41.40 | 40.84 | 46.04 33.08 | 45.43 | 45.38

Table 25: Evaluation results of secondary systems for ttaaiSh-
to-English EPPS task

Table 26 shows the scoring results of primary systems fonSpao-English CORTES.
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Task Site NIST | BLEU | IBM mMWER | mPER | WNM | AS-
WER

IBM 9.70 4479 | 4479 | 4490 | 31.05 |4279 |-
IRST 9.39 43.39 | 43.39 |46.14 | 32.72 |43.38 |-
RWTH 9.58 4418 | 44.18 | 4536 |31.74 |43.12 | -
UKA 9.78 4522 | 45.22 | 44.15 | 30.62 | 43.64 |-
UPC 9.48 43.79 | 43.79 | 46.18 |32.70 | 4280 | -

ETE JHU 8.94 39.98 | 39.98 |49.35 |3458 |4041 |-
NICT-ATR 9.51 43.08 | 43.08 |45.88 |31.73 |41.34 |-
Translendium 9.05 39.89 |39.89 |50.72 | 3525 |39.33 |-
ubDsS 7.86 30.88 | 30.27 |59.55 |39.05 | 35.58
ROVER 9.61 4491 | 4491 | 4445 3158 | 4420 |-
Reverso 7.77 3246 | 3246 |62.93 |48.82 |36.81 |-
Systran 8.78 37.76 | 37.76 | 50.72 36.14 | 37.68 | -
IBM 9.86 46.64 | 46.64 | 4292 | 29.43 | 4334 |-
IRST 9.48 4484 | 4484 | 4481 |31.66 | 44.40 | -
LIMSI 9.91 46.57 | 46.57 | 42.60 | 28.88 | 44.11 |-
RWTH 9.64 4586 |45.86 |43.43 |31.01 | 4455 |-

Verbatim UKA 10.08 | 4745 | 4722 | 4164 |2893 |4393 |-
UPC 9.74 46.04 | 46.04 | 43.81 |30.67 | 43.46 | -
JHU 8.97 39.36 | 39.06 |48.27 |33.69 |39.34 |-
ROVER 9.80 4690 | 46.90 | 4259 3022 | 4572 | -
Reverso 7.61 3231 | 3234 | 64.09 |50.75 |3589 |-
Systran 8.94 39.33 [ 39.33 |48.93 |[3459 |37.37 |-
IBM 8.65 35.21 | 3521 |53.31 | 3524 |40.94 |51.97
IRST 8.58 35.42 | 3542 |53.85 |36.52 |41.45 |51.71
LIMSI 8.66 35.39 (3539 |5279 |3561 |41.72 |51.26
RWTH 8.45 34.66 | 34.66 |55.13 | 37.99 |41.61 |53.17

ASR UKA 8.74 35.42 | 3450 |52.17 |3557 |41.60 |50.84
UPC 8.43 34.04 | 34.04 | 5490 | 37.38 |40.53 |53.35
JHU 8.05 29.98 | 29.35 | 5595 |38.56 | 37.58 |54.81
ROVER 8.75 3640 | 3640 | 5257 3568 | 4235 | 50.76
Reverso 6.43 22.75 | 22.75 | 76.22 |57.26 | 33.84 | 63.21
Systran 7.70 28.32 | 28.32 | 60.45 |41.38 | 34.97 |61.94

Table 26: Evaluation results of primary systems for the ban
to-English CORTES task
Table 27 shows the ranking of primary systems for Spanigiriglish CORTES.
Task Site NIST | BLEU | IBM MWER | mPER | WNM | AS-
WER

IBM 2 3 3 3 2 6 -
IRST 7 6 6 6 7 3 -
RWTH 4 4 4 4 5 4 -
UKA 1 1 1 1 1 2 -
UPC 6 5 5 7 6 5 -
JHU 9 8 8 8 8 8

FTE NICT-ATR 5 7 7 5 4 7 -
Translendium 8 9 9 9 9 9 -
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ubS 11 12 12 11
ROVER 3 2 2 2
Reverso 12 11 11 12
Systran 10 10 10 9
IBM
IRST
LIMSI
RWTH
UKA
UPC
JHU
ROVER
Reverso
Systran
IBM
IRST
LIMSI
RWTH
ASR UKA
UPC
JHU
ROVER
Reverso 0 0 0
Systran 9 9 9 9 9 9
Table 27: Ranking of primary systems for the Spanish-tolshg
CORTES task
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Table 28 presents the results of secondary systems for $ptoEnglish CORTES task.

Task Site NIST BLEU | IBM MmMWER | mPER | WNM | AS-WER
IBM 9.79 4542 | 4542 | 4481 30.81 | 43.66 | -
FTE UPC | 9.57 43.74 | 43.75 | 45.48 31.92 | 43.13 | -

JHU 8.88 39.69 | 39.69 | 49.77 3499 |40.50 |-

IBM 10.02 | 47.57 | 47.57 | 42.22 28.86 | 44.11 | -

UPC | 9.69 4585 | 4585 | 43.71 30.85 | 43.44 | -

ASR IBM 8.64 35.19 | 3519 |5341 35.28 | 41.32 | 51.93

UPC | 8.42 34.18 | 34.18 | 54.70 37.48 | 40.12 | 53.22
Table 28: Evaluation results of secondary systems for ttaaiSh-
to-English CORTES task

Verbatim

CORTES-EPPS comparison. For all the systems, the results from EPPS inputs are stydmgiher
than those from CORTES inputs. Moreover, the ranking doésany with very few exceptions.

Even if scores are strongly different, correlation betwé&d?PS and CORTES BLEU scores and
ranks are very high, as shown in Table 29.

Task Scoring Ranking
FTE 97.78 97.90
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Verbatim 97.03 96.36

ASR 97.55 82.84
Table 29: Pearson correlation between EPPS and CORTESscore
and ranks

Thus, systems behaviour is similar for the both EPPS and E3Rilack, but the domain of the data
is different, which can explain the higher scores for EPP@&.dl the systems get the same behaviour,
even the systems which have not received any training, sdiffegence would be due to the intrinsic
quality (in terms of vocabulary, grammatr, etc.) of the testpas, instead the lack of CORTES training
data compared to EPPS data.

Automatic results for Chinese-to-English. Data statistics for Chinese-to-English source documents
are the following:

e \erbatim: 21 274 words, for 917 sentences,

e ASR: 19 898 words.

Table 30 presents the scoring results of primary system€Miimese-to-English VOA.

Task Site NIST | BLEU | IBM MWER | mPER | WNM | AS-
WER
IRST 7.09 21.78 | 20.94 | 71.89 48.91 | 30.35 |-
RWTH 7.35 2452 | 23.56 | 68.14 47.34 | 33.31 |-
UKA 6.47 18.56 | 17.95 | 72.08 51.74 | 30.07 |-
Verbatim ICT 6.67 20.05 | 19.31 | 74.94 51.54 |29.32 |-
NICT-ATR | 6.51 18.39 | 17.72 | 73.85 52.13 | 29.08 | -
uUbS 4.89 10.43 | 10.43 | 83.42 62.82 | 2295 | -
XMU 5.61 12.39 | 11.97 | 78.04 57.80 | 2542 |-
Systran 4.30 6.74 6.74 91.25 70.63 | 2351 |-
IRST 6.45 19.70 | 19.00 | 71.65 52.26 | 29.22 | 72.45
RWTH 6.80 22.50 | 21.76 | 68.68 50.73 | 32.00 | 69.10
ASR UKA 5.82 16.49 | 16.01 | 71.39 54.61 | 28.39 | 72.50
ICT 6.01 18.25 | 17.60 | 74.06 55.71 | 28.33 | 75.06
XMU 5.09 11.42 | 11.07 | 76.71 59.94 | 24.35 | 78.69
Systran 4.08 6.65 6.65 87.80 70.72 | 23.12 | 88.83

Table 30: Evaluation results of primary systems for the €b@n
to-English EPPS task

Table 31 presents the ranking of primary systems for Chitedenglish VOA.

Task Site NIST BLEU | IBM MWER | mMPER | WNM | AS-
WER
IRST 2 2 2 2 2 2 -
RWTH 1 1 1 1 1 1 -
UKA 5 4 4 3 4 3 -
Verbatim ICT 3 3 3 5 3 4 -
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NICT-ATR
ubDS
XMU
Systran
IRST
RWTH
ASR UKA
ICT
XMU
Systran
Table 31: Ranking of primary systems for the Chinese-tolighg
EPPS task
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RWTH gets the best results for both Verbatim and ASR tasks.elternal participants (ICT, NICT-
ATR, UDS, XMU and Systran products) have various resultsF I€in the third position for Verbatim
and ASR tasks, with good results and before one TC-STARqgpaait, UKA. NICT-ATR gets also good
results and is before UKA for the Verbatim task. UDS, XMU angtgan get much lower scores.

Within the TC-STAR consortium, ranking is the same for bo#tbatim and ASR task, with RWTH
in the lead, very close IRST, and UKA further.

Differences between ASR and Verbatim scores have beenedd3c68 BLEU points between the
last year best Verbatim and ASR systems instead of 2.02 BLd&thipfor this year.

MPER scores are approximately 17-21% higher than for mMWEiRk similar to last year results
(16-20% higher).

Table 32 presents the scoring results of secondary systam@hfnese-to-English task:

Task Site NIST BLEU | IBM mMWER | mPER | WNM | AS-
WER
ubSs 4.37 7.98 7.97 98.41 74.33 25.17 | -
XMU 5.74 12.16 | 11.94 | 80.00 57.92 26.16 | -
ASR ubSs 3.75 6.52 6.52 94.20 76.53 2490 |92.82
XMU 5.27 1156 | 11.26 | 78.69 60.33 25.16 | 79.96

Table 32: Evaluation results of secondary systems for theeSk-

to-English task

Verbatim

UDS only participated in secondary track, but XMU parti¢gzh in both primary and secondary
tracks and get better results for the secondary.

Automatic results for 2005 and 2006 systems. In order to measure the improvement of the TC-STAR
systems throughout the three years of evaluation, paatitipare asked to provide the output of their 2006
and 2005 systems on the 2007 evaluation data. For the ExighSpanish direction, 11 outputs have
been submitted for the year 2006. For the Spanish-to-Endliection, 9 outputs have been submitted for
the year 2006, 3 for the year 2005. For the Chinese-to-Bmngliection, 2 outputs have been submitted
for the year 2006, 2 for the year 2005.

Table 33 presents the results of 2006 systems for Engli$pamish task.

Task Site NIST BLEU | IBM MWER | mPER | WNM | AS-
WER
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IBM-2006 9.98 49.82 | 49.78 | 39.08 | 30.36 |50.86 | -
FTE IRST-2006 | 10.22 | 51.36 | 50.63 | 37.80 | 29.70 | 51.49 | -
RWTH- 10.03 | 49.75 | 49.15 |38.99 | 30.62 | 49.26 | -
2006
UPC-2006 | 10.06 | 50.30 | 49.73 | 39.42 | 30.87 |48.85 | -
IBM-2006 9.79 4735 | 4721 |41.11 | 30.88 |48.71 | -
Verbatim IRST-2006 | 9.51 45.75 | 45.02 | 43.20 | 3349 |49.12 | -
RWTH- 9.93 48.18 | 47.71 | 40.21 | 30.59 |49.22 | -
2006
UPC-2006 | 9.84 4750 |46.30 |41.31 | 3142 |47.49 | -
ASR IBM-2006 8.55 36.23 | 35.63 | 50.82 | 38.54 | 45.77 | 50.07
IRST-2006 | 7.40 31.70 | 33.20 | 55.22 | 46.36 | 45.42 | 53.43
UPC-2006 | 8.41 3472 | 34.20 | 50.54 |39.85 |44.42 | 49.74

Table 33: Evaluation results of 2006 systems for the Engtish
Spanish task

Table 34 presents the results of 2005 and 2006 systems foishp@-English task.

Task Site NIST | BLEU | IBM MWER | mPER | WNM | AS-
WER
IRST-2005 | 8.96 38.00 |38.01 |50.95 |3791 |3875 |-
IRST-2006 | 10.23 | 46.09 | 46.20 | 44.42 | 3195 |42.05 | -
RWTH- 9.87 43.78 | 43.78 | 45.64 | 32.60 | 40.74 | -
2006
UPC-2006 | 10.37 | 46.77 | 46.78 | 42.69 | 30.04 | 4288 | -
IRST-2005 | 8.86 38.12 | 38.27 | 52.39 |4040 |3845 |-
IRST-2006 | 9.91 4445 | 4575 | 46.22 | 3485 |41.71 | -
Verbatim | LIMSI-2006 | 9.47 39.54 | 38.93 | 4565 |32.66 |38.80 |-
RWTH- 10.38 | 46.92 | 46.92 | 41.46 | 28.83 |44.23 | -
2006
UPC-2006 | 10.37 | 47.37 | 47.37 |41.74 | 2955 |41.75 |-
IRST-2005 | 8.12 30.65 | 30.65 | 56.63 | 40.05 | 37.83 | 55.21
IRST-2006 | 8.55 33.88 | 33.88 | 56.87 |41.38 |40.86 | 53.78
UPC-2006 | 9.24 37.18 | 36.91 | 50.57 | 35.19 | 40.05 | 49.39
Table 34: Evaluation results of 2005-2006 systems for the
Spanish-to-English task (EPPS&CORTES)

FTE

ASR

Table 35 presents the results of 2005 and 2006 systems foisbg@-English EPPS task.

Task Site NIST BLEU | IBM MWER | mPER | WNM | AS-
WER
IRST-2005 | 8.97 40.84 | 40.86 | 46.86 | 34.65 |43.20 | -
IRST-2006 | 10.23 | 49.60 | 49.61 | 40.20 | 28.43 | 47.04 | -

FTE RWTH- 9.84 47.15 47.15 42.59 30.78 | 45.61 -
2006
UPC-2006 | 10.32 | 50.26 | 50.30 | 39.53 | 28.14 | 47.15 | -
IRST-2005 | 8.88 41.06 |41.09 |46.84 | 3563 |44.12 | -
IRST-2006 | 10.01 | 48.68 | 48.49 | 40.52 | 29.78 | 48.55 | -
Verbatim
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LIMSI-2006 | 9.32 41.36 | 40.79 | 43.10 | 31.77 | 4430 | -

RWTH- 10.23 | 4955 | 49,55 |38.34 |27.15 |49.73 |-

2006

UPC-2006 | 10.18 | 49.76 | 49.76 | 39.36 | 28.30 |47.44 | -
ASR IRST-2005 | 8.30 3432 | 3432 | 52.04 |37.76 | 42.73 | 50.96

IRST-2006 | 9.13 39.66 | 39.06 | 47.74 | 34.16 | 46.72 | 44.80

UPC-2006 | 9.31 40.88 | 40.45 | 46.58 | 33.18 | 45.41 | 45.87

Table 35: Evaluation results of 2005-2006 systems for the
Spanish-to-English task (EPPS)

Table 36 presents the results of 2005 and 2006 systems foishbg@-English CORTES task:

Task Site NIST BLEU | IBM MWER | mPER | WNM | AS-
WER
IRST-2005 | 8.19 3495 |34.41 |55.16 |41.26 |37.49 |-
ETE IRST-2006 | 9.24 41.71 42.41 | 48.74 35.56 | 40.66 | -
RWTH- 9.02 40.34 | 40.34 | 48.76 | 34.47 | 39.77 | -
2006
UPC-2006 | 9.48 43.19 | 43.19 | 4593 |31.99 |42.09 |-
IRST-2005 | 8.13 35.29 | 3542 |57.42 |44.73 |36.87 |-
IRST-2006 | 8.86 39.99 |42.73 |51.39 |3943 |3942 |-
Verbatim | LIMSI-2006 | 8.87 37.87 | 37.23 | 47.95 |33.47 |37.04 |-
RWTH- 9.66 4458 | 4458 | 44.28 | 30.36 |42.32 |-
2006
UPC-2006 | 9.68 4523 | 45.23 | 43.89 | 30.68 |41.08 | -
ASR IRST-2005 | 7.39 27.35 | 27.36 |60.79 |4212 |37.11 |59.01
IRST-2006 | 8.20 32.30 | 3196 |55.61 |38.34 |40.46 |52.40
UPC-2006 | 8.46 33.81 | 33.67 |54.20 | 37.05 |39.58 | 5254
Table 36: Evaluation results of 2005-2006 systems for the
Spanish-to-English task (CORTES)
Table 37 presents the results of 2005 and 2006 systems fae&#ito-English task:
Task Site NIST BLEU IBM MWER | mPER | WNM AS-
WER
Verbatim IRST-2005 | 5.56 13.27 | 1294 | 79.87 |59.33 |27.39 |-
IRST-2006 | 6.36 16.98 | 16.33 | 75.33 |53.60 | 29.00 | -
ASR IRST-2005 | 5.08 12.18 |11.88 | 78.85 |61.85 | 26.59 | 78.03
IRST-2006 | 5.87 15.68 | 15.09 | 74.82 | 56.03 |28.35 | 75.87
Table 37: Evaluation results of 2005-2006 systems for the

Chinese-to-English task

Figure 7 reflects the improvement of the systems for the Bhgl-Spanish direction (as well as the
general trend of the BLEU scores). Verbatim and FTE resuéisnaproved very slightly (between 1.75%
and 5.94% of improvement), except for the Verbatim resutisfIRST (10.49% of improvement). For
FTE task, best improvements are from RWTH and UPC (resp.%.8id 5.94%). For Verbatim task,
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English-to-5panish improvement
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Figure 7: English-to-Spanish improvement.

IRST clearly get the best improvement while each of the ttu#ger systems has the same kind of
enhancement. For the ASR task, UPC and IBM improve slighdgd. 2.54% and 4.93%) while IRST
still get a strong improvement (24.04% of improvement).

Figure 8 shows the improvement for Spanish-to-Englishesyst including EPPS and CORTES data.
Only IRST submitted the 2005 system outputs, so we can obskevthree years improvement only for
that site. For that system, curves follow different trendsaading to the task. The improvement is
rather good in 2006 for the ASR task (10.54%), but still irses in 2007 (for a whole of 27.08% of
improvement). For the FTE and Verbatim tasks, improvemsittigh in 2006 and goes flat in 2007
(21.29% then 2.56%). RWTH system gets high improvement 2006 to 2007 (9%) within the FTE
task, and LIMSI gets a large improvement within Verbatinkté24.51%). Other systems get slightly
improvements (between 1.24 and 2.56% of improvement).

In a general trend, improvements are slightly higher for B®PS data than for the CORTES data,
but the slope of the curves are quite similar and there is hioaeble differences between both Figure 9
and Figure 10.

Figure 11 presents the improvements for the 2005 and 2008 ByStems which are the only one
submitted for the Verbatim and ASR tasks in addition to th@728ystem. As we can observe, improve-
ments are large and more significant than for the other laggdaections. From 2005 to 2007, system
improves of 64.13% for the Verbatim task and 61.74% for théRA&k. Moreover, Verbatim and ASR
results have similar improvements.

Notice that for all the directions and tasks no systems geettar identical results throughout the
evaluation campaigns.

3.6 Data analysis
3.6.1 Statistical analysis of the evaluation metrics

In Table 38 we present the metrics correlations. The usedaaéd compute the Pearson correlation
scores are BLEU, IBM, WNM and mPER (as we see in the first etialug8] that mMWER and mPER
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Figure 8: Spanish-to-English (EPPS&CORTES) improvement
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Spanish-to-English (CORTE 5) improvement
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Figure 10: Spanish-to-English (CORTES) improvement
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Figure 11: Figure 9: Chinese-to-English improvement
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metrics are strongly correlate).

En->Es Es>En Zh->En

ASR Text Verb ASR Text Verb ASR Verb
BLEU vs IBM 99.94 | 99.90 | 99.90 | 99.74 | 99.96 | 99.94 | 99.99 | 99.99
BLEU vs mPER| 97.93 | 97.72 | 98.19 | 94.30 | 88.77 | 94.10 | 97.37 | 96.09
BLEUvs WNM | 99.25 | 98.93 | 97.01 | 96.33 | 96.18 | 95.03 | 96.75 | 97.81
IBM vs mPER 97.56 | 97.50 | 98.06 | 93.34 | 87.88 | 93.96 | 97.28 | 95.95
IBM vs WNM 99.55 | 99.24 | 96.87 | 95.96 | 95.88 | 95.22 | 96.58 | 98.02
MPERvs WNM| 96.57 | 96.56 | 94.41 | 84.42 | 81.87 | 83.49 | 92.10 | 91.29
Table 38: Pearson correlation between metrics scoring

Metric

In Table 39 shows how many systems get a different rank if gér@opnance measure is exchanged.

Metric En->Es Es>En Zh->En

ASR Text Verb ASR Text Verb ASR Verb
BLEU vs IBM 2 2 0 6 0 2 0 0
BLEU vs mPER 3 4 5 4 7 2 2 0
BLEU vs WNM 4 6 4 4 3 6 2 4
IBM vs mPER 3 6 5 6 7 4 2 0
IBM vs WNM 2 4 4 4 3 6 2 4
mMPER vs WNM 5 7 8 5 9 7 0 4

Table 39: Number of systems with a different rank when compar
ing two metrics

All the metrics are strongly correlated, more than for theosel evaluation. For the second year, the
average correlation is 94.09 instead of 95.85 for this yEhe average difference of rank is 4.58 instead
of 3.73 for this year.

3.6.2 Meta-evaluation of the metrics

The automatic metrics are compared to the human evaluagisults. The meta-evaluation con-
siders only the English to Spanish direction since the huewatuation is done on this direction only.
For that we compute the correlations between the automatidas’ scores and fluency/adequacy scores.

Metrics ASR Text Verb 2006 scor-
scoring scoring scoring ing

BLEU vs. Fluency 98.16 86.68 92.93 96.7

IBM vs. Fluency 98.47 86.71 92.51 97.03
MPER vs. Fluency 94.87 78.1 85.62 92.65
WNM vs. Fluency 98.97 87.85 94.34 89.32
BLEU vs. Adequacy 97.26 84.23 93.83 99.14

IBM vs. Adequacy 97.46 84.13 93.46 98.78
MPER vs. Adequacy 96.57 73.74 87.14 96.31
WNM vs. Adequacy 98.48 81.19 89.36 91.69

Table 40: Meta-evaluation of the automatic metrics
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The correlations and distances are quite good except forféimkhich correlations are around 85%.
As already observed in the second year evaluation, cowataare higher for the ASR and the Verbatim
than for the FTE somehow correlation seems higher whenlatimiss have lower quality. The FTE
scores are better and the correlations are lower than foveheatim which has lower scores but better
correlations, etc.

3.6.3 Automatic evaluation of the English-to-Spanish humiasubset

We do an automatic scoring of the English-to-Spanish etvialuagubset used for the human evalu-
ation (see 3.5.1, in order to check whether the subset igseptative. Pearson correlations have been
computed for each metric involved.

Task Site NIST BLEU IBM MWER mPER | WNM
IBM 9.13 50.59 50.29 38.55 30.54 48.36
IRST 9.35 51.36 50.65 36.77 29.37 49.31
RWTH 9.42 52.10 51.58 36.71 29.02 49.30
UKA 9.52 53.57 52.47 35.53 28.21 49.41
FTE UPC 9.40 52.49 51.79 36.43 29.39 49.11
ubsS 8.19 41.77 41.61 45.38 35.09 44.08

ROVER 9.47 53.39 53.39 35.83 28.45 50.90
Reverso 7.64 35.82 35.82 50.00 40.44 40.50
Systran 7.76 35.99 36.00 46.32 37.17 40.19

Correlation 99.88 99.77 99.76 99.89 99.93 99.72
IBM 8.95 47.87 47.87 41.20 31.47 46.35
IRST 9.39 49.94 49.04 38.54 29.64 48.14
LIMSI 9.35 50.60 50.10 38.85 29.53 47.10
RWTH 9.27 49.92 49.23 39.30 30.40 48.04
Verbatim UKA 9.40 50.31 49.54 37.85 29.35 47.62
UPC 9.05 47.55 47.31 40.90 31.35 46.69
ubsS 7.63 36.41 36.43 52.77 39.25 42.54

ROVER 9.47 51.79 50.83 37.44 29.24 48.81
Reverso 7.55 34.61 34.63 52.64 41.63 39.03
Systran 7.55 34.01 34.02 49.10 38.45 38.32

Correlation 99.92 99.89 99.84 99.82 99.90 99.84
IBM 7.83 35.57 35.05 51.49 39.03 42.20
IRST 8.24 38.36 37.96 47.56 37.59 45.79
LIMSI 8.13 37.30 36.66 48.23 38.20 43.84
RWTH 8.13 38.81 37.92 49.39 38.03 43.95
ASR UKA 7.91 35.53 35.28 47.95 39.11 44.45
UPC 7.89 35.29 34.88 50.30 39.34 42.52

ROVER 8.37 39.50 39.18 46.02 36.88 4557
Reverso 6.50 23.84 23.87 63.93 50.84 35.14
Systran 6.51 23.89 23.48 60.59 47.33 34.62
Correlation 99.96 99.91 99.93 99.94 99.93 99.42
Table 41: Automatic evaluation of the human evaluation stibs

All the correlations are up to 99% and so we can conclude theetus well representative of the
whole corpus.
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3.6.4 Impact of ASR errors

In this section we try to estimate the impact of speech reitiogrerrors on the SLT results for the
ROVER combination system.

To obtain Figure 12 and 13, we have computed the SLT-mWER as@ibn of the ASR-WER
(curves with triangles) for the systems which participatehte English-to-Spanish and to the Spanish-
to-English evaluation. For each system it shows the reditined on the same data but by using the
Verbatim input which can be considered as a perfect autertratiscription (i.e. the ASR-WER is equal
to zero). It shows the trend curves for the both kind of data to

70

40
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—m— ROYWER EMES Verbatim

10

’ - A
F PSS E RS

Figure 12: mMWER-SLT as a function of WER-ASR for the EnglishSpanish EPPS task

Both ASR and Verbatim curves behave in a very similar manndmaWER results are worst taking
into account the translation of the ASR output. The trendresirunderline a slightly improvement
for the SLT systems according to the improvement of the ASBRuu That trend is less important
for the Verbatim translation, but is present nevertheleggch shows up some sentences not so easily
intrinsically to translate.

4 TTS evaluation

For the 3¢ text-to-speech (TTS) evaluation, TC-STAR partners detiddocus on the evaluation of
the global TTS systems (no TTS component evaluation aséas) ynd on the voice conversion tasks. A
new voice conversion task was defined, based on found daget(taices are extracted from the EPPS
recordings).

For more information, you can refer to the TC-STAR DelivéeaD8 [1].

4.1 Tasks and languages

The TTS evaluation comprises 8 different tasks and invodanguages: English, Spanish and
Chinese (Mandarin). The TCSTAR-TTS 2007 evaluation taskew
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Figure 13: MWER-SLT as a function of WER-ASR for the Sparistiznglish EPPS task

e Task S1(TTS System): MOS tests with 10 evaluation criteria
LanguagesEnglish, Spanish and Chinese.

e Task S2(TTS System): Evaluation of intelligibility in the transkan scenario.
LanguagesEnglish and Spanish.

e Task IVC1 (Intra-lingual Voice Conversion): Comparison of spealdaritities in the context of
Intra-lingual Voice Conversion (IVC).
LanguagesEnglish and Spanish.

e Task IVC2 (Intra-lingual Voice Conversion): Evaluation of overafieech quality (MOS test) in
the context of Intra-lingual Voice Conversion (IVC).
LanguagesEnglish and Spanish.

e Task CVC1 (Cross-lingual Voice Conversion): Comparison of spea#ientities in the context of
Intra-lingual Voice Conversion (CVC).
Language:Spanish (conversion direction: Spanish-to-English).

e Task CVC2 (Cross-lingual Voice Conversion): Evaluation of overaésch quality (MOS test) in
the context of Cross-lingual Voice Conversion (CVC).
Language:Spanish (conversion direction: Spanish-to-English).

e Task fCVC1 (Found Data-based CVC): Comparison of speaker identitidisa context of Cross-
lingual Voice Conversion using found data (fCVC).
Language:Spanish (conversion direction: Spanish-to-English).

e Task fCVC2 (Found Data-based CVC): Evaluation of overall speech yu@ilOS test) in the
context of Cross-lingual Voice Conversion using found d&ta/C).
Language:Spanish (conversion direction: Spanish-to-English).
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The 8 TTS evaluation tasks and the corresponding evaluaigthods and metrics are described in
the following sections. This year, all tasks are evaluaktedugh subjective tests. Some information on
how the subjective tests are carried out is given in sectidn 4

4.1.1 Evaluation of the whole TTS System (S1)

Each subject listened to N synthesised sentences. Subjecésked to rate a sentence according to
the following categories, proposed by the ITU.P85 reconthatons (see [7]).

For each sentence they listen to, the evaluators are ask&tba of 10 questions, to which they have
to answer using 5-point scales.

The questions are detailed in Annex C.

The average score in each category is computed for eachrsyste

4.1.2 Evaluation of intelligibility of the TTS System in thetranslation scenario (S2)

Participants have to synthesise sentences extracted fr@wutput of the ASR+SLT system. These
sentences contain some recognition and/or translatiamserr
During the evaluation, subjects are asked to listen to Nl@gised sentences. After having listened to
each sentence, they have to write down word-by-word what lage just heard.

The WER (Word Error Rate) is computed for each system. It ésglrcentage of words that the
subject did not correctly transcribe. This percentage mmated using the original text as a reference.

4.1.3 Voice conversion: comparison of speaker identitie$C1 and CVC1)

Since TC-STAR aims at translating speech from one languageadther, it is important to assess
how good the translated voice is, i.e. how “close” it is to dniginal voice.
Voice Conversion (VC) consists in converting a sentencaquaced by a natural voig® (source voice)
to the same sentence pronounced by a synthesised Bgiaeget voice).
In the case of intra-lingual voice conversion (IVC) voicesad B use the same language. In the case of
cross-lingual voice conversion (CVC) voices A and B useedéht languages. The final goal of CVC is
to convert the voice generated by the TTS, so that it is closled voice of the person who speaks in the
original language.
The conversion evaluation consists in comparing a sentprar@unced by the natural target voiBe
with the same sentence pronounced by the synthesisedBokm different pairs of voices, subjects are
asked to judge if the 2 voices come from the same person.

The evaluators are asked whether the two speakers aredaleatinot. 3 kinds of comparison are
made:

e target voice versus transformed (converted) voice,
e target voice versus source voice (baseline result),

e target voice versus the same target voice (baseline result)

Of course, the evaluators always ignore the origin of th&kepsentences they listen to.

In the CVC case, the language of training data for speakeaf@¢t) is different from the language
of speaker A (source). However, the evaluation data forlegre (target) happens to be bilingual.

The listeners compare the transformed data (modificaticsoofce A) with the voice of speaker B
(target) in the same language. So, for the judges, the IVCAfCtests are exactly the same (comparison
of pairs of sentences spoken in the same language). Onlyainenty data is different.

This year, the CVC task is only done in the Spanish-to-Ehglisection.
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Example the Spanish data for speaker A is modified to sound like srdal{target). In the case of
IVC, we have training data for speaker B in Spanish. In the cd<CVC, we can only use English data
for speaker B. However in both cases, the judges listen teréimsformed voice (in Spanish) and to the
target voice B, also in Spanish.

The evaluators received the following instructions.

“We are analysing differences of voices. For this reason, e asked to identify if two samples
come from the same person or not. Please, do not pay attdottbe recording conditions or quality of
each sample, only the identity of the person. So, for eaahgbabices, do you think they are”:

Definitely different
Probably different
Not sure

Probably identical

o A W dpoE

Definitely identical

The average comparison score is computed for each voicesriom system in each conversion
direction.

4.1.4 Voice conversion: evaluation of overall speech quali(IVC2 and CVC2)

Subjects are asked to evaluate the overall quality of theested voices. In this task, the conversion
is not evaluated, only the quality of the resulting syntbegivoices.
The evaluators are asked to rate the sentences they lisésn to

Bad
Poor
Fair

Good

o A w0 dpoE

Excellent

The average voice quality score is computed for each voineession system.

4.1.5 Global voice conversion score

This year, a new metric is introduced. It is the average betwbe VC1 and VC2 scores. Its aim is
to reflect the better compromise between voice conversiecigipn and voice quality.

The global voice conversion score of each system is the ggdratween its VC2 score and its “mean
VC1 score”.

The “mean VCL1 score” is the average VCL1 score in all convardicections for that system.
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4.1.6 \Voice conversion based on found data (fCVC1 and fCVC2)

This is a new task introduced in this year's evaluation. Tbal ds to change the identity of a TTS
output in Spanish to be "similar” to the voice of a real Enlglolitician.

Target voices
Audio excerpts of 2 different male English politicians atesen by ELDA from the EPPS recordings.
The 2 politicians are native English speakers. The voiceslaosen to be clearly different.

Source voices
ELDA provided the Spanish translations of the excerptssicaptions (verbatim) to IBM, who synthe-
sised them using a Spanish TTS male voice.

Evaluation fCVC1
Participants converted the source voice synthesised byttBilake it similar to one of the target voices.

Evaluators are native Spanish speakers, they have to cerapie pairs:

e one converted voice (synthesised voice, in Spanish)

e and one target voice (real politician voice, in English).

They are asked if both voices sound like they are coming flwersame speaker (although not using
the same language).
The evaluators received the following instructions:

“We are analysing differences of voices. For this reasom, @ asked to identify if two samples
come from the same person or not. Please, do not pay attéatiba language, the recording conditions
or the quality of each sample. Just focus on the identity @piérson. So, for each pair of voices, do you
think they are”:

. Definitely different
Probably different
Not sure

Probably identical

o & W dpoE

Definitely identical

Evaluation fCVC2

Similar to the IVC2 and CVC2 evaluations previously desedib
The same metrics as above are computed: VC1, VC2 and glolza@ ®onversion scores.

4.2 Language resources

Data sets in English and Spanish are produced using EPP8ahétmal Text Edition (FTE), ver-
batim transcriptions, and audio recordings), ASR and SLiputs.
Data sets in Chinese consist in “863 program data” matefias evaluation corpus for National High-
Tech program 863 TTS evaluation in 2003. (ref 2003-863-@a&pyright ChineseLDC [2]).

© TC-STAR Consortium page 46



TC-STAR Project Deliverable no. D30 Evaluation report

4.2.1 Training data

The training data is developed by the TC-STAR partners asritbes! in D8 (see [1]). This data is
used for voice conversion and complete TTS system.
For VC, only the C33 corpus is used (see [1]). For CVC, the Bhgbpanish data is used.
For the complete TTS system, external partners (and also fidN¥landarin) used their own training
data.

4.2.2 Development and evaluation data

The development set is used for tuning and preparing thesyst the evaluation task. Therefore,
development data is required to be of the same nature anéf@sdata to be used for the evaluation.

Test data are of the same nature and format as development dat
Development and test data sets are detailed in section 9vEhgedon corpora are subsets of the whole
data sets received by the participants (the “Inputs”). Faanticipant processed the whole data and sent
their results back to ELDA. ELDA performed the evaluatiosing the evaluation subsets only.

4.3 Schedule

The following schedule was respected. The TTS run took place the 16" to the 22¢ of February,
2007. Subjective tests were conducted from tHet® 16" of March, 2007. Scorings and evaluation
results were released on the’2f March, 2007.

4.3.1 Participants and submissions

There are 6 participating sites to the TTS evaluation:

e 4 from the TC-STAR consortium:

IBM (IBM)

Nokia (NOK)

Siemens (SIE)

Universitat Politecnica de Catalunya (UPC)

e 2 external participants:

— Chinese Academy of Science (CAS)
— Verbio (VER)

There are 46 submissions in total (18 in English, 26 in Speais] 2 in Chinese)
Participants and submissions are reported in 4.3.1.

For each evaluation task, ELDA selected a portion of the stiédhaudio files to form the different
evaluation data subsets.

4.4 Subjective test settings

Subjective tests are carried out via the web. An access todpged Internet connection and good
listening material are required. The duration of the testsefich language is about 1 hour (20 minutes
for Chinese).
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TTS system \oice conversion
S1 S2 IvVC CVC | Found Data CV(C TOTAL
IBM 2En2Es 2En2Es| 2En2Es| 1Es 13
NOK 1Zh 1En 2
SIE 2 En 2 En 2En2Es| 2Es 2 Es 12
UPC 2 Es 2 Es 1EnlEs| 1Es 1Es 12
CAS 1Zzh 1
VER 3 Es 3 Es 6
Total | 6ENn7Es2Zh 6En7Es| 6 En5Es| 4 Es 3 Es 46

Table 42: TTS participants and submissions
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Figure 14: Overall Quality (S1) and WER (S2) results witleimtls of confidence (English).

The following sections provide some details about the TT®dmu evaluations for English, Spanish
and Chinese.

A total number of 20 judges were recruited and paid to perfdrenEnglish subjective tests. They are
18 to 40 years old native English speakers with no known hgatoblem. No one is a speech synthesis
expert. More details are given in Table 81 in Annex C.

A total number of 20 judges were recruited and paid to perftveSpanish subjective tests. They are
18 to 40 years old native Spanish speakers with no knownrigearoblem. No one is a speech synthesis
expert. More details are given in Table 82.

A total number of 11 judges were recruited and paid. They 840 years old native Mandarin
Chinese speakers with no known hearing problem. No one isechpsynthesis expert. More details are
given in Table 83.

45 Evaluation results
4.5.1 Results for English

TTS component (S1, S2). The results are reported in Table 43 and Figure 14. Only tieeathquality
test results are reported here. The intervals of confiderecalso reported: the interval of confidence (at
95%) for S1, and the Wilson score interval (at 95%) for S2.

Section 9 provides a more detailed presentation of thesdtsescluding the 10 judgement categories
of task S1.

| TTS Component Evaluation |
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System S1 (Overall Quality) S2
Score IC Rank | WER(%) | WSI Rank

NAT 4.59 +0.20 |1 - - -
IBM _F_06 3.00 +0.41 | 4 - - -
IBM _F 3.42 +0.37 | 3 12.8 [[10,2 |- |16,2|] |3
IBM M 3.49 +0.30 | 2 12.4 [197 |-]157|] |2
SIE_F 2.31 +0.35 | 7 14.8 [[119]-|182|] |5
SIE.M 1.58 +0.26 | 8 22.2 [118,7 |- |26,1|] |6
UPC_F 2.86 +0.36 | 5 8.7 [[65 |-]116|] |1
UPCM 2.74 +0.29 | 6 14.5 [{116 |- |18,0|] | 4

Table 43: Results of the TTS component evaluation tasks 81 an

S2 (English)

Legend:

e NAT Natural voice, used as top-line in subjective tests.

e IBM_F_06 Female voice submission made by IBM last year (re-evedLitis year),
e IBM_F/M IBM submission using female / male voices,

e SIE F/M Siemens submission using female / male voices,

e UPCF/M UPC submission using female / male voices,

¢ WER Word Error Rate,

e IC Interval of Confidence (at 95%),

e WSI Wilson Score Interval (at 95%).

The best Overall Quality score is obtained by the male andgfenBM voices, which also yielded
the 2? and 3 lowest word error rates in test S2, after the UPC female voice
In terms of Overall Quality score, the IBM female voice (IBN) perform slightly better as last year
(IBM _F_06).

Voice conversion (VC1, VC2). Results of the comparative tests (VC1) and the overall tupldge-
ment tests (VC2) are reported in Table 44 and 45. There isegsdmgual voice conversion (English to
Spanish) for English this year.
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Intra-lingual Voice Conversion: Comparison test VC1 (Scoring: 5>1)

Conversion | Conversion Conversion Conversion Conversion
System F(75)—F(76) F(75)—M(79) M(80)—F(76) M(80)—M(79)
Score | Rank Score | Rank Score | Rank Score | Rank
IVC _IBM1 2.10 5 2.56 6 1.92 6 2.71 3
IVC _IBM2 3.20 2 3.00 4 2.57 2 2.25 7
IVC _NOK 2.67 3 2.50 7 1.60 7 1.89 8
IVC _SIE1 1.64 9 1.50 8 1.44 8 2.40 5
IVC _SIE1.06| 2.00 7 2.80 5 2.56 3 2.40 5
IVC _SIE2 2.62 4 3.67 2 2.33 4 2.60 4
IVC _UPC 2.10 5 3.67 2 2.17 5 3.57 2
SRC-TGT 1.90 8 1.00 9 1.00 9 1.63 9
TGT-TGT 4.42 1 4.21 1 4.42 1 4.21 1

Table 44: Results of the intra-lingual voice conversion panit
son tests VC1 for English

Legend:

IVC Intra-lingual voice conversion (English to English) @fle are 6 IVC submissions: 2 from
IBM (IVC _IBM1+2), 1 from NOK IVC.NOK), 2 from Siemens (IVCSIE1+2) and 1 from UPC
(IVC_UPC).

IVC_SIE106 The submission made by Siemens last year is re-evaluated.
F(n) Female voice number
M(n) Male voice numben

A—B Conversion from voicé\ (source) to voicd (target). Target voic® and source voicé are
English voices. Thé\—B conversion consists in synthesising voBdrom the natural voiceA.
The conversion evaluation score results from comparinghtttaral voiceB with the synthesised
voiceB.

SRC-TGT This result corresponds to the comparison betweematural source voice and the
natural target voice (no conversion).

TGT-TGT This result corresponds to the comparison betwagnsentences uttered by the same
natural target voice (used as baseline result).

IVC2 (Overall Quality)
System Score (k5) Rank
TARGET 4.32 1
IVC _.IBM1 3.63 2
IVC _IBM2 2.71 4
IVC _NOK 1.45 8
IVC _SIE1 3.11 3
IVC _SIE1.06 2.63 5
IVC _SIE2 2.00 7
IVC _UPC 2.50 6

Table 45: Results of the intra-lingual voice conversion ligga
judgement tests VC2 for English
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Table 46 gives the global VC scores for each system. The pkumae is computed as the mean
between the VC2 score and the mean VC1 score (i.e. the avéf@afscore in all conversion directions).

System Global VC Score
mean VC1| VC2 mean Rank
score score (VC1,vC2)
IVC _IBM1 2.32 3.63 2.98 1
IVC _IBM2 2.76 2.71 2.73 2
IVC _NOK 2.17 1.45 1.81 7
IVC _SIE1 1.75 3.11 2.43 5
IVC _SIE1.06 2.44 2.63 2.54 4
IVC _SIE2 2.81 2.00 2.40 6
IVC _UPC 2.88 2.50 2.69 3

Table 46: Global VC scores for English

The results in table 46 reflect the trade-off between the e@iwn accuracy and the voice quality.
The best trade-off is obtained by IVIBM1.
In comparison to last year (IVGSIE 06), the IVCSIEL system has improved the voice quality, losing
some voice conversion accuracy at the same time.

4.5.2 Results for Spanish

TTS component (S1, S2). The results are reported in Table 47 and Figure 15. Only trex@hQuality
test results are reported here. The intervals of confiderecalso reported: the interval of confidence (at
95%) for S1, and the Wilson score interval (at 95%) for S2.

Section 9 provides a more detailed presentation of thesdtsescluding the 10 judgement categories
of task S1.

TTS Component Evaluation
S1 (Overall Quality) S2

System Score IC Rank | WER(%) | WS Rank
NAT 4.75 + 10241 - - -
IBM _F_06 3.89 +(029|7 - - -
IBM _F 4.00 +10.26| 4 7.5 [ 54]-]103] 3
IBM _M 4.00 + 1024 4 12.1 [194]-]155] 6
UPC_F 3.42 +(1037|9 7.1 [150]-]99]|] 2
UPCM 3.47 +10.32| 8 6.0 [ 42]-]86]|] 1
VER _F1 4.22 +(10.26]| 2 12.2 [195]-]155] 7
VER_M1 4.06 +1027]3 9.7 [[73]-]1287] |5
VER_M2 3.94 +(0.27| 6 8.4 [162]-]11.3] 4

Table 47: Results of the TTS component evaluation tasks 81 an

S2 (Spanish)

Legend:

e NAT Natural voice, used as top-line in subjective tests.
e IBM_F_06 Female voice submission made by IBM last year (re-evedLitis year)

e IBM_F/M IBM submission using female / male voices
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Figure 15: Overall Quality (S1) and WER (S2) results witheintls of confidence (Spanish).

UPC F/M UPC submission using female / male voices

e VER_F1/M1 Verbio submission using female / male voices

VER_M2 24 \lerbio submission using male voice

WER Word Error Rate.

IC Interval of Confidence (at 95%)
e WSI Wilson Score Interval (at 95%)

The best Overall Quality score is obtained by the male andferverbio voices, but the difference
with the IBM scores is not statistically significant.
On the other hand, UPC male and female voices give the 2 lomest error rates in test S2.
In terms of Overall Quality score, the IBM female voice (BN performs slightly better as last year
(IBM_F_06), but the difference is not statistically significant (itfe confidence interval).

Voice conversion (VC1, VC2). Results of the comparative tests (VC1) and the overall tyupltge-
ment tests (VC2) are reported in Tables below. Table 48 atde™0 refer to the intra-lingual voice
conversion task, Table 51 and Table 52 to the cross-lingoigevconversion task.
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Intra-lingual Voice Conversion: Comparison test VC1 (Scoring: 5>1)

Conversion | Conversion Conversion Conversion Conversion
System F(75)—F(76) F(75)—M(79) M(80)—F(76) M(80)—M(79)
Score | Rank Score | Rank Score | Rank Score | Rank
IVC _IBM1 2.10 5 2.30 5 2.50 3 1.90 4
IVC _IBM2 2.40 4 3.10 4 2.00 5 1.90 4
IVC _SIE1 1.10 8 2.00 7 1.10 7 1.30 8
IVC _SIE2 1.90 6 2.20 6 2.00 5 1.80 6
IVC _UPC 2.90 3 2.90 3 2.20 4 3.00 3
IVC _UPC1.06 3.80 2 3.80 2 3.70 2 3.50 2
SRC-TGT 1.75 7 1.00 8 1.00 8 1.43 7
TGT-TGT 474 1 4.56 1 4.74 1 4.56 1

Table 48: Results of the intra-lingual voice conversion pan
son tests VC1 for Spanish

Legend:

IVC Intra-lingual voice conversion (Spanish to SpanisheiEhare 5 IVC submissions: 2 from
IBM (IVC _LIBM1+2), 2 from Siemens (IVCSIE1+2) and 1 from UPC (IVAQJPC1).

IVC_UPCL106 The submission made by UPC last year is re-evaluated.

CVC Cross-lingual voice conversion (Spanish to English¢rehare 4 CVC submissions: 1 from
IBM (CVC_IBM1), 2 from Siemens (CVCSIE1+2) and 1 from UPC (CVA@PCL1).

F(n Female voice numbear
M(n) Male voice numben

A—B Conversion from voice (source) to voiceB (target). Source voicé is a Spanish voice.
Target voiceB is a Spanish voice (in the case of IVC) or an English voicel@dase of CVC).
The A—B conversion consists in synthesising voBdrom the natural voicéA. The conversion
evaluation score results from comparing the natural vBieé@th the synthesised voidg.

SRC-TGT This result corresponds to the comparison betweematural source voice and the
natural target voice (no conversion).

TGT-TGT This result corresponds to the comparison betwagnsentences uttered by the same
natural target voice (used as baseline result).

IVC2 (Overall Quality)
System Score (Kk5) Rank
TGT 4.72 1
IVC _IBM1 3.48 2
IVC IBM2 2.92 4
IVC _SIE1 3.30 3
IVC _SIE2 2.35 7
IVC _UPC1 2.85 5
IVC _UPC106 2.55 6
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Table 49: Results of the intra-lingual voice conversion ligya
judgement tests VC2 for Spanish

Table 50 gives the global IVC scores for each system. Theagletore is computed as the mean
between the VC2 score and the mean VC1 score (i.e. the avéf@agscore in all conversion directions).

System Global IVC Score
mean VC1| VC2 mean Rank
score score (VC1,vC2)
IVC _IBM1 2.20 3.48 2.84 2
IVC _IBM2 2.35 2.92 2.64 4
IVC _SIE1 1.38 3.30 2.34 5
IVC _SIE2 1.98 2.35 2.16 6
IVC _UPC1 2.75 2.85 2.80 3
IVC _UPC106 | 3.70 2.55 3.13 1

Table 50: Global IVC scores for Spanish

The results in Table 50 reflect the trade-off between the esmn accuracy and the voice quality.
Among this year’s systems, the best trade-off is obtained/yIBM1, which also yields the best quality
result (VC2).

Last year’s system IVAQJPCL106 yields the best overall results. It has a lower qualityses this year's
system (IVCUPC1), but compensates this with a much better conversiomracy, resulting in a better
trade-off (Global IVC Score).

Cross-lingual Voice Conversion: Comparison test VC1%coring: 5>1)
Conversion | Conversion Conversion Conversion Conversion
System F(75)—F(76) F(75)—M(79) M(80)—F(76) M(80)—M(79)
Score | Rank | Score | Rank | Score | Rank | Score | Rank
CvC.iIBM1 | 2.10 4 2.00 3 1.40 5 1.60 4
CVC_SIE1 1.40 6 1.20 5 1.50 4 1.40 6
CVC SIE2 2.60 3 1.40 4 2.00 2 1.70 3
CvC_UPC 2.70 2 2.30 2 1.70 3 3.80 2
SRC-TGT 1.75 5 1.00 6 1.00 6 1.43 5
TGT-TGT 4.74 1 4.56 1 4.74 1 4.56 1
Table 51: Results of the cross-lingual voice conversionpanson
tests VC1 for Spanish
CVC2 (Overall Quality)
System Score (k5) Rank
TGT 4.72 1
CvC._IBM1 3.52 2
CVC_SIEl 3.23 3
CVC _SIE2 2.02 5
CVC_UPC1 2.80 4

Table 52: Results of the cross-lingual voice conversionliyua
judgement tests VC2 for Spanish
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Table 53 gives the global CVC scores for each system. Theagkaore is computed as the mean
between the VC2 score and the mean VC1 score (i.e. the avéf@afscore in all conversion directions).

System Global CVC Score
mean VC1| VC2 mean Rank
score score (VC1,vC2)
CvC.BM1 1.78 3.52 2.65 2
CVC_SIE1l 1.38 3.23 2.30 3
CVC_SIE2 1.93 2.02 1.97 4
CVC_UPC1 2.63 2.80 2.71 1

Table 53: Global CVC scores for Spanish

Regarding CVC, the best voice quality is obtained by CNBBM 1, but the best €onversion accuracy
vs. quality” trade-off is obtained by UPC.

Voice conversion based on found data (fCVC1,fCVC2). Results of the comparative tests (fCVC1)
and the overall quality judgement tests (fCVC2) are regbiteTable 54 and Table 55.
Legend:

e fCVC Cross-lingual voice conversion based on found dataiih to English) 3 submissions: 2
from Siemens (fCVCSIE1+2) and 1 from UPC (fCVAJPC).

e M_ES(73) Source male voice, in Spanish (synthesised by IBM)
e M_EN(n) Target male voice, in English (found data, European Rasdiat)
e A—B Conversion from voicé\ (source) to voicd (target).

e SRC-TGT This result corresponds to the comparison betweematural source voice and the
natural target voice (no conversion).

e TGT-TGT This result corresponds to the comparison betweensentences uttered by the same
natural target voice (used as baseline result).

Cross-lingual Voice Conversion based on Found Data (fCVC1) \
Conversion | Conversion: Conversion:
System M _ES(73)-M _EN(01) M _ES(73)-M _EN(02)
Score Rank Score Rank
SRC-TGT 1.50 3 1.89 4
TGT-TGT 4.85 1 4.80 1
fCVC_SIE1 | 1.00 5 1.90 3
fCVC_SIE2 | 1.40 4 1.40 5
fCVC_UPC | 1.70 2 2.10 2

Table 54: Results of the fCVC1 comparison tests (Spanish)

fCVC2 (Overall Quality)
System Score (k5) Rank
TARGET 4.60 1
fCVC _SIE1 3.00 3
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fCVC _SIE2 1.79 4 \
fCVC_UPC 3.19 2 |
Table 55: Results of the fCVC2 comparison tests (Spanish)

Table 56 gives the global fCVC scores for each system. Theagjlecore is computed as the mean
between the VC2 score and the mean VC1 score (i.e. the avéfahscore in all conversion directions).

System Global fCVC Score
mean VC1| VC2 mean Rank
score score (VC1,vC2)
fCVC_SIE1 1.45 3.00 2.23 2
fCVC_SIE2 1.40 1.79 1.60 3
fCVC _UPC 1.90 3.19 2.55 1

Table 56: Global fCVC scores (Spanish)

The results in 56 reflect the trade-off between the converagzuracy and the voice quality. For this
new task, the best trade-off is obtained by UPC.

4.5.3 Results for Chinese

TTS component (S1) The results are reported in Table 57 and Figure 16. Only ther&h\Quality test
results are reported here. The intervals of confidence @) @6e also reported.
Annex C provides a more detailed presentation of thesetsesutluding the 10 judgement categories of
task S1.

Legend:

e NAT Natural voice, used as top-line in subjective tests,
e NOK_06 Submission made by Nokia last year (re-evaluated thig,yea

e IC Interval of Confidence (at 95%).

TTS Component Evaluation
S1 (Overall Quality)
System Score IC Rank
NAT 4.19 +0.24 1
CAS 3.86 +0.26 2
NOK 2.85 +0.33 3
NOK_06 2.61 +0.34 4
Table 57: Results of the TTS component evaluation tasks 8it (C
nese)

The best Overall Quality score is obtained by the CAS voice.
Nokia’s TTS voice performs slightly better this year as hgsar (NOK.06).
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Figure 16: Overall Quality (S1) and WER (S2) results witremtls of confidence (Chinese).

5 End-to-end evaluation

5.1 Tasks and conditions

As for the second evaluation campaign of TC-STAR, an enenrb-evaluation has been carried out
in the third evaluation campaign. This evaluation includpsech recognition, spoken translation and
speech synthesis.

In translation, the two basic concepts to take into accowmtadequacyand fluency However,
we think that inspeech-to-speedhnanslation, rather than asking these questions to tramslaxperts,
it is preferable to usedequacyand fluencyquestionnaires, to be filled in by human judges acting as
potential users. In particular, we believe it is very difficior an expert to make @gudgementabout
the adequacy, based on the listening of the human sourcetspad the synthetic speech in the target
language. Instead, we usdumctional testwwhere the understanding is rated.

e Adequacy. comprehension test on potential users allowsunieg the intelligibility rate.

e Fluency: judgement test with several questions relatediemfly and also usability of the system

The end-to-end evaluation is carried out only for the Emgtis-Spanish translation direction.

5.2 Language resources

Although three different directions are performed in TCART (English-to-Spanish, Spanish-to-
English, Chinese-to-English) we only consider the Englsispanish direction for time and cost con-
straints. The evaluation data consist of same audio reagsdin English of the European Parliament
Plenary Sessions (EPPS) used in ASR and SLT. The evaluatansimade of 20 segments of around
3 minutes each. So in total the evaluation set is composedehour of speech and around 8,000 run-
ning English words. The European Parliament is transladimg) broadcasting in real time, each Plenary
Session in many languages, including Spanish. Therefoeecdrresponding Spanish audio translation
made by professional interpreters was recorded. This humaaslation audio data is evaluated in the
same way as the automatic translation. The TC-STAR systeludes the following modules. The ASR
module is the combination of several ASR engines. The SLTpmomant is provided by RWTH. The TTS
module is the system provided by UPC. These three compoaeatsained on data including training
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corpora built from the EPPS recordings. For each audio saingEnglish an ASR output is produced,
then the ASR output is automatically translated into Sgaaigl finally, the SLT output is synthesised in
Spanish by the TTS module using the alignment between SLRA&RIto get the prosodic features from
the source language. The transit from one component to enstidone manually but no modifications
on the different outputs were done and so the system can Is&deoad as fully automatic.

5.3 Schedule
The end-to-end run and the evaluation took place in Febsiviamch 2007.

5.4 Participants and submissions

One joint submission from the TC-STAR consortium is evaddaind the corresponding interpreters
speeches as well. The speech from the interpreters is tall@s a top-line. The table below summarises
the participants for each component.

Component Input
ASR ROVER (ASR)
SLT ROVER (SLT)
TTS UPC

Table 58: Test data

5.5 Protocol

End-to-end samples are common with the SLT evaluation @d¢ated for the SLT human evaluation.
This year, one third of the SLT data has been evaluated withamjudges (approx. 1 hour of audio).
The selection procedure is detailed here.

1. ELDA selected somsemantically interestingudio samples, taken from English (source) politi-
cians, approximately 20 speeches x 2 or 3minutes.

2. The corresponding data is extracted in each module (AR, BI'S) and the 20 evaluations
samples were evaluated

3. Corresponding speeches from interpreters (in Spansstarget language) were collected. These
are the20 reference samplewhich are the top-line.

The ASR and SLT outputs were produced during the respectale&tions. After the two evaluations
were done, SLT output and ASR output were sent to UPC, whaugestithe synthesised audio.

Both interpreter and TC-STAR samples are used for the etraiua

The evaluation is done by human judges without any specifie@nce on speech technology. For
processing the subjective evaluation, ELDA has recruit@dubjects who are native Spanish speaker,
18-40 years old and with no hearing problem. They are notrexpe speech synthesis and they are
paid for the task. Subjects are required to have accessiedpiged/ADSL Internet connection and good
listening material. Subjective tests are carried out veawleb. A specific interface has been developed,
similar to the interface used for the SLT human evaluation.

Four evaluations by each evaluator are done. Each samptederged to judge with the adequacy
and fluency questionnaires, and each judge assesses twdAR samples and two interpreter samples.
As there are a total of 40 audio, each sample is evaluate@ tlwictwo different judges. In that way, we
are able to observe the inter-judges evaluation agreement.
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Evaluators are explained the TC-STAR system and the evatuptocedure. Within the interface,
the evaluator can play the sound corresponding to eitheBTAR speech or interpreter speech, during
the evaluation session. Each evaluator assesses at leaBCe8TAR audio and one interpreter audio.

They are instructed to:

e read the questionnaire,
e listen the whole sample,

e listen a second time. They are allowed to interrupt thedisig and to write down the answers in
the adequacy questionnaire.

At the end of the evaluation session, they are asked to filltieeicy questionnaire.

Evahuation 2 o 3
Haz ehie en of boton &8 para eseuchar ef sonado.

Cuantas directivas se ocapan de ka vosia ¥ producaon de biemes para la oferta ¥ para
servicios?

56

Cuinias directivas se ocupan de [a compra, la mercadotocnia v Ia preseatacian del
Tertilizamte para veata?

16

Quién debe hacer un pago hacia el presupoesio central?

ai presidente Barroso

Cuil e5 el asunto central para crear una estractura propia para Europa en el sizgho 217

[financiacion del nucleo

Fug un ervor ligar 13 politica comin agricola con b3 prespectiva financiera?

si fue un error deberia haber un pago de los estados miembros

Loz legisladores necesitan fomar decisiones hien apalizadas?

5l

Qoé no debe desecharse con el agua del bado?
Fudi exitosa la directiva de las invenciones implementadas por compuiadora?

Las diferercias en la Casa son de nateralez personal®

Figure 17: Interface for the end-to-end evaluation.

Adequacy questionnaire. For each sample, 20 comprehension questionnaires havepbepared,
based on the English speeches, by a native English speattieeaEh sample, 10 questions are asked
about the sample the listener has just heard. To prepareuttgtignnaire, the whole 200 questions have
been created from the manual transcriptions of speechdqraserved with the answers to the questions,
which account for the “reference answers”. Then the ansaedsquestions have been translated into
Spanish to be inserted into the evaluation interface and itsseheck and score the evaluations.
Questions are asked taking into account criteria from guesinswering domain. Three types of
question are asked: “simple Factual” (70%), “Yes/No” (20&a)l “List” (10%), without reformulation.
For the 2¢ year evaluation, two criteria were used: “correct” (thevasis good) or “inexact” (the
answer is not good) [9]. This year, we have introduced thedinplete/wrong” criteria from information
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retrieval domain, when the answer is not complete or not tbated correctly. To measure the perfor-
mance, the cumulative precision measure is used, compihtngercentage of correct answers for each
criteria and cumulate them.

The two examples depicted in Table 59 illustrate the releganf using 3 criteria.

Question Correct Incomplete Inexact
answer answer answer

When is the ministerial meet- The 21st| In November | The 12th May

ing on the Northern Dimen; November

sion?

Where did fascist or military Greece, Spain Greece and Switzerland
dictatorships exist 35 yearsand Portugal | Spain
ago?

Table 59: Example of questions asked to the evaluators

After all the evaluations are done, a native Spanish spead@pares the answers of the evaluators
to the reference answers. It has been asked to this persan“ftekible”, as the reference answers are
not exactly the same than the evaluator answers. As exanmglageferences answer to the question
“Por qué publicacion esta concernido el vocero del gAipwWhich publication is the speaker’s group
concerned about?” in English) was “La publicacion deligddde conducta para las organizaciones no
lucrativas” (resp. “The publication of the code of conduat fot-for-profit organisations”), while the
evaluator answer “del codigo de conducta sobre las orgeiu@es sin animo de lucro” (resp. “The
code of conduct for organizations without profit objectiyesvhich is correct. Then it is obvious the
evaluation could only be done by a human, and not automigticeach evaluator answers differently
(with a sentence, or just the completion of the question, emgle word, etc.) even if the answer
submitted is good. Furthermore synonyms could be used,rappeases, etc.

An objective verification has also been done to check theepesof the answers in each component
of the end-to-end process (ASR and SLT), in order to detegrmrwhich component of the TC-STAR
system the information is lost. This objective verificatisrdone by a native speaker who checks each
answer given by a judge and compares it with the referenceeansThe same identification is quite
easier for the TC-STAR system, as we already know where takigion could be lost, namely when
the information past trough one of the two components (ASBLAr). For that, we study the whole end-
to-end chain in order to see where the information is lostafive Spanish read each question, and look
at whether the answers are present within the SLT text orimvitie ASR text, in case the answer is not
found before (actually we consider that if information isifal within a component -including subjective
evaluation- information is also in the component upstreadf)course, for an objective comparison the
person who checks the files has the reference answers inyain

Fluency questionnaire. Fluency questions are done at the end of the evaluation bfssple (since
the two “systems” are evaluated, it is difficult to assesshalaudio samples). Then, the mean of each
system is computed for the interpreter and the TC-STAR gyste

Test Fluency questionnaire

Understanding Do you think that you have understood the message?
1 Not at all
5: Yes, absolutely

Fluent Speech Is the speech in good Spanish?
1: No, it is very bad
5: Yes, it is perfect
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Effort Rate the listening effort
1 Very high
5: Low, as natural speech

Overall Quality Rate the overall quality of this audio sample
1: Very bad, unusable
5: Itis very useful

Table 60: Fluency questionnaire

Each answer is a choice within a five-point scale, from thestiewel to the best. After all the eval-
uations are done, the means for the interpreter speechdb@i-STAR speeches has been computed.

5.6 Results

5.6.1 Fluency evaluation (subjective evaluation)

Speech | Sampleg Understanding Fluent Effort Overall
1. low quality | Speech 1: low quality | Quality
5: better| 1: low quality | 5: better| 1: low quality
quality 5: better| quality 5: better
quality quality
1 35 3.5 3 35
2 4 5 3.5 5
3 4 3.5 3 4
4 4.5 5 4 4.5
5 3.5 4 3.5 4
6 5 5 5 5
7 3.5 3 2 3
8 5 4 4 4
9 4.5 4 4 4
Interpret 10 4.5 4.5 4.5 4.5
11 4 4 4 4.5
12 3 35 3 3
13 4.5 4.5 3.5 3.5
14 3 4 3 4
15 3.5 5 35 35
16 3.5 35 3 4
17 2.5 3 2.5 4
18 3.5 4 3 3.5
19 4.5 4.5 2.5 4.5
20 3 4 3 4.5
mean 3.85 4.08 3.38 4.03

Table 61: Fluency evaluation results for the interpreter

The scores of the interpreter samples are rather high. @elyEffort” is lower, but it can be explain
by the difficulties for the interpreter to translate in a saimee what the speaker says. So the speech can
be more disrupted than a conversational speech.

(© TC-STAR Consortium page 61



TC-STAR Project

Deliverable no. D30

Evaluation report

Speech | Sampleg Understanding Fluent Effort Overall
1: low quality | Speech 1: low quality | Quality
5: better| 1: low quality | 5: better| 1: low quality
quality 5: better| quality 5: better
quality quality
1 35 2 15 2.5
2 2 15 15 2
3 35 3 3 2.5
4 15 3 15 15
5 35 3 2.5 2.5
6 3 2 2 2
7 3 2.5 15 2
8 4 2 15 2
9 2 2 2 15
10 2 2 1 2
TCSTAR 11 15 15 1 2.5
12 2 2 15 15
13 2.5 2 2 2
14 3 1 2 15
15 2 2 1 2
16 2 15 2 2
17 15 15 1 1
18 15 2 1 3.5
19 2.5 2 15 2
20 2 2 15 2.5
mean 2.43 2.03 1.63 2.05

Table 62: Fluency evaluation results for the TC-STAR system

The results for the TC-STAR system are quite low, except éones samples. There is no sample
which gets higher score for TC-STAR than for the interprefes for last year results, the difference with
the interpreter sample is still very large.

Understanding Fluent Effort Overall
1. low quality | Speech 1. low quality | Quality
5: better| 1: low quality | 5: better| 1. low quality
quality 5: better| quality 5: better
quality quality
ITP-2006 3.45 3.48 3.19 3.52
ITP-2007 3.85 4.08 3.38 4.03
TC-STAR- 2.34 1.93 1.55 1.93
2006
TC-STAR- 2.43 2.03 1.63 2.05
2007

Table 63: Fluency comparison between 2 ¥ year and 39 year evaluations

In general terms, the trend of the scores are the same thayekas although the scores are slightly

higher.
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5.6.2 Adequacy evaluation (comprehension evaluation)

The table below presents the results of the adequacy ei@iudt shows:

the two evaluated systems: the interpreter (ITP) and theSTER automatic speech-to-speech
translation system;

identifiers of the audio file. Source data are the same forpgrgééer and TC-STAR, namely the
English speech;

subj. E2E: the subjective results of the end-to-end eviainatere done by the same assessors
who did the fluency evaluation. It shows the percentage ofl goswers;

fair E2E: objective verification of the question answersspree: the audio files have been vali-
dated to check whether they contained the answers to théiou®®r not (as the question were
created from the English source). It shows the percentagm®&iver presence or the maximum
answers that can be found in the Spanish translations. Fonghe information in English could
have been not translated by the interpreter because hefslsatiat this information is meaningless
and can be discarded. We consider those results as an ebjevtluation. For the interpreter it
corresponds to the speaker audio, for the TC-STAR systamistthe TTS audio output.

SLT, ASR: verification of the answers presence in each compoof the end-to-end process:
in order to determine where the information for the TC-STARtem is lost, files from each
component (recognised files for ASR, translated files for,8lod synthesised files for TTS in the
“fair E2E” column) have been checked.

Speech Audio subj. E2E | fair EZ2E

0 : low | 0 : low

1: better 1: better
1 0.40 0.50
2 0.60 1.00
3 0.60 0.70
4 0.85 1.00
5 0.85 1.00
6 0.75 1.00
7 0.85 1.00
8 1.00 1.00
9 0.95 1.00
10 0.65 0.80
ITP 11 0.70 0.90
12 0.70 1.00
13 0.85 1.00
14 0.75 1.00
15 0.80 1.00
16 0.45 0.80
17 0.60 0.80
18 0.45 0.70
19 1.00 1.00
20 0.90 1.00
mean 0.74 0.91

Table 64: Adequacy evaluation results for the interpreters
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Results are surprisingly no so perfect than it could be imedji For seven samples, all the questions
could not be answered. The first sample is especially woest #il the other samples. The objective
validation concludes there is an overall loss of infornmatad 9%, which means evaluators could not
answer to 9% of the questions. Actually, effective overadlsl is 26% with the subjective evaluation,
which means evaluators did not answer to a quarter of thetignss For three of the samples, evaluation
is more difficult, since scores are less than 0.50. 17 audigpkes contain more than 75% of correct
answers (considering the fair evaluation) but evaluatousid 75% of correct answers for only 11 audio
samples.

There are several explanations to that quality decrease.

¢ Interpreters have difficulties to follow the speaker flooaystof the time due to the assigned time
to translate speaker discourse. Thereby they give fewailsl@ind filter information. For instance,
a question for the sample 1 is (in English)hich main German newspaper published a report
denying the link between the World Cup and an increase iffidkatig and forced prostitution ?
The correct answer is the German newspajar’Spiegél but in fact the wordDer Spiegelare
never said by the interpreter, so the evaluators can notem$we kind of questions.

e As a consequence, interpreters flood is not continuous. &repften forced to concentrate the
information and reduce the number of sentences. It is plestibhave five English sentences
reduced to two Spanish sentences.

e The difficulties to be tackled by the interpreters can alsenbexplained: speaker flood, speaker
hesitations, time needed for translation, but also the gratital construction of sentences. In-
deed, direction of sentences in English is not necessdrdysame than in Spanish, and so the
interpreters have to wait for the end of the speaker senterstart the Spanish translated sentence
(and the speaker can hesitate, or take back himself, etc.).

e Interpreters reformulate speaker sentences, and so s&tka ambiguity of some questions.

Opposite to these points, it is possible that interpreteke back themselves. It allows evaluators
better understand the information (repetition of a samerination often paraphrased).

Speech Audio subj. E2E | fair EZ2E | SLT ASR
0 : low| 0 : low | O : low | 0 : low
1: better 1: better 1: better 1: better
1 0.65 0.80 0.80 0.80
2 0.75 0.90 0.90 1.00
3 0.70 1.00 1.00 1.00
4 0.45 0.70 0.90 1.00
5 0.85 1.00 1.00 1.00
6 0.80 1.00 1.00 1.00
7 0.65 1.00 1.00 1.00
8 0.90 1.00 1.00 1.00
9 0.40 1.00 1.00 1.00
10 0.55 0.80 0.90 0.90
TCSTAR 11 0.40 0.60 0.70 0.90
12 0.80 1.00 1.00 1.00
13 0.70 0.80 0.80 1.00
14 0.80 0.90 0.90 0.90
15 0.85 0.90 1.00 1.00
16 0.30 0.80 0.80 1.00
17 0.10 0.70 0.70 0.90

© TC-STAR Consortium page 64



TC-STAR Project Deliverable no. D30 Evaluation report

18 0.70 1.00 1.00 1.00
19 0.85 1.00 1.00 1.00
20 0.60 0.90 0.90 0.90
mean 0.64 0.89 0.92 0.97

Table 65: Adequacy evaluation results for the TC-STAR syiste

TC-STAR results are quite lower than the interpreter onegaltators found 64% of the answers
while they could answer 89% of the questions. Here againgtigea strong difference between the
subjective evaluation and the objective evaluation antuet@rs did not find 71% of the answers they
can. No audio sample has all the answers correct and eigheof have 75% of the answers correct.
Then the overall of the TC-STAR system is 36% while the ovéoak of the interpreter is 26%.

The validation of each TC-STAR components allows us to getaverall loss at each step of the
process. The ASR component gets an overall loss of 3%, 5%diti@u for the SLT component and
finally 3% in addition for the TTS component, making a tota¢ll loss of 11%. The ASR component
quality does not decrease too much (3% of the answers cotilgerfound) and all audio samples contain
at least 80% of the information (6 files do not contain all theveers). Information lost concerns typical
recognition errors which could affect the meaning of secésn The SLT component quality decreases
a little bit more (8% of the answers could not be found), omlp taudio samples are under 75% and
half of the audio samples contain the information to answWeha questions. Information lost is due to
typical translation errors. Finally, TTS component quatiecreases also (11% of the answers could not
be found) and 9 audio samples contain the information to ansil the questions. Information lost is
due to synthesis errors. This point is particularly intéressince it is quite difficult to understand why
the synthesis of sentences could affect their meaninghealhtore the fluency evaluation is not really
disastrous. Two typical cases are described below:

e Synthesis issues with the named entities. Named entit@ly Bgnthesised can affect details of a
sentence. For the sample 10, the ngddophie Velds correctly translated and the answer of the
questionwho said that we need action from the Commission and fromitimesh Presidency2an
be easily found. But the TTS component synthesises the narsenaething not understandable,
even listening many times.

e Prosody issues. Bad prosody can affect the meaning of sexgeRor the sample 15, the following
sentence is a good examp|e:]Jmientras que si esa empresa estaba fuera de la Unin peaaccada
Estado miembro comprobar concienzudamente y que es urepratlhich is a translation of the
recognized sentencewvhereas if that company was outside the European Union eMember
state would check thoroughly and that’s a problewen the translation quality is low, the sentence
is understandable, and evaluators (and the person who rhadelidation) can easily answer
to the questiorin which condition would Member States examine thorougtipancial services
company?0Only when the company was outside the ETle synthesis accentuates the prosody of
the syllablebar of the wordcomprobar by letting imagine another sentence begins. Then there is
one sentence in the SLT output, but the prosody splits inbcsentences in the TTS output, making
the question hard to answer. This issue is also increasdukelyuality of the sentence itself. As an
example, the infinitiveeomprobarmakes understandable the meaning of the sentence, butavitho
punctuation or vocally it does not reflect its position in ate@ce (or two).

Interpreters filter and reformulate the information whileetTC-STAR system can not: for the
automatic speech-to-speech translation all the infolonas pass through the chain, without selection.
The table below summarises the comparison between the tstersg about the information loss.

© TC-STAR Consortium page 65



TC-STAR Project

Deliverable no. D30

TC-STAR
TP SLT ASR
Objective loss 9% 8% 3%
Subjective loss 26% 36% -
Audios> 80% 9 19 20

Table 66: Information loss for the two systems

Evaluation report

To objectively compare interpreter and TC-STAR, we havedel only the questions whose an-
swers were included in the interpreter files. The goal is tmpare the overall quality of the speech-
to-speech translation to interpreters’ quality, withdug hoise factor of the information missing. So we
get a new subset of the TC-STAR results, on the informatiqut ki the interpreter. The same study as
before has been done for the three components.

Speech Audio subj. E2E | TTS SLT ASR
0 low |0 : low |0 low | 0 : low
1: better 1: better 1: better 1: better
1 0.80 1.00 1.00 1.00
2 0.75 0.90 0.90 1.00
3 0.71 1.00 1.00 1.00
4 0.45 0.70 0.90 1.00
5 0.85 1.00 1.00 1.00
6 0.80 1.00 1.00 1.00
7 0.65 1.00 1.00 1.00
8 0.90 1.00 1.00 1.00
9 0.40 1.00 1.00 1.00
TCSTAR (ITP | 10 0.69 0.88 0.88 0.88
1.00 only) 11 0.44 0.67 0.78 0.89
12 0.80 1.00 1.00 1.00
13 0.70 0.80 0.80 1.00
14 0.80 0.90 0.90 0.90
15 0.85 0.90 1.00 1.00
16 0.38 0.88 0.88 1.00
17 0.13 0.63 0.63 0.88
18 0.71 1.00 1.00 1.00
19 0.85 1.00 1.00 1.00
20 0.60 0.90 0.90 0.90
mean 0.66 0.91 0.93 0.97

Table 67: Limited evaluation results for TC-STAR

Results of 8 audio samples increase but only three incragadicantly. Overall scores are quite
better with at the most 2% in addition.
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4 0.85
5 0.85
6 0.75
7 0.85
8 1.00
9 0.95
10 0.81
11 0.78
12 0.70
13 0.85
14 0.75
15 0.80
16 0.56
17 0.75
18 0.64
19 1.00
20 0.90
mean 0.80

Table 68: Limited evaluation results for interpreter

Evaluation report

As for the TC-STAR system the results increase, but diffeesrare more important. Overall loss is
lower of 6% and 7 audio samples increase scores significardtyever, overall loss for the subjective
evaluation is still 20% regarding the objective evaluation

TC-STAR
TP SLT ASR
Objective evaluation 100% 92% 97%
Subjective evaluation 80% 66% -
Audios> 80% 12 18 20

Table 69: sum up of the evaluation

TC-STAR system needs to improve, but we get promising reswhile it recovers 91% of the
information that the interpreter could give on these sampldth specific data and questions).

About the evaluation itself, protocol needs to improve agd&)uestions were often to difficult and
detailed, or on the contrary to unspecific, allowing somesmmany answers. It seems evaluators inter-
polate information and deduct answers when it is possitieirstance when a question begins by "How
many...” it is easily to know that a number is wanted, and soi$aattention on the number given by the
interpreter.

6 Conclusion

Although it is hard to summarize all the tests carried out ligvascores, let us try to illustrate these
to give a rough idea. For ASR, the best results obtainedngive test conditions and test data, by an
individual site is as good as 7.1% error rate for Englishfeesively 6.9% for Spanish) for open training
conditions and about 9% for public training (resp. 8.9% fpaish). The TC-STAR System, based on
the ROVER approach, achieved a word error rate of 6.9% fotigimgnd 7.4 for Spanish.

Progress from previous years (campaign 1 of 2005 and Cam2aaf 2006) have been measured
and reported on for sites that have kept their annual retedd@s assessment shows substantial improve-
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ments from all sites e.g. for Spanish RWTH went from 11.5%% @or SLT we have carried out both
human evaluations (of adequacy and fluency) and automatsasent using a set of automatic metrics
(e.g. BLEU, WER). As by the past campaigns three conditidnsystem input have been exploited:
FTE, Verbatim and ASR outputs.

The best BLEU scores obtained by a single system for Englispanish is about 54.11 (FTE), 51.53
(verbatim) and 39.66 (ASR); the ROVER system performeteliitt less than the best single system for
FTE (53.85) but better for Verbatim (52.63) and ASR (40.61).

Compared to 2006 systems, 2007 systems achieved an imgamaovement of over 4% in absolute
for the BLEU score and English-Spanish pair. Similar resale reported on for Spanish to English and
Mandarin to English.

For TTS, most of the evaluations are based on subjective tewt are hard to summarize. Let us
just give some for the global quality score for English whiglabout 3.63 to compare with 4.32 (human
voice) for the interlingual voice conversion.

For the global quality we achieved a score of 3.49 to compditetive score of natural voice of 4.59
(out of 5).

End to end evaluation has been also performed and TC-STARcwrapared to the human inter-
preters to assess adequacy, fluency, and information pedger for both. Details are given with the
protocol used to conduct such evaluation.
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7 Annex A: ASR additional information

7.1 Public training data table

The table 70 gives a list of publicly available data used faining.

Evaluation report

Lan- | Reference Amount
guage
Chinese | Mandarin 1997 BN (Hub4-NE) LDC98S73 (audio) &~30h
LDC98T24 (transcr)
Mandarin 2001 Call (Hub5) LDC98S69, LDC98T26~40h
(transcr)
Mandarin TDT2 LDC2001S93 & LDC2001T57 (tran-
scr)
Mandarin TDT3 LDC2001S95 & LDC2001T58
Mandarin Chinese News Text LDC95T13 250M
words
Mandarin CALLHOME LDC96S34, LDC96T16 (trarn-
scr)
Chinese Gigaword LDC2003T09 1.1G
words
Hong Kong News Parallel Text LDC2000T46 (Zh/En)18147 ar-
ticles
Spanish | EPPSSP (text): Apr 1996 - May 2005 >36M
words
TC-STARP Spanish BN 10h tran-
scribed
Spanish LDC 1997, BN speech (Hub4-NE),
LDC98S74
Spanish LDC CallHome, LDC96S35
English | EPPSEN (text): Apr 1996 - May 2005 >36M
words
TC-STARP English BN 10h tran-
scribed
English LDC 1995 (CSR-IV Hub 4 Marketplage
LDC96S31), 1996, 1997, official NIST Hub4 training
sets, LDC97S44 and LDC98S71, USC Marketplace
Broadcast News Speech (LDC99S82)
English LDC TDT2 and TDT3 data with closed-
captions, about 2000h, LDC99S84 and LDC2001S94
English LDC Switchboard 1, 2-I, 2-ll, 2-lll
LDC97S62, LDC98S75, LDC99S79
English LDC Callhome, LDC97S42, LDC2004SQ5,
LDC2004S09
English LDC Meeting corpora, ICSI LDC2004S0p,
ISL LDC2004S05, NIST LDC2004S09

Table 70: Public condition training resources
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Language Female speakers Female speakers Total
Number 10 15 25
Chinese | Speech duratior] 0.9h 1.5h 2.4h
Perplexity 20.1
Number 13 37 50
English | Speech duratior] 0.7h 2.1h 2.8h
Perplexity 36.3
Number 16 36 52
Spanish | Speech duratior] 1.5h 4.5h 6h
Perplexity 33.2

Table 71: Evaluation sets statistics

Chinese| English | Spanish
Daedalus 2P
IBM 10+1R+1P| 10+1R
ITC-irst 4P+1R 10+1R
LIMSI 10 1P 1R*
LIUM 1P+1R+1P| +1R
RWTH 2P+2R 2R
UKA 10 6P
UPC 1R
TC-STAR 1P 2P

Table 72: Submission table for Chinese, English and Spdoiskach training condition (P=Public,
R=Restricted, O=Open.).

7.2 Evaluation data statistics table

Table 71 gives an overview of the evaluation data in termsuoatibn, number of female and male

speakers and perplexity.

7.3 Submission table

Submissions marked with a star are late submissions, elgmissions received after the official

deadline of Jan 28th.
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8 Annex C: SLT additional information

8.1 Training data table

The following table gives the training resources used inliputaining condition.

Direction Data
FBIS Multilanguage Texts
UN Chinese English Parallel Text Version 2
Hong Kong Parallel Text
English Translation of Chinese Treebank
Xinhua Chinese-English Parallel News Text Version 1.0 Reta
Chinese English Translation Lexicon version 3.0
Chinese-English Name Entity Lists version 1.0 beta
Chinese English News Magazine Parallel Text
Multiple-Translation Chinese (MTC) Corpus
Multiple Translation Chinese (MTC) Part 2
Multiple Translation Chinese (MTC) Part 3
Chinese News Translation Text Part 1
Chinese Treebank 5.0
Chinese Treebank English Parallel Corpus
EPPS Spanish verbatim transcriptions May 2004 - Jan 2005
EPPS Spanish Final Text Edition April 1996 to Jan 2005
EPPS English verbatim transcriptions May 2004- Jan 2005
EPPS English Final Text Edition April 1996 to Jan 2005
EU Bulletin Corpus
JRC-Acquis Multilingual Parallel Corpus
UN Parallel Corpus

Table 73: Training data for SLT

Zh->En

Es=>En

En->Es

En<->Es

8.2 SLT development set table

Direction | Data Epoch
VOA Verbatim transcriptions with 2 referr From December 1,
ences translations 1998 to December
Zh->En VOA ASR tr_anscriptio_ns_ _ 11, 1998
VOA Verbatim transcriptions with 2 refert From December 14,
ences translations 1998 to December
VOA ASR transcriptions 16, 1998
VOA Verbatim transcriptions with 2 refert From December 23,
ences translations 1998 to December
VOA ASR transcriptions 25,1998
EPPS verbatim transcriptions with 2 referfrom October 25,
ence translations 2004 to October 28,
EPPS FTE documents with 2 referenc@004
translations
EPPS verbat!m transcriptions with 2 refe r_From June 6, 2005 to
ence translations July 7, 2005
EPPS ASR transcriptions '
Es>En
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EPPS FTE documents with 2 reference

translations

CORTES verbaﬂr_n transcriptions with 2December 182,

reference translations 2004

CORTES ASR transcriptions

CORTES FTE documents with 2 reference

translations

EPPS verbatim transcriptions with 2 referFrom September 5,

ence translations 2005 to November

EPPS ASR transcriptions 17, 2005

EPPS FTE documents with 2 reference

translations

CORTES verbatim transcriptions with |2

reference translations November 24, 2005

CORTES ASR transcriptions

CORTES FTE documents with 2 reference

translations

EPPS verbatim transcriptions with 2 referfrom October 25,

ence translations 2004 to October 28,

EPPS FTE documents with 2 referenc@004

En>Es | translations

EPPS verbat!m transcriptions with 2 refe r_From June 6, 2005 to

ence translations June 9 2005

EPPS ASR transcriptions ’

EPPS FTE documents with 2 reference

translations

EPPS verbatim transcriptions with 2 referfFrom September 7,

ence translations 2005 to September

EPPS ASR transcriptions 26, 2005

EPPS FTE documents with 2 reference

translations
Table 74: Development data sets

8.3 SLT evaluation data table

Direction | Data Epoch

Zh->En VOA Verbatim trgnscriptions with 2 reft From December 26,
erences translations 1998 to December 27,
VOA ASR transcriptions 1998

ErI:I;Sevt?;t;Z‘tlg?i ct)rr?tsnscrlptlons with 2 ref—From June 12, 2006 to
EPPS ASR transcriptions September 28, 2006
EPPS FTE documents with 2 reference

translations
CORTES verbatlm transcriptions with 2From June 14, 2006 to
reference translations June 20. 2006
CORTES ASR transcriptions ’

CORTES FTE documents with 2 refer-
ence translations

Es=>En
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EPPS verbatim transcriptions with 2 ref+rom June 12, 2006 to

erence translations July 4, 2006

EPPS ASR transcriptions

EPPS FTE documents with 2 reference

translations
Table 75: Evaluation data sets

En->Es

8.4 Participation table

The first table gives the participation of 2007 systems wihieesecond one depicts the submissions
of 2005/2006 systems.

Site EnQOEs Es=>En Zh->En
ASR FTE | Verbatim| ASR FTE Verbatim| ASR | Verbatim
IBM 2P 2P 2P 1P + 1P + 1P + 1S
1S 1S
IRST 4P 1P 1P 4P 1P 1P 4p 4p
LIMSI 1P 2P 1P 1P
RWTH 2P 3P 4p 5P 4p 4P 5P 5P
UKA 3P 3P 3P 3P 3P 3P 2P 4P
UPC 1P + 2P + 1P+1S| 1P+ 1P + 1P + 1S
1S 1S 1S 1S
ICT 7P opP
JHU 1P 1P + 1P
1S
NICT- 1P 2P
ATR
Tranlendium 1P
ubDSsS 1P 1P 1P 1S 1P + 1S
XMU 1P+ | 1P +2S
2S
ROVER 2P 2P 2P 2P 2P 2P
Systran 2P 2P 2P 2P 2P 2P 2P 2P
Reverso 1P 1P 1P 1P 1P 1P
Table 76:  Submissions by condition type (P=Primary;
S=Secondary)
Site EnQOEs Es>En Zh->En
ASR FTE | Verbatim| ASR FTE Verbatim| ASR | Verbatim
IBM — 1P 1P 1P
2006
IRST - 1P 1P 1P 1P 1P 1P 1P 1P
2006
LIMSI — 1P
2006
RWTH — 1P 1P 1P 1P
2006
UPC - 1P 1P 1P 1P 1P 1P
2006
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IRST —
2005

1P

1P

1P 1P

1P

8.5 Systems outputs statistic table (Ea-ESs)

Table 77: Submissions of 2005/2006 systems by conditioe typ
(P=Primary; S=Secondary)

Table 78 shows some statistics in terms of number of wordshi@rsubmitted translations of the
primary systems and for one reference translatid®ef(mean)’is the mean of words for the references.

Input Site number of | words per | words src /
words sentence words trans
IBM 27 174 23.29 0.99
IRST 25 424 21.79 1.06
LIMSI 26 586 22.79 1.01
RWTH 27 119 23.24 0.99
ASR UKA 25435 21.8 1.06
UPC 26 487 22.7 1.01
ROVER 25 828 22.14 1.04
Systran 27 502 23.57 0.98
Reverso 26 178 22.44 1.03
Ref (mean) 27 869 23.89 0.96
IBM 27 616 23.67 0.98
IRST 26 267 22.51 1.04
LIMSI 27 227 23.34 1.00
RWTH 27 025 23.16 1.01
UKA 26 211 22.47 1.04
Verbatim UPC 27 334 23.43 0.99
ubDS 26 804 22.97 1.01
ROVER 26 562 22.77 1.02
Systran 26 971 23.12 1.01
Reverso 26 805 22.97 1.01
Ref (mean) 27 869 23.89 0.98
IBM 26478 23.44 0.94
IRST 25182 22.29 0.99
RWTH 26 256 23.24 0.95
UKA 24 631 21.8 1.01
Text UPC 26 230 23.22 0.95
ubDS 25439 22.52 0.98
ROVER 26 933 23.84 0.92
Systran 25688 22.74 0.97
Reverso 25454 22.53 0.98
Ref (mean) 27 032 23.93 0.92

Table 78: LRs statistics for English-to-Spanish EPPS task
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8.6 Systems outputs statistic table (Es'En)

As with English-to-Spanish, we computed some statisticaiathe average number of words per
sentence that are shown in Table 79, for the whole CORTES BfRBKlata.

Input Site number of | words per | words src /
words sentence words trans
IBM 57 018 42.49 1.05
IRST 57 906 43.15 1.04
LIMSI 57 106 42.56 1.05
RWTH 59 286 44.18 1.01
UKA 55131 41.09 1.09
ASR UPC 57 586 42.92 1.04
JHU 55 156 41.1 1.09
ROVER 57 064 42.53 1.05
Systran 58 110 43.31 1.03
Reverso 59 961 44.69 1.00
Ref (mean) 56 017 41.75 1.07
IBM 57 102 42.55 1.00
00
IRST 57 974 43.2 0.99
LIMSI 56 396 42.03 1.01
RWTH 56 956 42.45 1.00
Verbatim UKA 54 829 40.86 1.04
UPC 57 206 42.63 1.00
JHU 55 654 41.48 1.03
ROVER 56 507 42.11 1.01
Systran 58 014 43.23 0.99
Reverso 59 817 44.58 0.96
Ref (mean) 56 017 41.75 1.02
IBM 52113 35.46 0.97
IRST 52961 36.03 0.95
RWTH 52939 36.02 0.96
UKA 49 966 34 1.01
UPC 53089 36.12 0.95
Text JHU 52 229 35.53 0.97
NICT-ATR 49 795 33.88 1.02
Translendium 53 466 36.38 0.95
uUDS 47 824 32.54 1.06
ROVER 52 195 35.51 0.97
Systran 52 997 36.06 0.95
Reverso 54 569 37.13 0.93
Ref (mean) 49 907 33.96 1.01

Table 79: LRs statistics for the Spanish-to-English task

8.7 Systems outputs statistic table (Zk-En)

Some statistics about the average number of words per senéea shown in Table 80.
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Input Site number of | words per | words src /
words sentence words trans
IRST 20 754 22.64 0.96
RWTH 20 466 22.32 0.98
UKA 19 408 21.17 1.03
ASR ICT 20 631 22.5 0.97
ubDsS 24 482 26.7 0.82
XMU 20072 21.89 1.00
Systran 23 408 25.53 0.86
Ref (mean) 22 426 24.46 0.89
IRST 20 962 22.64 1.03
RWTH 20 602 22.86 1.02
UKA 20 049 22.47 1.04
Verbatim ICT 20 750 21.87 1.07
NICT-ATR 20 692 22.63 1.03
ubDsS 22 102 22.57 1.03
XMU 20 249 24.11 0.97
Systran 23930 22.09 1.06
Ref (mean) 22 426 26.1 0.89

Table 80: LRs statistics for the Chinese-to-English VOAtas
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9 Annex C: TTS additional information

9.1 Questionnaire for S1

Overall Speech Quality
“How do you rate the quality of the sound of what you have juesrd?”

Bad
Poor
Fair

Good

a r w0 nNpoPE

Excellent

Listening Effort
“How would you describe the effort you were required to makeider to understand the message?”

No meaning understood with any feasible effort
Considerable effort required
Moderate effort required

Attention necessary; no appreciable effort required

a » w0 nNoPE

Complete relaxation possible; no effort required

Comprehension
“Did you find certain words hard to understand?”

All of the time
Often
Occasionally

Rarely

a » w nNpoPE

Never

Pronunciation
“Did you notice any anomalies in pronunciation?”

Yes, very annoying
Yes, annoying
Yes, slightly

Yes, but not annoying

a > w0 npoR

No
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Articulation:
“Were the sounds distinguishable?”

No, not at all
No, not very clear
Fairly clear

Yes, clear enough

a  w npoRE

Yes, very clear

Speaking Rate
“The average speed of delivery was:”

. Extremely fast or extremely slow
. Very fast or very slow

1

2

3. Fairly fast or fairly slow

4. Slightly fast or slightly slow
5

. Just right

Naturalness
“How do you rate the naturalness of the sound of what you hastehjeard?”

Very unnatural (very odd)
Unnatural (odd)
Neutral

Natural

o c w npoE

Very natural

Ease of Listening
“Would it be easy or difficult to listen to this voice for longpods of time?”

Very difficult
Difficult
Neutral

Easy

a o w npoPRE

Very easy

Pleasantness
“How would you describe the pleasantness of the voice?”
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Unpleasant
Neutral

Pleasant

a M W NPk

Audio Flow

“How would you describe the continuity or flow of the audio?”

. Neutral

. Smooth

aa A W N P

. Very smooth

Very unpleasant

Very pleasant

. Very discontinuous

. Discontinuous

9.2 Subjective tests tables

e Evaluation Task is the identity of the evaluation task (sd¢.4.

Deliverable no. D30

Evaluation report

e Number of subjects gives the number of evaluators who tooktpahe evaluation task. Not all
evaluators were used for each task.

e Number of Evaluation Data gives the total number of audio fiksd for the evaluation task. The
number of submissions per evaluated system is also givemgtural voices are considered as a
system here).

e Average number of Tests / Subject is the average number oéctivg tests performed by each
evaluator who took part to the evaluation task.

e Total number of tests is the total number of subjective testbopmed for the evaluation task.

9.3 Data Sets

9.3.1 Development Data Sets

The development set is used for tuning and preparing themsyst the evaluation task. Therefore,
development data is required to be of the same nature anédf@sdata to be used for the evaluation.
ELDA was in charge of the production of the voice conversiemedopment data. Development data are

listed in Table 84 .

Eval | Input/Reference Amount of dev
tasks data :
ENGLISH

© TC-STAR Consortium

page 79



TC-STAR Project Deliverable no. D30 Evaluation report

VC English voice conversion dataset, with 4 Dev: 126 sentences
different voices (2 male, 2 female). for each voice

ELDA selected 75% of the data set for
evaluation.

There are 4 conversion directions:

75 (F) > 76 (F)

75 (F) > 79 (M)

80 (M) > 76 (F)

80 (M) -> 79 (M)

75,76,79,80 voices have been produced by
Siemens and UPC.

Input data:

For each source voice, the participants get:
- audio files (channel 1, 96kHz, 24 bits)

- xxL files: laringograph output (text files with
the time of epoch closure) corresponding to the
audio files

- xxP files: phoneme segmentation
corresponding to the audio files

- xxS files: SAM files (text, prosodic
information, etc.) corresponding to the audio
files

SPANISH

VC Same as for the English voice conversion set. Dev: 154 sentences
ELDA selected 75% of the Spanish VC data| for each voice

set for evaluation.
fCVC | Target voices: Dev:

ELDA selected audio excerpts of 2 English | - English audio
male speakers in the EPPS 2006 data set: | excerpts

Speaker 01: 249 audio segments (total: 27 min)Spanish

Speaker 02: 161 audio segments (total: 19 miiranslations
synthesized by IBM

Source voice:
The source is the IBM TTS voice, based on the
TC-STAR baseline voice: spk 73, male.
Hence 2 conversion directions:

01->73

02>73

The Spanish translation (Verbatim) of the
English voice excerpts were synthesized by
IBM.

Table 84: TTS development data
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Evaluation | Number of| Number of| Number of| Average Total num-
Task evaluated subjects evaluation number ber of Tests
systems$ data of Tests /
Subject

S1 8 20 144 14,4 288
(18 sen-
tences /
system)

S2 6 20 120 12,0 240
(20 sen-
tences /
system)
VCl1 9 20 180 18,0 360
(20 sen-
tences /
system)
VC2 8 20 160 (20 sen- 16,0 320
tences / sys
tem)

Table 81: Information about subjective tests for English

9.3.2 TTS Test Data Sets

The test data sets (the “Inputs”) were sent to the parti¢§pahhe evaluation corpora are subsets of
the whole data sets.
For each task, each participant processed the whole tesselednd sent its results back to ELDA. ELDA
performed the evaluations using the evaluation subseys onl
ELDA was in charge of the test data production. Test datassetseported in Table 85.

Eval | Input/Reference Amount of data :
tasks Input / Evaluation
corpus
ENGLISH
S1 40 paragraphs selected by ELDA from the | Input: 40 paragraphs
English EPPS FTE, year 2006. Eval: 18 paragraphs

Format: SSML / Unicode UTF-8.
S2 160 sentence selected by ELDA from the Input: 160 sentences
output of the ASR + SLT ROVER system. Eval: 20 sentences
Input data English EPPS, year 2006.
Format: SSML / Unicode UTF-8.
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VC English voice conversion dataset, with 4 Input: 42 sentences
different voices (2 male, 2 female). for each voice
Eval: 5 sentences pe
ELDA selected 25% of the data set for conversion direction
evaluation.
There are 4 conversion directions:
75 (F) > 76 (F)
75 (F) = 79 (M)
80 (M) > 76 (F)
80 (M) > 79 (M)
75,76,79,80 voices have been produced by
Siemens and UPC.
Input data:
For each source voice, the participants get:
- audio files (channel 1, 96kHz, 24 bits)
- xxL files: laringograph output (text files with
the time of epoch closure) corresponding to the
audio files
- xxP files: phoneme segmentation
corresponding to the audio files
- xxS files: SAM files (text, prosodic
information, etc.) corresponding to the audio
files
SPANISH
S1 40 paragraphs selected by ELDA from the | Input: 40 paragraphs
Spanish EPPS FTE, year 2006. Eval: 18 paragraphs
Format: SSML / Unicode UTF-8.
S2 160 sentence selected by ELDA from the Input: 160 sentences
output of the ASR + SLT ROVER system. Eval: 20 sentences
Input data Spanish EPPS, year 2006.
Format: SSML / Unicode UTF-8.
VC Same as for the English voice conversion sef. Input: 52 sentences
ELDA selected 25% of the Spanish VC data| for each voice
set for evaluation. Eval: 5 sentences pe
conversion direction
fCVC | ELDA selected 50 sentences from the Spanistnput: 50 Spanish
EPPS-FTE 2006 corpus. sentences
These data were sent to IBM who synthesizedsynthetized by IBM
them (Spanish voice 73(M)). Eval: 5 sentences pe€
. conversion direction
CHINESE
S1 37 paragraphs selected by ELDA from the | Input: 37 paragraphs
“863 program” data set. Eval: 12 paragraphs
Format: UTF-8 encoding, SSML format

Table 85: TTS test data
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Evaluation | Number of| Number of| Number of| Average Total Num-
Task Evaluated Subjects Evaluation | Number ber of Tests
Systems Data of Tests /
Subjec
S1 9 20 162 16,2 324
(18 sen-
tences /
system)
S2 7 20 140 14,0 280
(20 sen-
tences /
system)
VCl1 12 20 240 24,0 480
(20 sen-
tences /
system)
VC2 11 20 220 22,0 440
(20 sen-
tences /
system)
fCVC1 5 20 50 5,0 100
(a0 sen-
tences /
system)
fCcvC2 4 20 40 4,0 80
(10 sen-
tences /
system)
Table 82: Information about subjective tests for Spanish
Evaluation | Number of | Number of | Number of | Average Total Num-
Task Evaluated Subjects Evaluation | Number ber of Tests
Systems Data of Tests /
Subject
S1 4 11 48 12,0 132
(12 sen-
tences /
system)

Table 83: Information about subjective tests for Chinese
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9.4 Detailed Results of the TTS component evaluation (S1, 52

This section is a more detailed presentation of the TTS compoevaluation results. For the 3
languages, we give the results obtained in the 10 judgmdepades of the S1 evaluation, and the
sentence error rate (SER) obtained in the S2 evaluation.

9.4.1 Detailed Results for English

Table 86 gives the results of judgment tests S1 carried odtil@systems taken as a whole. Judges
had to rate the synthesized voices according to the 10 gadsgoentioned below, using 5 point-scales
(in all cases: ‘5’ represents the best score and ‘1’ the worse
The results for S2 are reported in and Table 87.

Legend:

Judgment categories:

OQ: Overall Quality,LE: Listening Effort,Pr: Pronunciation,C: ComprehensionA: Articulation,
SR: Speaking Ratd\l: NaturalnessEL : Easy of ListeningPl: Pleasantnes#F: Audio Flow.

S1

System |OQ [LE [Pr |[C |A [SR [N JEL [Pl |A
Scoring (1<5)

NAT 459 [473 |4.89 [4.89 [486 |465 [443 [4.41 [4.24 |4.46
IBM_F06 |300 [342 [395 [421 |342 |432 [242 [268 |311 |247
IBM _F 342 389 |414 [417 [364 |461 |322 |325 [350 |3.03
IBM _M 349 [378 [3.76 [4.19 [354 |441 |292 |3.00 [324 |273
SIE_F 231 [291 |346 [334 [271 [389 |223 |206 |291 [2.26
SIEM 158 [2.26 [305 |271 |213 [342 |163 |150 |2.08 [1.47
UPCF 2.86 [331 |361 [372 [3.11 [414 |267 |261 |3.06 [2.22
UPCM 2.74 [315 |321 [344 [294 [400 |218 |224 |262 [212
Ranking

NAT 1 1 1 1 1 1 1 1 1 1
IBM_F06 |4 4 3 2 4 4 5 4 4 4
IBM _F 3 2 2 4 2 2 2 2 2 2
IBM _M 2 3 4 3 3 3 3 3 3 3
SIE_F 7 7 6 7 7 7 6 7 6 5
SIEM 8 8 8 8 8 8 7 8 8 8
UPC_F 5 5 5 5 5 5 B 5 5 6
UPCM 6 6 7 6 6 6 8 6 7 7

Table 86: Results of the TTS component evaluation S1 (Bmglis

The results for S2 are reported in and Table 87.
Legend:
WER Word Error Rate.

SER Sentence Error Rate.

S2
System WER SER

Score Rank Score Rank
IBM _F 12.8 3 71.1 4
IBM _M 12.4 2 57.9 2
SIE_F 14.8 5 76.3 5
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SIEM 22.2 6 78.9 6
UPC_F 8.7 1 52.6 1
UPCM 145 4 69.4 3

Table 87: Results of the TTS component evaluation S2 (Bmglis

9.4.2 Detailed Results for Spanish

Table 88 gives the results of judgment tests S1 carried odtil@systems taken as a whole. Judges
had to rate the synthesized voices according to the 10 gaésgoentioned below, using 5 point-scales
(in all cases: ‘5’ represents the best score and ‘1’ the Worse
The results for S2 are reported in and Table 89.

Legend:

NAT Natural voice, used as top-line in subjective tests.

IBM _F_06 Female voice submission made by IBM last year (re-evaluthisd/ear)
IBM _F/M IBM submission using female / male voices

UPC_F/M UPC submission using female / male voices

VER_F1/M1 Verbio submission using female / male voices

VER_M2 2" Verbio submission using male voice

Judgment categories:

OQ: Overall Quality,LE: Listening Effort,Pr: Pronunciation,C: ComprehensionA: Articulation,
SR: Speaking Ratd\l: NaturalnessEL : Easy of ListeningPl: Pleasantnes#F: Audio Flow.

S1

System |OQ [LE [Pr |[C |A [SR [N JEL [Pl |A
Scoring (1<5)

NAT 475 | 467 |492 [486 [486 |483 |4.61 |428 [439 |436
IBM_F06 |389 |4.00 [411 [444 |397 |408 [250 [286 |331 |231
IBM _F 400 419 411 [467 [419 |436 |297 |3.28 [339 |275
IBM _M 400 |411 |437 [449 [426 |449 |3.26 |343 [3.63 |3.09
UPCF 342 |386 [3.92 [444 [394 |403 |250 |2.89 [3.17 |239
UPCM 347 | 394 |3.83 [444 [408 |450 |[2.81 |[311 [325 |281

VER_F1 422 | 422 | 436 |461 | 425 | 453 |325 |350 |3.75 |3.19
VER_M1 406 |422 |425 |4.44 |4.14 | 431 |3.17 | 347 |3.47 |3.28
VER_M2 394 | 411 | 422 |467 |4.17 (464 |311 |3.22 |342 |3.14

Ranking

NAT 1 1 1 1 1 1 1 1 1 1
IBM _F06 |7 7 6 6 8 8 8 9 7 9
IBM _F 4 4 7 2 4 6 6 5 6 7
IBM _M 5 5 2 5 2 5 2 4 3 5
UPC_F 9 9 8 7 9 9 9 8 9 8
UPCM 8 8 9 8 7 4 7 7 8 6
VER F1 2 2 3 4 3 3 3 2 2 3
VER_M1 3 3 4 9 6 7 4 3 4 2
VER_M2 6 6 5 3 5 2 5 6 5 4

Table 88: Results of the TTS component evaluation S1 (Spanis

The results for S2 are reported in and Table 89.
Legend:
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WER Word Error Rate.
SER Sentence Error Rate.

S2
System WER SER
Score Rank Score Rank

IBM _F 7.5 3 375 3
IBM _M 12.1 6 53.8 7
UPC_F 7.1 2 33.3 2
UPCM 6.0 1 375 3
VER_F1 12.2 7 50.0 6
VER_M1 9.7 5 425 5
VER_M2 8.4 4 30.0 1

Table 89: Results of the TTS component evaluation S2 (Spanis

9.4.3 Detailed Results for Chinese

Table 90 gives the results of judgment tests S1 carried oltl@systems taken as a whole. Judges
had to rate the synthesized voices according to the 10 a&eguentioned below, using 5 point-scales
(in all cases: ‘5’ represents the best score and ‘1’ the worse

Legend:

NAT Natural voice, used as top-line in subjective tests.

NOK _06 Submission made by Nokia last year (re-evaluated this year)

Judgment categories:

OQ: Overall Quality,LE: Listening Effort,Pr: PronunciationC: ComprehensionA: Articulation,
SR: Speaking Rate\l: NaturalnessEL : Easy of ListeningPl: Pleasantnes#F: Audio Flow.

S1

System |OQ |LE [Pr [C |A |SR [N [EL [P |A
Scoring (1<5)

NAT 419 [462 [473 [492 [477 [477 [4.00 [385 [3.69 [4.23
CAS 386 |375 |[357 [429 |364 |454 [2.86 [289 |3.04 |2.96
NOK 285 | 231 | 250 [3.38 [277 |3.69 [2.08 [212 |219 |242
NOK_06 261 |274 [257 [370 291 |370 [2.04 [217 |2.04 |1.96
Ranking

NAT 1 1 1 1 1 1 1 1 1 1
CAS 2 2 2 2 2 2 2 2 2 2
NOK 3 4 4 4 4 4 3 4 3 3
NOK_06 4 3 3 3 3 3 4 3 4 4

Table 90: Results of the TTS component evaluation S1 (Ce)nes
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