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Abstract

Distributed cta strictues for manaes and vetas represatitg spase dia
hith stratued ad ustrutued ae dsaiked Fa ustrutued dia it is

dsaibed bow possas an dae amicdian ifamian frartle dia

stratue

1 Itrodutian

On distributed memry capitas dtastrictues ae nre cagicaed than
a shred Tay captes. Iddly every poessa ades a catan s

d vaidles ad wed aly the dta prtanig to thee vaidles. Hovewr,
sirre queratias siwch s tle rnx-vedtar padet ind e cahinigdtafran
waidles tht may Iag to dffeat poessas, the da strictures reed to

te extercd wth carectivity ifarstion

Ths pper wll dsaibe etarbd dta strictires far bth pdam an stre-

tired and ustructired gics. Raler thn tdking ant processas dredly,

the dsassian bere Wil dscrile tle dastructues patanigto regions intle
fisicd dzan Mudtife swchregas v ke asiged to asirge praessar.
Distrihtedstaag d sprse ratrices ws casidredin[4 ], vere it v stom
tht ‘irtegnty peservitg rathssigrats f mras to poesas hae

aligh pdshlity d grerating an een dstribtion far reirices wth linded
nihers d movers pr roy ldun
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2 Regda gid pdlan

O gids the ae (tgdgcdly) a Catesian podet o irterds heth vectas
adranes cn ke rqreated sirgyintamd Fatraaras. Te esiest
wy tosdet areganframmchagidis tolet it ke apadet & sthiterds,
sotht aveda « canle dladed

real x(ipts,jpts)

Stase pdlantyp cdly caafrard frere equtias, siwchas tle five part
catrd dffrene steml, vere tle mrxeda ntigictialy = Az ma
part (¢, j) o the gidtaes the fam

Yij = ijaij — bijaijpr — Cijij—1 — dijTipg — €ijTi—ij.

In distribited comtation, for som valve of ¢ and j oe or ore of the reigh
boring el erarts of « wll be part of amother regon

It is dbvios that som data wll have to be nved fromthe owing regon of

the inpit data to the region storing the fiml result. Less clear is vhichdf the

tvo should do the comutation invd ving the inpt data. Suippose that ve are

comuting b ;x5 andthet ;54 1s owed by a wighbowring region. In the

wal regim the region that contairs location (¢, j + 1) wll send iju totle
regon that hes (¢, j), and there the mltiglication wll be performad Tis is

called ‘ower comutes’, bt ‘witer comutes’ vouldbe arore acarate term

reflecting that aregon does all of the comutation that wll be witteninit.

Altermatively; followinga ‘reader comutes’ rule, the ower of (¢, j +1) candoall
o the comtationwsingits data as inpt, inthis case perfornmg the ml tipli-
cationb ;54 andsending the comleted result to the ower of location (7, j).
Srce the mtrix of a fie-port stercil is structwally the Gartesian prodict
o tvo tridagomal ratrices, ve casider the moltipication wth a tridi agomal
mtrix as atome for the rorart. Tis corresponds to an operation

Yi =a jx; —bjwi1 — civiq
and let 18 assum for the rorart that ve are comsidering comuting this for
therange ¢ =1, ... | n.
In the ‘witer comutes’ regm additioml impt elerarts z o ad & np are
meeckd, soif ve allocate

real x(0:n+1)

the abowe three-termaveraging can be performad for al elerarts 1. . n wthot
exceptional conditions on the boundary. It corresponds to a matrix maltiplica

tiony =Hax if the coefficients @, b;, ¢ are stored in a tridagoal mtrix H
a8

Hi;=a;, Hi1==b, Hyip =—ci.



Note that ve requre that the mtrix includes nomstandard el erant H 1,0 ad
Hppp - Soring this matrix [ in a lrtran array H can be doe by allocating

real H(n,-1:1)
wth the comersion comvertion
H(i, j)=H iy -
Tis allocates the three momero diagomls of the matrixin contigos storage,

so that the matrixvector miltiplication can be perforrad by diagomls [3 ].
Allocating the matrix as

real H(-1:1,n)

pts the row of the matrix in cosecutive storage, and requires a coversion
corvertion

H(i, j)=H i4j; -

/
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Hguwe 1: Dagoal and rowstorage for ‘witer comutes’ rule.
Note that, vhereas the input vector requires tvoadditional el enants, the output
vector can sirply be allocated wth the elerarts 1. . n.

Inthe ‘reader comutes’ regim ve reed o additional 1mpt el erarts, hit ve

perfomthe extra comutatios b nH Tn and ¢ gx1, to be sent to the right and
left reighbouring region respectivel y. Storing the a iy bi, ¢ coefficients againin
atridiagoml mtrix H, ve mowreed romstandard el erarts H —padH g
Srch a mtrix can be stored in a Krtran array decl ared as

real H(n,-1:1)

(storing dagomals contiguosly) wth a comversion convertion
H(i, 3)=H iy,

or (storing colums conti gosly) as



real H(-1:1,n)

wth a coversion covertion

B(i, §)=H iy -

Tigwe 2 Dagoral and coum (Tinpack) storage for ‘reader computes’ rule.

Tis latter storage rock is the band storage wed in Tinpack [2 ] and Tapack [ 1
Gererdlizing the abowe storage mdes to miltidirasionl problern irplies
that, vectors may have to be stored as

real x(0:ipts+1,0:jpts+1l, ... )

and that the offdiagomls of the mtrix have to cotain som rostandard
el erarts.

3 Irregdar grid prob ern

If the physi cal dorai nrolonger has asiple prodict topol ogyit becoras harder

to knowwhich variables border on a certain region. Tus, in addition to the

real arraystoring val ues of variables amrber of integer arrays wthinformtion

about the dormin, 1ts partitionng into regos, and the comectivity of those
regas, wll have to be declared

3.1 Assumptions

In a dstrihted copting emiromant it is mot aly a question how con
rectivity is arranged, bt also how commicating regos gt to koow this



inforration. Te discssion inthis section wll assum that a mtrix has been
centrally comstructed, and that processors receive som part of 1t and costruct
the comectivity information thersel ves besed on vhat 1nformation abot the
matri x they recel ve.

A ‘witer coqutes’ mde of comutationis assuad

3.2 Vector storage
Sice far irregdar grids the cocept of dimarsion of the physical domin dis-

appears, ve have to store variabes in a lirear array. As in the case of regdar
gid abow, ve stare for a regon both the owed variabes and the bordering
variables the 1rfarmation of which is meeded to comte valwes of the owed

variabl es.

Even under the assumtion that the g obal murkering of variabes is such that
every region hes variales that are muhered comsecutively, the mrbers of
bordering vari abl es meed ot cbey any pattern (for the regular grids they cam
insequences wth castant stride). Tus, skips inmrbering betveen bordering
varial es and local variales can be arhitrarily large, and since ve vart to keep
local storage to a size proportionl to the muher of local valwes, ve have to
rerap the gl obal murheringintoalocal muhering that is contiguos. We reed

Hgre 3. Exaple domin, wth owed and bordering variables of a certain
region indi cated.

ae real array for the data, and an integer array of the sam size wth the
remurberi ng i nf orrati on:

real x(n_vars)
integer global_num(n_vars)

In order to distingush betveen owed and bordering variables it is recessary
to have arother irteger array:



n_vars =8

7| 121531 |32 | 33| 47 ‘53
global_num(n_vars)

‘ x(n_vars)

KF\‘JKU n_owned_vars = 3

4/5 16 owned(n_owned_vars)

Hguwe 4 Rrapped inpit vectar and 1nforrationon vhi chindexes are owed.

integer owned(n_owned_vars)
(Gptation then wll take the form

do i=1,n_owned_vars
x(owned(i)) = ...
end do

Under the simplifying assumtion thet all owed variales inaregion are mum
Fered casecutivel y ve can redice this to asingde integer storage

integer owned_low
wth the coptation taking the form

do i=owned_low,owned_low+n_owned_vars-1
x(i) = ...
end do

3.3 Connectivity information

Er the bordering variaes it is recessary to kiowto vhat hordering regon
they belong, or rather, for each region sending bordering val ues it 1s recessary
to krowviere these have to be stored in the mot-owed portion of the vector.
Dths end ve reed tvointeger arrays

integer in_locs(n_in_vars)
integer in_regions(n_in_regions+1)

suwch that if region¢ send imcomng data, the muber of iternis
in locs(é + 1)— in locs(i)
and they have be stored inx(in_ locs(k)) for

k =in_regions(i) .., inregions(i + 1)— L



n_vars =8

7 12‘ 15‘ 31‘ 32 33‘47 ‘ 53

global_num(n_vars)

‘ ‘ ‘ ‘ ‘ x(n_vars)
T W\ T H{ n_in_vars =5
1 ‘ 3 7A 8 in_locs(n_in_vars)
(‘j n_in_regions=3
112 |4 in_regions(n_in_regions)
in_region_nums(n_in_regions
13le _region_| (n_in_regions)

Hgure 5: Parter structure for 1nconmg data i tern.

Amal ogasly, a pointer stricture 1s reeded for sending otgoing data itern to
bordering regiors.

3.4 Matrix storage

In this section ve wll cosider an extersion of (Orpressed Rw Sorage to
distributed comtation Qdinary (S is based on ore real and tvo irteger

arrays

real matrix_elements(n_nonzero)
integer column_nums(n_nonzero)
integer row_first_locs(n_rows)

Te mowero elerants of rows are stored 1n locatios
row first locs(i) . rowfirst locs(i + 1)—1

o matrix_elements, were the corresponding elerart 1n column_nums g ves
the cd um murher of the rorzero.

We rowcorsi der the case where a processor hand ing a regjon recei ves the rove
caresponding to the variables of that region Hrst of all ve note that, becaise of
the rerappng fromgl obel to local variale nukering, the array column_nums
has to be updated accarding y.



Strictly speaking, aregonmeeds aly the row carresponding toits owed vari-
ales in the corse of the coqmtation Hwewr, in addition arrays such as
in_regions are reeded and if possibe ve varb to comstruct those in a dis-
tribited ramer. Te fdlowng tvo assumpti os ake that possiHe.

1. FEach region kmows the partitionng of all variables over the set of regiors.
2. FEach region has all rows of the global matrix that have a nomgero coeffi-
cient a;; where ¢ or j is anowred variable.

- connections among owned vars

connections to incoming data
connections to outgoing data

Hguwe 6: Nowgero structure reeced for parallel mtrix operatios.

Inefect, ve requre each processar to hawe the nomzero variables in the shaded
regios in figre 6.
A fewrerarks about this.

. If the variabes are mutered in such a vay that each regon owes a
Hock of cosecutivel y mrhered variables, then the first assumption can
Le satisfied wthfor eachregononly twintegers per reglonextra storage.

. Terowa ;. for vich? is anowedvariable wll be namnd ‘ essential* since
they are recessary for the comtationof Ar under the “witer coqmites’
rude. Rwe a ;4 for wlich 7 1s mot owed wll be called ‘monressertial’.
Hvever, ve wll see inthe next section that they make 1t possible that a
region can costruct 1ts ow comecti vity 1nformation.

. Including som ronressertial rowe gives each regon those rowe that are
recessary to comute the matrixwector products wth both A and A
Te mitiplication wth A t imdws som, bt ot all, elemnts in the
moressertial row of A

. Te extra row are these valwes of ¢ for vhich there 1s a j swh that
a;; 70 and j is an owed variaHe. Such 4 -valwes correspond to variaHes
bordering on the region, and their nurker 1s wwlly of alowr arder than
the muber of variables inthe regon Tis the aout of extra storage
meeckd 1s 1ot prohihitive.

. Ronthe previos poirt it folow that the murber of row is n_vars (see
section 3.2), that the array global_num describes viat row they are, and



that the array owned g ves the muters of the row that are reeded for
the matrixvector product wth A

D non-essential matrix rows - essential matrix rows

az. 212 a15,: 847 53,

===z

row_first_locs(nvars)

AN A

ownd(n_owned_vars)

Hgure 7: Rwcoyressed storage of the essertial and non-essertial matrixrovs.

3.5 Construction of connectivity information

With the extended matrix described abowe, 1t is easy far a region to castrict

1ts comectivity inforration. Tet » be a rei ghbouring reg on, then

. region r sends variadde j as incomng dataif § is mot an owed variae
ada ;; 70 for sam¢ that is anowed variable;

. region 7 1s sert variale j as otgoing dataif j 1s an owed variabe and
a;; 70 for som ¢ that is ot an owed variaile.

Note that a region krove wat incomng data to expect fromits essertial rovs,

ht that it reeds the moressertial row to figre ot vwat otgoing data to

send Fr the incomng data, the sending regon determred the reed for this

fromts monressertial ros.

In coclwion ve can state that, under the assuption that the regios kiow
towthe variaH es are partitiored, 1t 1s emughif eachregionhas copies of certain
ratrix rove as described above, plis the array global _num.
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