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Executive Summary

A research project between Woolworths and the Queensland University of
Technology under the scheme of the Woolworths Chair of Retail Innova-
tion was conducted between August 2012 to November 2012. This project
involved the application of the novel process mining techniques to analyse
the trailers’ GPS data collected by the Woolworths’ trailer tracking system.
The aim of this project was to gain objective, evidence-based insights (as
suggested by the GPS data) into the characteristics of, and variations in,
the routes taken to deliver goods between a number of Woolworths’ distri-
bution centres (DCs) and Woolworths’ stores. The data used in this project
were collected from both the trailers’ GPS events and the corresponding
goods delivery scheduling plans over a period of 19 months (Jan 2011 to
July 2012).

This report details the analyses that have been conducted by researchers
at the Queensland University of Technology with respect to the Woolworths’
GPS data, in collaboration with the stakeholders from Woolworths. The re-
search questions that drove the direction of the project are explained. The
treatments applied to the data for the purpose of process mining analysis
are also detailed. Finally, the results from our process mining analysis are
described. Our analysis results suggest that process mining techniques are
capable of addressing a number of questions that Woolworths had with re-
gards to their logistic process, resulting in the delivery of insights which
may be beneficial to Woolworths (e.g. an understanding of the correlation
between certain delivery routes and their corresponding delivery time).
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1 Introduction

Woolworths has implemented a system that tracks the trailers (vehicles)
used in the delivery of goods/supplies from Wooworths’ distribution cen-
tres (DCs) to Woolworths stores in the region of Sydney, New South Wales.
In particular, data related to the planning of the delivery of goods to various
stores and data from the corresponding trailers’ GPS units were collected.
While these data have already been used by the tracking system to generate
various types of report (e.g. vehicles’ idle time, and vehicles’ current loca-
tion), we see the potential for new insights to be gained by subjecting these
data to further analysis using techniques from a relatively new discipline,
called process mining [14, 13, 7].

Process mining has been applied to address a variety of problems related
to ones’ business processes in various domains, including government agen-
cies [12], finance [5, 4, 6], health [8, 10], and manufacturing [11]. Process
mining allows one to gain insights about one’s processes by using exist-
ing data as the starting point for analysis, thus enabling an evidence-based
approach to understanding the behaviours of one’s process, including its
problems and, more importantly, improvement opportunities. Given the
relatively wide range of domains in which process mining techniques have
been applied and the objective nature of these techniques, it is interesting
to see the extent to which process mining techniques can be used to address
a number of questions that Woolworths had with regards to their logistic
process.

Thus, a research engagement between the Queensland University of Tech-
nology (QUT) and Woolworths, under the Woolworths Chair of Retail Inno-
vation scheme, was established. The main goal of this research project is to
answer a set of questions that Woolworths would like to address through the
application of process mining techniques. The questions that Woolworths
had with regards to the delivery of their goods from the DCs to the stores
include:

• Q1: what are the optimal delivery routes between any two locations
to minimize the total distance travelled?

• Q2: to what extend do the expected delivery window is met in prac-
tice?

• Q3: are there variations in terms of the routes chosen between different
drivers, and if so, what are their impact on performance?

• Q4: are there any patterns of behaviour that can be used to predict
the occurrence of unauthorized openings of trailers’ doors?

We have attempted to address the above questions using well-known
process mining techniques, including process model discovery [7], fuzzy ani-
mation [1], and performance analysis. Given the explorative and preliminary
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nature of this project, an in-depth analysis of each question (particularly Q4)
is out-of-scope; however, the usefulness of process mining techniques in ad-
dressing the above questions was explored, the results of which are detailed
in this report.

Based on the results of our preliminary analysis of the data available
from the trailers’ GPS events and store delivery plans over a period of 19
months (Jan 2011 to July 2012), we have concluded that process mining
techniques can be used to address many of the above questions (especially
Q1 to Q3). To address Q4, we need to use insights gained from the process
mining analysis as input to classical data mining analysis - an effort that is
beyond the scope of this project.

This report is organized as follows: Section 2 provides a background
about process mining. Section 3 details the pre-processing activities applied
to the data before they can be used for process mining analysis. Section
4 summarizes the analyses undertaken and the corresponding results. The
conclusion and future work are summarized in Section 5.

2 Background

Today’s organizations rely heavily on IT systems to support their business
operations. These systems record a vast amount of valuable data which can
be studied and analyzed to reveal useful information to support business
operations. However, this data is often left unexploited, resulting in a stark
contrast between the perceived manners in which business operations are
conducted (e.g. in the form of process models/flow charts) and their reality.
This situation can easily lead one to make ill-informed decisions that may
have detrimental consequences. Therefore, the abundance of business data
recorded in today’s IT systems should be exploited in order to support
business decisions and to improve business processes. Process mining is a
novel approach that facilitates such an exploitation of data.

Process mining consists of a set of analysis techniques which together
can be used to understand the actual behaviour and performance of busi-
ness processes by studying events recorded in IT systems (also known as
event logs). The true benefit of process mining lies in the fact that it al-
lows evidence-based business process improvement and re-design. The three
main insights facilitated by process mining include process discovery, con-
formance, and enhancement (see Figure 1).

Process Discovery. Process mining allows the discovery of the actual
manners in which various business processes were conducted and as such
may provide valuable insight into differences between processes as they are
expected to be executed and the way they actually are.
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Figure 1: Key Capabilities of Process Mining

Conformance. If an organization already has a collection of process mod-
els (or business rules) for their respective processes, process mining can ver-
ify the extent to which executed processes actually conformed to the models
and/or business rules.

Enhancement. Process mining also enables one to gain insights into other
dimensions of business processes, including the relationships between re-
sources (social network) and the performance of various business processes
(e.g. bottleneck analysis).

Beneficial insights typically obtained from process mining include:

• the uncovering of new opportunities with regards to the way processes
are executed,

• the identification of root causes explaining why certain process variants
have better performance than others,

• the discovery of key indicators that can predict the behaviour of pro-
cess instances in the near future,

• the confirmation/refutation of long-held beliefs about the behaviour
of one’s processes, and

• the identification of problem areas in existing business processes (e.g.
process anomalies).

Two main ingredients required to start a process mining analysis are:
(1) a set of questions to be addressed, and (2) the corresponding data that
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Figure 2: Example of an event log

contain the necessary information to answer the questions. These two ingre-
dients were present in the project conducted with Woolworths, thus, allowing
us to embark on this process mining analysis.

3 Data Extraction and Pre-processing

3.1 Data Quality

The quality of process mining analysis greatly depends on the quality of the
data being analysed. The importance of having the right set of data in a
process mining analysis is crucial and should not be underestimated. For
example, attempting to discover the social network of resources working in
a process will be impossible if the data set does not record any resource
information at all.

Ideally, at a minimum, log data for process mining must contain the
set of activities/events related to the process to be studied. For example, in
Figure 2, the activities related to instances of an insurance claim request pro-
cess recorded in the log are ’register request’, ’examine thoroughly’, ’check
ticket’, and so forth.

Additionally, each event recorded in the log must be linkable to a case.
A case can be described as a sequence of events that together work towards
achieving a particular end. For example, a case can be seen as a collection
of steps needed to fulfil the lodgement of an insurance claim by a customer,
or to approve an international travel application of a staff member. The log
shown in Figure 2 contains activities related to two (2) cases, each identified
with case identifier ’1’ and ’2’ respectively.

Finally, one must be able to order the set of activities/events recorded
in the log according to the time when they occurred. This is normally
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translated into the fact that each event recorded must have a timestamp.

Woolworths’ Data There are two main data sets obtained from Wool-
worths. The first data set contains information related to the planning of
the goods delivery to various stores. The data were obtained from the logis-
tic application called TACTICS. This data set contains information related to
the date a delivery was to be performed, the start location, the end location,
the stores to be visited on each delivery, the expected delivery window time,
and other related information. Henceforth, we refer to the first data set as
the ‘TACTICS’ data. A sample of this data set is provided in Table 1.

Date Daily Store Start/End Trailer Delivery ...
Runsheet ID Location ID Window
TransportID

2011-01-07 1246300 Winston 1954/1954 AL24192 2011-01-07 ...
Hills 18:30 - 20:30

2011-01-07 1246300 Rouse 1954/1954 AL24192 2011-01-07 ...
Hill 13:00 - 17:00

2011-01-07 1246300 Kellyville 1954/1954 AL24192 2011-01-07 ...
17:00 - 19:00

2011-01-07 1246300 Blacktown 1954/1954 AL24192 2011-01-07 ...
18:00 - 22:00

... ... ... ... ... ... ...

Table 1: A snippet of data related to goods delivery plan

The second data set obtained contains data from the GPS system. It
records various GPS-related events, such as geofence entry, geofence1 exit,
routine location polling data, ignition on/off, and engine going to sleep.
Henceforth, we refer to the second data set as the ‘GPS’ data. Table 2
shows a snippet of the GPS-related data.

Date Event Trailer Lattitude Longitude Address ...
2011-01-01 Geofence A241107 -33.7835 150.814 Sargents RD ...
00:01:00 Exit Minchinbury
2012-01-01 Door AL241171 -33.8887 150.849 Balmoral ...
00:01:00 Open Cecil Hills
... ... ... ... ... ... ...

Table 2: A snippet of data related to Trailer’s GPS events.

These two data sets, in their raw form, are not ideal for process mining
analysis: while the GPS data contain the necessary activities and timestamp
information related to the delivery of goods between DCs and stores, the
notion of case is missing in the data. In other words, each event in the GPS
log cannot be linked to any particular case. More importantly, it was not
even clear in the beginning what constitutes a case in the process of goods
delivery from DCs to stores.

1A geofence refers to a particular geographic area that is bounded by certain perimeters,
e.g. an area which is recognized as part of a Woolworth’s store
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Figure 3: The definition of a ‘case’ for process mining analysis, which is
defined as a ‘journey’ taken by a particular trailer.

3.2 Case Definition

By analysing the data, and through a discussion session with the stake-
holders from Woolworths, we obtained the definition of a ‘case’. A ‘case’ is
defined as a journey taken by a particular trailer/vehicle from the time the
trailer exits a particular geofence location (i.e. the start location for that
particular journey), along all the stops at intermediary stores, to the time
when the trailer enters the geofence entry point of the end location for that
journey (which may be the same as the start location, but not necessarily
so).

Figure 3 shows how we can map the definition of a ‘case’ or a ‘journey’
into the two sets of data we obtained. In general, we use the TACTICS data
to obtain all the journeys that were recorded in the data. Each journey is
uniquely identified by the ‘dailyRunsheetTransportID’ field.

As shown in Table 1, the same ‘dailyRunsheetTransportID’ can be re-
peated over a number of entries; however, each entry refers to a different
store location. Thus, what Table 1 shows is that the journey, identified
by the number ‘1246300’, involved goods delivery to four stores: Rouse
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Hill, Kellyville, Winston Hills, and Blacktown. Furthermore, this journey
started and ended at the same location, identified by the number ‘1954’.2

Finally, the earliest time when the trailer should arrive at the first stop
(i.e. Rouse Hill) was ‘2011-01-07 13:00:00’, and the latest (maximum) win-
dow time allowed for the trailer to arrive at the last store (i.e. Blacktown)
was ‘2011-01-07 22:00:00’. By counting the number of unique ‘dailyRun-
sheetTransportID’ from the TACTICS data set, we thus obtained the total
number of potential ‘journeys’ (or cases) that we can analyse from the data.

Figure 3 shows how we can obtain all the necessary GPS events for that
particular journey by doing the necessary correlation between the TACTICS
data and the GPS data. From the TACTICS data, for journey number
‘1246300’, we can obtain the trailer ID involved (which was ‘AL24192’), the
despatch time for that journey (which was ‘2011-01-07 14:15:00’), and the
maximum/latest window time the trailer should arrive at the last store for
that journey (which was ‘2011-01-07 22:00:00’). Based on this information,
we then search the GPS data for all events that:

• were started a number of hours before the despatch time to allow for
any time deviation that may happen in practice, and

• were ended a number of hours after the maximum window time to
allow for any time deviation as well, and

• were related to that particular trailer as stated in the ‘TACTICS’ data
(i.e. ‘AL24192’).

Once we obtained all events that fulfilled the above three conditions,
we then identified the first geofence exit event from the start location of
that journey (in this case ‘1954 Erskine Park LDC’), and removed all events
that happened before this geofence exit event. Similarly, we also identified
the first geofence entry event to the end location for that journey (which
is similar to the start location in this case), and removed all events that
happened after this geofence entry event. The remaining events thus form a
journey based on the definition we provided earlier (i.e those events inside
the red box in Figure 3).

3.3 Data Correlation

The goal of the data correlation exercise performed on the TACTICS and
GPS data is to be able to tag relevant events in the GPS data with their cor-
responding journey identifier (i.e. ‘dailyRunsheetTransportID’). To ensure
accurate results, basic characteristics about the data need to be established.

2This location number can be mapped to a particular place properly by correlating it
with information from another auxilliary data set which contains all the location informa-
tion.
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To do so, we have imported all the data into a MySQL database and verified
a number of key characteristics of the data, including the fact that:

• every journey (i.e. every ‘dailyRunsheetTransportID’) involves exactly
one trailer/vehicle,

• every journey has exactly one despatch time, and

• every journey has exactly one start location and end location.

Data Completeness Issues. Upon further data analysis, we identified a
number of issues with data completenes. For example, 56,313 journeys (out
of the 153,426 journeys recorded in the TACTICS data) do not have start
and end location identifiers that can be directly mapped to known locations.
In other words, close to 37% of the journeys in the TACTICS data set started
and ended in locations that were ‘unknown’. Furthermore, certain journeys
in the TACTICS data also do not have the necessary despatch time and/or
maximum window end time information. Therefore, if we consider only
those journeys with usable start/end location name, and proper recording
of the despatch time and window end timestamp, there are a maximum of
96397 journeys that we can analyse.

There are 4,588 distinct trailer IDs recorded in the TACTICS data. How-
ever, there are only 200 distinct trailer IDs in the GPS data. In other words,
our analysis can only track the movement of less than 5% of all trailers
recorded in the TACTICS data. Of course, this is likely to reduce sub-
stantially the number of distinct journeys that we can correlate in the GPS
data.

Data Integrity Issues. We also encountered a number of data integrity
issues (which may be the result of incorrect recording or system glitches).
For example, the journey with ID ‘1687289’ contains one ‘outlier’ entry: the
window start time for one of the stops has the timestamp that is almost
one year apart from other stops. Furthermore, there were 8,860 journeys
in which the despatch time was later than the latest window end times-
tamp. Similarly, there were around 2898 journeys in which the window end
timestamp was earlier than the window start timestamp. These problematic
entries were generally excluded in our analysis.

Data Correlation Results. Using the data correlation logic explained
earlier in Figure 3, we ran the data correlation exercise between the TAC-
TICS data and the GPS data. There are a total of 6,218,185 events recorded
in the GPS data. Through this correlation exercise, we managed to identify
56,517 journeys from the events recorded in the GPS data. These journeys
were derived from a total of 1,388,436 events. This means that there are
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4,829,749 entries in the GPS data that we could not correlate/unaccounted
for.

These unaccounted events in the GPS data could be expected (e.g.
‘intermediary’/‘in-between-journeys’ events that we explicitly did not con-
sider in our correlation logic). Equally probable is that our definition of
a journey could have been too simplistic, not accounting for complications
in the trailers’ movement (e.g. a quick trip between two geofence locations
to pick up certain goods that was not meant to be part of any particular
journey). Further analysis is needed to polish the correlation logic.

The subsequent process mining analysis described in the remainder of
this report only considered those journeys that we have successfully identi-
fied from our preliminary correlation exercise. Data related to these journeys
were converted into the standard eXtensible Event Stream (XES) format [15]
so that they could be used for process mining analysis.

4 Process Mining Analysis and Results

Using the data that we have processed into XES format, we conducted
a number of preliminary process mining analyses to address some of the
questions listed in Section 1. To get a better understanding about the data,
basic performance anlayses were performed.

4.1 Basic Performance Analyses

Basic performance analyses were conducted using custom-built process min-
ing tool, such as the DISCO tool,3 which neatly summarized basic perfor-
mance statistics related to the data being analyzed.

Out of the 56,517 journeys that we have managed to identify, around
55% of all journeys (or about 31,620 journeys) were completed between 50
minutes to over 1 day - the remaining cases were completed in less than
50 minutes. We did not consider those cases that were completed in less 50
minutes because we were not sure if it actually made sense to have a journey
completed within such a short period of time.

Out of those 31,620 journeys, the average performance distribution is
shown in Figure 4. The top diagram in Figure 4 shows the average journey
duration. We can see that the case duration between various journeys follows
more or less a ‘normal’ distribution, with the mean value of 2 hours and 42
minutes (the minimum value is 52 minutes, while the maximum value is 1
day and 13 hours).

Similarly, the mean number of GPS events recorded per journey is 30 (see
the middle diagram in Figure 4). The minimum number of events recorded
per journey is 3, while the maximum number of events per journey is 288.

3http://fluxicon.com/disco/
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Figure 4: Basic Performacne Statistics of Goods Delivery Between DCs to
Stores

The bottom diagram in Figure 4 shows an interesting result: up until
end of May 2011, there were on average 200 active journeys (or cases) per
day. However, since then, the number of active journeys per day drop to
fewer than 100 per day. This could be due to a conscious decision to reduce
the number of journeys recorded in the log, or could be due to other business
decisions (e.g. change in the way journeys were to be planned, resulting in
the overall reduction of the number of journeys conducted per day).

4.2 Finding Optimal Routes - Q1

The next analysis performed was to address Q1: finding optimal routes
between any two locations to minimize total distance travelled. To do this,
we needed to do some modification to the data that we have converted into
the XES format. In particular, instead of treating the GPS events (e.g.
geofence entry, geofence exit, and ignition on) as the activities in the log,
we treated the ‘address’ field as the ‘activity’. Thus, instead of obtaining a
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sequence of GPS events, we now obtain a sequence of locations that a trailer
passed through in a journey.

Next, to demonstrate the usefulness of process mining in finding opti-
mal deliver routes, we took as an example the delivery between two direct
endpoints (no intermediary stops): Erskine LDC to Nowra. By filtering the
log to only contain those trips between these two endpoints, we obtained a
clear picture about the various routes that trailers took in the delivery of
goods between these endpoints.

In total, there were 190 total number of delivery between these endpoints
over a period of 1 year. We divided these 190 trips into three classes: those
that completed ‘quickly’ (between 2 to 2.5 hours), those that were ‘slower’
to complete (between 2.5 to 3.5 hours), and those that were really ‘slow’
(between 3.5 to 4 hours). The ‘quick’ class contains 115 trips, while the
‘slower’ and ‘slow’ classes contains 62 and 13 trips respectively.

Finally, we compared the two extreme classes (‘quick’ vs. ‘slow’) to
identify the differences in the routes taken that caused the differences in the
performance of the trips between these two classes. These differences were
identified through the application of proess discovery and fuzzy animation
techniques which (readily usable in the process mining tool, called the ProM
Tool [2]).

There are a number of process discovery algorithms, including the Heuris-
tic Miner [16], Fuzzy Miner [3], and many others. In this project, we ap-
plied the Fuzzy Miner in order to discover the variations in the routes taken
between ‘quick’ and ‘slow’ trips. To facilitate easy comparison, we firstly
created one ‘common’ process models that could capture all the possible
routes taken by both the ‘quick’ and ‘slow’ trips. This model was derived
by learning the data related to both ‘quick’ trips and ‘slow’ trips.

Once we obtained this one ‘common’ model, we then replayed the related
data using the fuzzy animation [1] technique. During the animation, the
more frequent a path between two activities (or in this case, between two
locations) was traversed, the thicker the line became. Thus, at the end of the
animation, we obtained a ‘map’ of most commonly-traversed routes: well-
traversed/dominant routes are thicker than infrequently-traversed paths. By
running the animation twice (first with the data related to ‘quick’ trips, and
the second one with data related to ‘slow’ trips), and comparing the resulting
maps, we can then visually identified the differences in the routes taken.

Figure 5 shows the resulting maps for both the ‘quick’ trips (left) and
the ‘slow’ trips (right). Note how these two models share exactly the same
structure, however, we can see that the dominant routes taken are very
different between these two models because the thickness of the lines are
different.

We have thus shown how we can apply process mining techniques to
quickly and visually identify the differences in the routes taken between
those ‘quick’ and ‘slow’ cases. We can then use the identified differences as
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Figure 5: Comparison of routes taken between ‘quick’ trips and ‘slow’ trips

input to address Q1: we have identified ‘optimal’ delivery routes which, on
average, took less time to complete. Of course, a more detailed analysis of
the exact distance of these ‘optimal’ routes need to be taken to be sure that
these optimal routes do translate into shorter distance travelled.

4.3 Accuracy of Delivery Window - Q2

To address Q2, we can use a custom-built tool, such as the DISCO tool to
obtain the average delivery time distribution between any two endpoints.
For example, by using the log that has been filtered to only contain trips
between the Erskine LDC location and Nowra, we can use the DISCO tool
to quickly show the delivery time distribution as shown in Figure 6.

From Figure 6, we can see that the majority of trips (61%) were com-
pleted between 2 to 2.5 hours. A minority of trip (around 6%) were com-
pleted between 3.5 to 4 hours, while in an extreme case, it took over 5 hours
to compelte the trip. By using this information, we can then address Q2 by
comparing the currently-used metrics in the estimation of delivery window
arrival time in Woolworth’s TACTICS application with those metrics shown
in Figure 6.
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Figure 6: Delivery time distriibution between Erskin LDC to Nowra Store

4.4 Drivers’ Behaviours - Q3

We can use the same combination of techniques to address Q3 as those used
to address Q1: instead of comparing log data between ‘quick’ and ‘slow’
cases, we could split the log into those journeys driven by DriverA and
those journeys driven by DriverB, between the two same endpoints (direct
endpoints without intermediary stops). We can then discover a common
process model based on these two logs, and used the same fuzzy animation
to obtain the two maps that show the differences (if any) in the routes taken
between the two drivers.

This analysis has not been conducted yet due to the inconsistent record-
ing of the drivers’ identifier in the log (i.e. the same driver can be reflected
with two more different identifiers in the log).

4.5 Predicting the Occurrence of Certain Events - Q4

Addressing Q4 involves identifying patterns in the way a journey was con-
ducted which gave rise to the occurrence of illegal door openings. Process
mining alone cannot address this question fully; however, insights gained
from process mining analyses can be used as input to classical data mining
analysis, such as classification analysis [9], in order to identify the relevant
predictors. For example, the choice of certain delivery routes by a particular
driver (identified through process mining analysis) may be used as inputs
to the well-known classification analysis to determine the precise causal re-
lationships between the choice of a particular route and the occurrence of
illegal door openings.

This project has not had the opportunity to go into such an in-depth
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analysis. Nevertheless, a similar analyses with regards to Q1 has been con-
ducted. In particular, we have done a preliminary analysis to identify rel-
evant factors that may cause the occurrence of ‘slow’ trips. The results of
our analysis show a discernible causal relationship among unauthorised door
opening events, the use of a particular trailer, and the occurrence of ‘slow’
trips in the delivery of goods between Erskin LDC to Nowra:

• ‘slow’ trips contain a higher proportion of unauthorised door openings
(about 7%), as opposed to ‘quick’ trips (about 3%), and

• about 50% of all unauthorised door openings occurred in a trailer with
the identifier of ‘AL241186’.

Of course, the exact causal relationships between the indicators listed
above and the occurrence of ‘slow’ trip duration still need to be verified
using the classical classification analysis from the field of data mining - an
analysis that we have not had the chance to conduct in this project.

5 Conclusions

This report has summarised the preliminary process mining analyses that
we have conducted on the Woolworths’ GPS data. In particular, data re-
lated to the planning and delivery of goods from DCs to Woolworths’ stores
have been analysed using a number of process mining techniques. From
our preliminary anlayses, we have shown the potential of process mining
in addressing a number of questions that Woolworths’ had with regards to
their logistic process. Of course, deeper analyses to address each of the
questions (listed in Section 1)is still needed. These in-depth analyses can be
considered as part of the future work.
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