
Mathematics. - On MAHLER''! partltion problem. By N. G. DE BRUIJN. 
(Communicated by Prof. W. VAN DER WOUDE.) 

(Communicated at the meeting of April 24, 1948.) 

1. Introduction. 

KURT MAHLER 1) obtained a formula for the number p (h) of partitions 
of the natural number h into powers of a given integer r:> 2, i.e. the 
number of solutions of 

h = ho + hl r + h2 r
2 + ... (1. 1) 

in non-negative integers ho, hl' h'2' ... '2). His result was 
0:: 

p(rh)=e0 (1) 2 r-tn(n-I)hnjn! 3) (1. 2) 
n=O 

which leads to the explicit result 

log p (rh) = _ 1_ (lOg _h_)2 + (! + _ 1_ + log log r) log h-I 
2 log r log h 2 log r log r 

_ (1 + log log r) log log h + 0 (1). ( 
log r ) 

(1. 3) 

In the present paper we give a more precise analysis of the O-term in 
(1.3). It turns out to be of the form 

'IJl (lOg h -log log h) + 0(1) 
log r 

(1. 4) 

wh ere ~p is a certain periodic function with period 1; the 0 (1) term can 
be further investigated. 

The series on the right of (1.2) has a similar asymptotic behaviour, 
with a different periodic function however. It is a solution of the functional 
equation F'(h) = F(hr- l ). We shall develop asymptotic formulae for the 
solutions of that equation in a separate paper. 

Our results on p(rh) are found in the following way. Since 

00 00 k 
}; p(h) Xh = JI (l-x r )- 1 = f(x) ( l x l <l) . (1. ?) 

h= O k=O 

we have 
2 • ., 

p(h) = e;~J f(e ei '?) e-hi'i' dt:p. (0 < e < 1). (1. 6) 

o 

1) On a special functional equation, Journ . Lo:1don Math. Soc. 15, 115--123 (1940). 
2) Of course only a finite numher of the h i are> O. 
3) Here rh = h' must he an integer. In view of the generalisation to nO:1-integml r we 

express (1.2) in terms of h instead of h'. See also (1.12) . 
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The function f (x) • regular for I x I < 1. can be èalculated with 
great accuracy in the neighbourhood of the points x = exp (2nvir-l') 
(v. ft = O. 1. 2 .... ) by a formula derived in section 2. Af ter that. evaluation 
of (1.6) leads to the announced results. 

It must be noted that the most important contribution to (1.6) arises 
from the neighbourhood of the point x = 1. Much smaller conributions 
are given by the points exp (2nvir- l ) (v = 1. . .. . r-l) and so on. These 
contributions are even much smaller than the errors we cannot avoid to 
make in the neighbourhood of x = 1. Therefore we restrict ourselves to a 
precise investigation of the neighbourhood ofx = 1 with a relatively rough 
estimation of f (x) on the remaining part of the circ1e I x I = (2. 

In the sequel we shall use formula (1.16) instead of (1.6) because we 
want to generalise our considerations to the case that r is not an integer. 
First we develop the necessary formulae. 

Henceforth r is an arbitrary number > 1. Although not always stated 
explicitly. most functions in the sequel depend on r. Numbers depending 
on r only will be ca lIed constants. 

Let P (u) denote the number of solutions of 

(1. 7) 

in non-negative integers ho. hl' h 2 • .... The generating function is 

rrJ 

F (s) = k~O (1 - e-srk)-I J' e-su d P (u). (Re s > 0). (1. 8) 

-rrJ 

F(s) re duces to f(e- s ) (see (1.5)) if r is an integer. The integral on 
the right of (1.8) is a STIELTJES integral. We notice that P(u) = 0 for 
u < O. P(O) = 1. Furthermore we have 

P (u)-P (u -1) = P (uJr) (-oo<u<oo) .. 

Namely. P(u) -P(u-l) denotes the number of solutions of 

u-I < ho + hl r + h2 r2 + ... ~ u .. 

which equals the number of solutions of 

-=::: U • 

(1.9) 

(1. 10) 

(1.11) 

sin ce for any solution hl' h2 • • • • of (1 .11) just one non-negative integer ho 
satifying (1.10) can be found. Since (1.11) has P(uJr} solutions we 
obtain (1 .9). 

IE rand u = hare integers (1.10) and (1.1) are equivalent. and so 

P (h) = p (rh) .. (I. 12) 

Moreover P (y) = P ( [y]) in that case. and 

p(rh)=p(rh+ I)= ... =p(rh+r-I). (1. 13) 
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Again considering the general case we first notice that by a well-known 
inversion formula we have 

a+ iA 

P (u --O) + P(u + 0) _ _ 1_ lim 
2 2niA~+oo J ds 

F(s) eUS
-;- (a> 0). (1. 14) 

a-iA 

Here the pa th of integration is the straight line. 
It will be convenient to opera te with P 1 (u) instead of P(u), where 

u a + ioo 

J' 1 J ds PI (u) = P (v) dv = 2ni F(s) e U S (l-e-S
) ~ (a>O) . (1.15) 

U-I a - ia;; 

The latter integral is absolutely convergent. 
By (1.8) we have (I-e- s ) F(s) = F(rs) . Consequently Pdu) can be 

written in the form 

a + ioo 

PI (u) = ~ j' F(s) el/sir ds 
2n t • S2 

(a > 0). (1. 16) 

a- ico 

From this formula we shall deduce the asymptotic behaviour of P1 (u) . 
The way back from P 1 (u) to P (u) will be an easy one. 

2. An exact [armuia [or F (s) . 

We shall derive a useful expression (formula (2.15) 4)) for the function 
( 1.8) , i.e . 

F (s) = /1 (I - e- srk)-I (Re s > 0) .. (2. 1) 
k = O 

in the neighbourhood of s = O. For a moment we restrict ourselves to real 
and positive values of s . We have 

log F (s) = i 2 m- I e-srkm . 
k = O m -= I 

From MELLlN 'S formula 
a + i 00 

e- W = 1 J r(z) w- Z dz 
2 n i 

a - j o:: 

we now infer that 
a+i:o 

(a > 0, w > 0) 

log F(s) = 2~i J k!O m~ lr(z) m - I (sr k m)-Z dz,. (2.2) 

a - i oc 

4) The present a uthor who found th is formul a in 1944 was informed af ter the war 
by Mr. MAH LER that a similar formula was communica ted to him about 1923 by 
C. L. SlEGE L. who never published it. Therefo re we present a full proof here. 
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the operation carried out being allowed in virtue of the convergence of 

a+ioo 

J 00 00 

~ ~I r(z) m-I (srk m)-Z I dz. 
o 1 

a-ioo 

Fjnally (2.2) leads to 

a + 100 

1 F( ) _ _ 1_ J _zr(z)C(1 +z)d 
og s - 2 ' s 1 -z z. nl -r 

(a > O. s > 0) (2. 3) 

a-ioo 

where l; denotes the RIEMANN l; ~function. lts functional equation gives 

s-ZT(z)C{1 +z)=-.---· - C{-z) •. -n (2n)z 
z sm t nz s 

(2.4) 

and it is easily derived that for 0 < s < 2nr we have 

-n+Hioo 

lim _1_. J s-Z T(z) C (I ;- z) dz = 0 
n-+",2nl I-r-

-n+l-i 00 

if n runs through the positive integers. It now follows from (2.3). (2.4) 
and from the estimation l; (a + it) = 0 (I ti) (0 <: a <: I) that. for 
o <s < 2nr. log F(s) equals the sum of the residu es of 

s-Z T(z) C (1 + z) (I - r-Z)-I. . . . . . . (2.5) 

We have to consider the roots z = 2nikjlog r of I-r- Z (k = O. +1. +2 .... ) 
and the poles z = O. -1. -2 .... of T(z). The point z = 0 is the only 
pole of l; (1 + z) and thus it is a triple pole of (2.5). 

First we evaluate the residue at z = O. We have 

z C (z + 1) = 1 + ')' z + ')'2 Z2 + ... . . . . (2.6) 

where ')' = 0,5772157 ... is EULER's constant, and ')'2 = 0.0728158 .... 
Furthermore 

zT(z)=I-')'z+tT"(I)z2+ .... .... (2.7) 

where Til (1) = ')'2 + i n 2
• 

s-Z = 1 - z log s + } (log S)2 Z2 - • • • (2.8) 

z log r 1 + I I +] 2 (I )2 + 1- r-z = '2" Z og r 12 z og r ... (2.9) 

It follows from (2.6), (2.7), (2.8) and (2 .9) that the residue of (2.5) 
at z = 0 equals 

(log s)2/210g r-t log s + Uo . . . . . (2.10) 
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where 

. (2. 11) 

The residues at z = 2nikjlog r (k = -+- 1. -+- 2 .... ) are easily found to be 

ak S-2n ik/lo\l r • . (2. 12) 

where 

ak =r(2nik) C (1 + 2nilc)!IOgr. 
log r log r 

(2. 13) 

Finally we consider the poles n = -1. -2 .... of r(z). The residue of 
r(z) at z = -n is (-1) njn!; furthermore ,(1- n) = (-1) n-l n- 1 Bn. 
where the Bn are the BERNOULLI numbers defined by 

IX> 

yl(eY-l)= ~ yn Bnln! ; Bo = 1. BI = - t. B 2 = -~.B3 =0 .... 
o 

The residue of (2.5) at z = -n thus amounts to 

(n = 1. 2. 3 .... ). (2. 14) 

By taking the sum of the residues (2.10). (2.12), (2.14) we find 

(log S)2 00 _ IX> 

log F (s) = - - - t log s + ~ ak S-2:'llk/l0\l r + ~ fJn sn. (2. 15) 
2 log r k= - oo n=1 

The range of validity of (2.15), for which we took thus far ° < s < 2:rr, 
can be continued over the semi-circ1e Re s > 0, I s I < 2 .• r. For, the last 
series on the right of (2.15) converges for I s I < 2:rr, and the first one for 
Re s > 0. We have namely. for k ---7 -+- CD , 

ak = 0 (e-:r' Ik l/log r ik 1-1 log ! k I) . (2. 16) 

since I r(it) I(/) -Y2n e - t :'l l til t l- l and C(1 + i t) = 0 (log 1 tI) for t- ± 00. 

3. Preliminary estimations. 

In ort her to deal with (1.16) we first derive some rough estimations for 
F (a + it) jF (a). Here a and t are rea!. a > 0, and F is defined by (1.8) 
= (2.1). 

Lemma. We have 5 ) 

IF(a +it)IF(a) l::::; 1 (a> O. - 00 < t < (0) (3. 1) 

IF(o + it)jF(a) 1 ::::; ae· (O<a::::; lt l::::; e- l ) • (3.2) 

IF(a + i t)fF (a) 1 ::::; aC'Y' (0 ::::; I t i ::::; (J ::::; I, a > O. y = tla). (3. 3) 

5 ) The numbers Cl. C2, ... denote positive constants. If such a C occurs for the first time 
in a formula or statement we mean that it can be given a positive value such that the 
formula or statement is correct. At a second occurrence it keeps the value given to it 

the first time. The same applies to positive functions C (J.) etc. 



664 

Proof. (3.1) immediately follows from 

11 - e-a rk I ::::; 11 - e-(a+it) rk I. 
More generally we have (-00 < t < 00. a> O. K = O. 1. 2 . ... ) 

I 
F (0 + i t) I ::::::::: JIK 11.- e-(a+it)r

k I-I. 
F ( ) '"' k' • • • (3. 4) o k=O l-e-ar 

It is easily seen that 

1

1- e- (a+it)r
k 'I_I = ~ 1 + 4 e -

ark sin2 (t t/) ~-i. 
l_e-ark ~ (1_e- .. rk )2 ~ 

Assuming that 

It lrK::::;1 . arK::::; 1 ... . . (3.5) 

we have for 0 <: k <: K 

So if (3.5) holds. the right-hand-side of (3.4) is Ie ss than 

1 + i - . (0 rk)-2 e- I ::::; 1 + A . ~ (
trk)2 ~- I (K+I) ~ ( t )2 ~-i(K+I) 
n ~a 

For K we may take 

K = [Min (log 0-1. log I t 1-1)/log rl 
so that for 0 < a ::::; 1. - 1 ::::; t::::; 1 we obtain 

lo\! Max(~. 1 til 

I F ~ tt) I ~ ~ 1 + (;0 r ~ 210g r •••• (3.6) 

We can now prove (3.2) and (3.3) . First suppose 0 < 0 <: I t I <: e- 1 . 

Putting I t I 0-1 = Y :> 1 we have. as 1 + 2- 4 y 2 > (ey) C, • 

log I F (0 + i t)/F (0) I ::::; 1
2
0

l
g l!l . log (1 + 2- 1 y2) ::::; 
og r 

~ C1 log I tI· log e y = C1 (log 0 + log y) (1 + log y). 

The latter expression is a concave function of log y . whose maximum in 
the interval 1 <: y <: e- 1 0-1 is attained either at y = 1 or at y = e- 1 0-1. 

Both points give the value C4 log a. This proves (3.2). 
Second suppose 0 <: I tI <: a <: 1. 0> O. Since 

(O ::::; y ::::; 1) 
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we infer from (3.6) 

IF(o + it)jF(o) I ::::; ec.y2loga 

which proves (3.3). 

4 . The asymptotic behaviour of PI (u). 

According to (2.15). a first approximation to F (s) for s in the neigh~ 
bourhood of the origin is exp {(log s) 2/ 2 log r}. If we had to evaluate the 
integral (cf. (1.16)) 

a + ioo J' e(logS)'12Iog r eusl r ds (a> 0) 

a-iao 

for large positive values of u we would choose an integration path passing 
through the saddle~point near the origin. i.e. the point s = o. where 0 

satisfies 

log 0 - :-"-- + U r- I = 0. 
o log r 

0>0. . . . (4. 1) 

For u > 0 the number 0 is uniquely determined by (4.1). H enceforth 0 

denotes this special function of u. We now take a = 0 in (1.16) also: 

a+ioo 

r f ds PI (u) = -2' F(s) euslr 2" ' 
nl S 

r;-ÎCXl 

With the abbreviations 

we have 

s=o + it. t=yo 

" (u. y) = F(s)J F (0) . ei u Y 'Ir (i + i y) - 2 

00 

K (u) = f" (u. y) dy . 

- 00 

r 
PI (u) = - F (a) eU

' lr K (u) . 
2na 

First we prove that for any number J. > 0 we have 

J. 

I K (u) -.f " (u. y) dy I ::::; C7 aC. (i.) 

- < 

(4.2) 

(4.3) 

(4.4) 

. (4.5) 

. (4.6) 

For u ~ co we have 0 -7 O. and so C9 can be chosen such that u > C9 

implies a<e- 1. Now by (3.2). (3.3) and (4.3) we have for u>c9 
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with ClO(l) = Min (Cl' c2l2) iE l < 1. clO(l) = Cl iE l:> 1. It Eollows. 
that. iE l < e-1 0'-1. 

e-Ia- I Ij" (u. y) dy I ~ t:rt OCIO(l) • • • • • • (4.7) 
). 

Furthermore we have. by (3.1).I,,(u.y)1 <: (1 + y2)-1 Eor any u and 
y. and it Eollows that 

CD CD Ij ,,(u.y)dyl ~ j 1~y2~eo . .... (1.8) 

e-Ia- I e- Ia- I 

and also 

CD 

IJ'x(u.y)dyl ~ eo iE l;:::e-IO'-I. 

l 

(4.9) 

F rom (4.7), (4.8), (4 .9) and the analogous inequalities for y < 0, (4.6) 
follows immediately (C7 = 2e, Cs (2) = Min {I. CIO (J.)}) . 

For a doser investigation of ,,( u, y) for small values of J y J we use 
(2.15). Introducing the abbreviations (s = 0' + ia y) 

al CD 

I: ak S-21ti k flog r = g (s), I: fJn sn = w (s),. . . (i. 10) 
-al I 

e(u. y) =exp [llog2 (1 + iy) + 2 log 0' • log (1 + ig)I/210g r- l (i. 11) 
- ~ log (1 + iy) + iuyO'/r + g(s)] ~ 

we have 

,,(u. y) = e (u. y) e-g (7)+ O'(S) -w (,) • • • • • (4. 12) 

If 0' < e- 1• I y I <: 1 we have 

Iw(s)1 < ClIO ••••• • •• (4.13) 

and by (2.16) and (4.10) 

Jg(0'+iO'y) J< C12' . .. (4. 14) 

In virtue of (3.1) and (4.3) we have 

1,,(u,y) 1 ~ 1,,(u,O) 1 = 1 (- 00 < y < CD). . • (4. 15) 

and it follows from (4.12) , (4 .13) and (4 .14) that 

l I 

I j,,(u.y)dy-e-g(' )je(u,y)dyl < Cl3O' for O< l < 1. U>C9' (4.16) 

-Á - l 
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}. 

We transform f e(u, y) dy by introducing a new variabIe z by 
-I. 

t Z2 = log (1 + iy)-iy. 

y=Z+!12Z2+fl3 Z3 + ... (lZ I< CI1) 

On expressing u in terms of a by (4.1) we obtain from (4 .11) 

(4. 17) 

(4. 18) 

\log2(I+iy)+z210ga . . ~ 
Q(u,y)=exp ? 210gr -ïlog(1 +ty)+g(a+tay)~(4.19) 

IE we put, for a moment, 

log a/log r = v 

the function e g(s) becomes an analytical function of the variables v and y 
in the range I Im v 1< t7T/log r, I y 1 < cos Um v log r), since g(s) is 
analytical for Re s > 0 (cf. (2.16)). Moreover it is a periodic function of v 
with period I. It follows that e g(s) can be written in the form 

7J 

eg(' + i~y) = JE Xn (v) yn . (4.20) 
n = O 

wh ere the functions Xn (v) are analytical in the strip I I m v I < tn/ log r, 
periodical mod I, and satisfy 

IXn (v) ! < c7t (- 00 < v < 00, n = 0,1. 2, ... ). 

If v is real (4 .20) converges for I y I < l. 
We now easily deduce from (4.19) and (4.20) that o (u, y) dd

y 
can be 

~ z 
written in the form (a real) 

e (u, y) dy = ez' log '/210g r i 1jJn (~Og a') zn 
dz n = O log r , 

( lz l < CI6)" (4.21) 

Again, '/j'n (v) is analytical for I Im v 1< t:r/ log rand 

(-00 < v< 00, n =0,1, 2, .. . ). 

It is easily verified that 

. (4.22) 

Now take ClS < 1 such that -CIS -< Y -< ClS implies I z 1< -}C14' 

Cl ï I z I < i and either I arg z I < ·h or I arg -z i < !;r. Let (1 and (::! denote 
the values of z for y = -C IS and y = + CIS, respectively, and put 
Re ( I:! = R e r.?2 = Cl!)' Now the integral 

f," .r e (u, y) dy 

13 
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can be expanded in a familiar way by means of (4.21): for any positive 
integer N we have (u> c9. 0< e- 1) 

I j
c,: 2N+l (I )j~ , 10ÇJ,-1 I e (u. y) dy - 2 tpn -og a e -z' 210ÇJ r zn dz < 

n=O log r 

(4.23) 

On taking for our integration path the broken line consisting of the 
segments (Cl' 0) and (0. C2)' we find because of 

1 C17 ; 1,2 1 < -}. 1 arg - ;11 < in:, : arg C21 < in: 

(put 1 z 1 = t on both parts of the path) if n :> 2N + 2: 

ç. IJ e-Z ' log, - I/2loÇJ r zn dz I < 
" 

1; 1 ro 

< j' (2 cu)- n+2N+2 e- t ' log ,-1 /110g rit 12N+2 dt <J. 
- 1;, 1 -00 

It now follows from (4.23) that (u > C9' 0< e-1) 

c .. 

I J e (u, y) dy-

_ (2n: log r)* ; (~~)m (2m)! tp2 (lOg a) 1< C21 (N) . 
log a-I m=O log a-I 2m m! m log r (log O-I)N+ ~ 

(4.24} 

On taking À = CI S in (4 .6) and (4.16) we find (cf. (4.5). (4.1). (2 .15), 
(4.13) and (4.14» 

PI (u}=r l / log r e~7::~ -G+lo~ r)IOg'- !I09 109,- 1 X 
_ V 2n: 

. . (4.25} 
\ N (lOgO) l 
J 1: Cflm log r ( 1 ) 

Xc m=O (log o- I)m + 0 (log O-I)N+I ' 

where the functions 

( ) _ (I }m (2 m)! ( ) Cflmv-og r -2m ,1fJ2mV ••• m. 
. . (4.26} 

are periodic functions of v with period 1. analytical in I lm v 1 < -!n:/10g r. 
Especially 

Cflo (1
1
0g a) = eg(,) = exp ~ f ak e-2nikloÇJo/log r ~. • • (4.27} 
og r ( -00 ~ 
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Formula (4.25) is our fin al result for the asymptotic behaviour of Pdu); 
a is related to u by (4.1) and cannot be expressed explicitly in terms of u 
in a simple way. 

5. Pinal results cOllcerning P (u) . 

The difference P(u) - Pdu) is relative1y smal1. We have, by (1.15) 

P (u-I) :s; PI (u) :s; P (u). 

and on the other hand. by (1 .9). 

. . . . (5. 1) 

P(u)-P(u-l)=P(u/r) :S; PI (ur-I + 1). (5.2) 

It follows that 

o ~ P(U)-PI (u) :S; PI (ur- I + 1). . . . . (5.3) 

In order to show that P t (ur- 1 + I) / PI (u) is small we first give a first­
order asymptotic expression for PI (u) explicitly in terms of u. It is readily 
derived from (4.1), 

that. if u ~ co . 

log a-I = log u -log log u + log log r -log r + 0 (log log u/log u). 

log log a-I = log log u + 0 (log log u/ log u). 

log2 a = (log u -log log U)2 - 2 log (r/log r) . (log u -log log u) + 
+ 210g log u + log2 (r/log r) + 2 log (r/ log r) + 0 1 (log log u)2/log u I. 

and we obtain from (4 .25) 

I P ( ) _ (log u-log !og u + log log r)2 + 
og t U - 21 og r 

P 1 ~ . + ( 2 + log r ~ log u -log log u + log log r - t log 27l + (5. 4) 

+ ~ ~ 2 . k (log u-log log u + log log r) ~ + 
..:;., ak exp 711 I 

- 00 og r 

+ 0 I (log log u)2/ log u I. 
The an are defined by (2 .11) and (2.13). 

From (5.4) it is easily deduced that 

PI (u r- I + l)/Pt (u) = 0 I exp (-log u + log log u) 1= 0 (u- !). 

Now (5 .3) shows that (4.25) and (5.4) re ma in valid if Pj (u) is replaced 
by P(u). 

If rand rh are integers we have P (h) = p (rh); thus (5.4) proves (1.4) . 
The more precise expansion (4 .25) however cannot easily be expressed 
explicitly in terms of u (or rh). 
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