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Abstract

With a set S of words in an alphabet A we associate the frame (S, H), where sH¢ iff
s and ¢ are words of the same length and h(s,t) = 1 for the Hamming distance h. We
investigate some unimodal logics of these frames. We show that if the length of words
n is fixed and finite, the logics are closely related to many-dimensional products S5™,
so in many cases they are undecidable and not finitely axiomatizable.

The relation H can be extended to infinite sequences. In this case we prove some
completeness theorems characterizing the well-known modal logics DB and TB in
terms of the Hamming distance.

Keywords: Decidability, undecidability, finite axiomatizability, Hamming distance,
product of modal logics.

1 Introduction

According to a rather old viewpoint on modalities, a proposition is possible in
a world if it is true in a similar world. An abstract ‘similarity’ relation should
be reflexive and symmetric, thus the corresponding modal logic is TB.

Similarity can be treated more specifically in different ways — e.g. one
of them was developed by Z. Pawlak and E. Orlowska and others within the
framework of information systems.

In this paper we study another, rather modest, but mathematically ex-
plicit approach to similarity of possible worlds — every world is presented by
a sequence of properties (coded by symbols of a certain alphabet), and two se-
quences are similar if they coincide at all positions but one. So we investigate
unimodal logics of the following relation on words: sHt iff s and ¢ are words
of the same length and h(s,t) = 1, where h is the Hamming distance. Recall
that the Hamming distance between two words of equal length is the number
of positions, where they differ.

Unimodal logics of this kind are closely related to many-dimensional modal
logics. If we consider the n-th power (cf. [3]) of an inequality frame (A, #)

(A7 #)n = (Ana #07 B %n—l)a
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we can see that (A", H) = (A", %9 U---U #,_1). Thus the O-operator in the
logic of (A™, H) can be interpreted as the conjunction of all (-operators in the
logic of (A, #)™.

If n = 2, we obtain a particular case of the Y-product studied in the recent
paper [11]. There it was shown that under certain conditions the product
modalities can be expressed in terms of the “Hamming-like” O-operator. In
this paper we extend the corresponding construction to higher dimensions.

If the length of words (the dimension of the product) is fixed, the modal
operator corresponding to H is rather expressive and as we will show, it can be
used to describe various geometric objects in A™ (like spheres or hyperplanes).
As usual in many-dimensional logic, there is a price for this richness — logics
of these frames for dimensions higher than two are undecidable; the Hamming
modal operator allows us to express all modalities of the n-dimensional product
of S5 (up to permutation). Hence we obtain undecidability for logics of the
relation H on words of fixed length greater than two.

However, for “long” words (w-sequences) there are some positive results.
We show that the relation H on binary sequences yields the well-known logic
DB (the minimal symmetric serial logic). This result can also be formulated
in terms of a certain relation on sets — ‘the symmetric difference of two sets
is a singleton’. For H, the reflexive closure of H, the results are extended to
sequences over any infinite I, and A with |A| > 1 — the corresponding logic is
always TB, the minimal symmetric reflexive logic.

2 Preliminaries
2.1 Syntax and semantics

We skip standard definitions concerning propositional modal logics (all logics
are supposed normal). M L(<$g, ..., <,_1) denotes the set of all modal formulas
constructed from the countable set of propositional variables PV using the
classical connectives A, — and the unary connectives <g,...,<,_1. Other
connectives are defined in the usual way, in particular, ;o = =$;—p. & and
[J abbreviate ¢y and [y, respectively.

PV (¢) denotes the set of all variables occurring in a formula ¢. The modal
depth of a formula ¢ is denoted by md(y).

K denotes the minimal unimodal logic. For a logic L and a set of formulas
', L + T is the minimal logic containing L and I". L 4 ¢ abbreviates L + {¢}.
Our basic logics are

KB:=K+00p—p, TB:=KB+p— Op, DB:=KB+OT.

The notions of a frame, a (Kripke) model, validity and the truth are stan-
dard, cf. [1]. The truth of a formula ¢ at a world w in a model M is denoted
by M, w E ¢; the validity of ¢ in a frame F by F F . For a set of formulas W,
FE ¥ means F F ¢ for all ¢ € U. F is called an L-frame for a logic L if FE L.

Log(§) denotes the logic of the class § (i.e., the set of all valid formulas).
For a frame F = (W, R), Log(W, R) and Log(F) abbreviate Log({F}).



Kudinov, Shapirovsky and Shehtman 397

A formula ¢ is satisfiable in a frame F at a point w (or briefly, satisfiable
at F,w) if (F,0),w E ¢ for some valuation 6. For a class of frames §, ¢ is
satisfiable in § (or §-satisfiable), if ¢ is satisfiable in F for some F € §. A
formula ¢ is L-satisfiable if ¢ is satisfiable in some L-frame.

For a relation R on a set W, R™ denotes its n-th iteration. So R° is the
identity relation on W and R"t! = RoR"™ for n > 0, where o is the composition
of relations. Put R<" := ROU---U R".

R~ is the converse to R, and R* := RU R~ is the symmetric closure of
R. For x € W, R(x) :={y | zRy}.

The cardinality of a set W is denoted by |W|. The restriction of a function
(frame, model) f to a set S is denoted by f|S. If (W, R) is a frame and
W 2V # &, the restriction (W, R)|V (= (V,R|V) = (V, RN (V x V))) is
usually denoted by (V, R).

A point-generated subframe with a root u of a frame F = (W, R) is

F1u:=F| U R"(u).

n>0

If F=F 1 u, u is called a root of F. Recall that

Log(F) = (1 Log(F 1 u),

ueWw

by the generation lemma.

A frame (W, R) with a root u is called a tree if R~ (u) = @ and R™*(x) is
a singleton for any x # u.

f : F — G denotes that f is a p-morphism from F onto G; the existence of
a p-morphism is denoted by F — G.

Recall that F — G implies Log(F) C Log(G), by the p-morhism lemma.

The next proposition is easily proved by induction on & (cf. e.g. [1]).

Proposition 2.1 Let M be a Kripke model over a frame (W, R). Then for any
x in M, for any @ of modal depth < k

M,z k@ < M|RSF(z),zE .

2.2 Words and trees

An alphabet is an arbitrary nonempty set. A* := {A\} UAU A2 U... is the set
of all words in an alphabet A, where A denotes the empty word. st denotes the
concatenation of words s and ¢; |s| is the length of a word s.

For s,t € A*, put!

st <= t=as for somea € A,
sdt < s<<tors=t,
sCt <= t=rsforsomere A*.

1 Note that in this paper words are ordered ‘from the end’. This is done for representing
numbers written in numeral systems, see the proof of Theorem 5.3.
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We regard natural numbers as ordinals. For n,k > 0, T}, 1, is the set of all
words of length at most n in the alphabet k = {0,...,k — 1}.

A nonempty set of words W (or a frame (W, <)) is a standard tree if (W, C)
has the least element ug and W is downwards closed:

Vuvv (u e W & u#up & v<du = v € W).

Proposition 2.2

(i) If p is DiB—satisﬁable, then there exists n > 2 such that ¢ is satisfiable at
(T, <), A

(ii) If ¢ is TB-satisfiable, then there exists n > 2 such that ¢ is satisfiable at
(Tns ),

Proof. (1) Suppose ¢ is DB-satisfiable. It is well-known that DB-frames are
serial symmetric and DB has the finite model property. So by the generation
lemma we obtain a finite DB-frame F = (W, R) with a root w such that ¢ is
satisfiable at F, u.

Now we use unravelling (cf. [3]). Given a finite DB-frame F = (W, R) with
a root u such that ¢ is satisfiable at F,u , we construct a tree F¥ = (W* Rf),
which consists of all R-paths in F starting at u; aR" /3 iff 8 is obtained by adding
a world at the end of a. There is p-morphism Ff — F sending every path to
its end.

Put n := max(|W|,md(p)). Since F is serial, it follows that 1 < |Rf(a)| < n
for any o € W,

We may further assume that |R*(a)] = n for all a in F# (in fact, 1 <
|R¥(a)] < n, but R¥(a) can be extended by adding virtual copies of one of
its elements; we skip the routine details here). Therefore F# is isomorphic to
(n*, <).

Since F is symmetric, it readily follows that (n*,<*) — F, and a p-
morphism sends the root to the root. So ¢ is satisfiable at (n*, <), \. Since
md(yp) < n, by Proposition 2.1, it is satisfiable at (n*, <%)|(<*)="()\), \. The
latter frame is exactly (T}, <%).

(2) The argument for TB is almost the same — take the reflexive symmetric
closure instead of the symmetric closure. O

2.3 Distances, products, and powersets

For a frame F = (W, R) we define the distance function

d(u,v) ;= min{k > 0 | u(RF)*v}
if the latter set is nonempty and co otherwise. If F is connected (i.e., (W, RF)
is rooted), d(u,v) is always finite.

Proposition 2.3 Let T be a standard tree, d the distance in (T,<1), V C T,
V| > 1, and d(vi,v9) = 2 for all distinct vi,va € V. Then there exists a
unique w € T such that u <* v for allv € V.
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Proof. If vy,v; € V, v1 # wvs, then there exists a unique point u such that
u <% v; and u <% ve. Also, for any v € V, if d(v,v5) = d(v,v1) = 2, then
u<E . O

For x,y € A™, by h(x,y) we denote the Hamming distance between x and
y:
h(x,y) = i | =i # yi}l-

For x,y € A*, put
xHy < |x| =|y| & h(x,y) = 1.

So h is the distance in the frame (A*, H).

P(U) denotes the power set of a set U; U AV denotes the symmetric differ-
ence of sets U, V. The frame ({0, 1}", H) is obviously isomorphic to (P(n), A1),
where

UMV <= [UAV|=1.

Consider an inequality frame? (A, #) and its power

(A7 #)n = (Ana #07 C) %n—l);

SO
X#Yy <= z; #y; and x; = y; for all j # .

Clearly, (A", H) = (A", #o U---U #,,_1).
Consider the translation ¢ : ML(<C) — ML(<,. .., 1) preserving
the atoms and the boolean connectives and such that

t(”)(<><p) - Qot(”)((p) VoV anlt(n)(tp)'
The following is trivial:
Proposition 2.4 For any A# @, n>0,0: PV — A", o, x € A",
(A, #)",0),xEt"(p) <= (A", H).0),xF ¢.
Theorem 2.5 (i) For any infinite A, n > 0
Log(A™,H) = Log(w™, H).

(ii) Log(w™, H) is recursively axiomatizable.

Proof. = We apply Theorem 4.3 from [4].
Let C be the class {(A, #) | A is infinite }, which is obviously axiomatizable
by a recursive set X of classical pure equality formulas. Let

¢l ={F" | Fec}.

2 A more precise notation is (A4, #4).
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Recall that for any m-modal formula ¢ there is a ‘cubic translation’
©"(x0,...,%n—1); it translates a propositional variable p; as an atom
Pj(zo,...,2n-1), and

(O:0)"(x0, -+ s Tn—1) = Yyly # x; = [y/x:]e™ (z0, ..., Tn_1)).

Then we have 7
CMEpeCETY oSk,

where V" denotes the universal second-order sentence obtained by quantifying
over all parameters and predicate symbols occurring in ¢™. This implies that
Log(C™) is RE.

On the other hand, it follows that Log(C[™) = Log((A, #)™) for any infinite
A. In fact, the above equivalence also holds for C = {(A, #)}, by the Lowenheim
— Skolem theorem.

Since the H-modality is recursively encoded in this language, the result
follows. O

3 Non-finitely axiomatizable logics

In this section we recall some known results on logics of Hamming frames: for
an infinite alphabet A, the logics Log(A™, H) are non-finitely axiomatizable for
all n > 0 (in particular, this holds for the inequality relation on an infinite set).
As the paper [8] is published only in Russian, we reproduce its relevant parts
here.

Theorems on non-finite axiomatizability for many-dimensional modal logics
usually require an intricate technique (see e.g. [5]). In our case we prove
a stronger result (non-axiomatizability in finitely many variables) by using a
rather simple construction. We base on the approach from [10], as far as we
know the first result of this kind in the context of modal logic.

Definition 3.1 For a modal logic L we define its m-fragments:

Lim:={peL | PV(p) C{p1,...,pm}} form >1,
L0 :={peL | PV(p)=wo}.

L is called m-variable axiomatizable if K+ L[m = L. A logic is called finite-
variable axiomatizable if it is m-variable ariomatizable for some m.

Frames F,G are called (modally) m-equivalent (in symbols, F ~,, G) if
Log(F)[m = Log(G)[m.

Lemma 3.2 [10],[12] Let A be a logic, m > 0, and suppose there exist frames
G, G’ such that G ~p,, G', A C Log(G), A € Log(G'). Then A is not m-
variable aziomatizable.

The next fact is a slight modification of the Jankov-Fine lemma (cf. [2],
[12]).
Lemma 3.3 (see [2], [12]) Let F = (W, R) be a frame such that R<F is tran-
sitive for some k > 0 and let G be a finite frame. Then Log(F) C Log(G) iff
there exists a point w in F such that F 1 w (= F|R<F(w)) —» G.
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Proposition 3.4 Let f be a monotonic® map from a frame (W, R) to a frame
(V,S). If there exists Wo C W such that |Wy| > |V| and wi Rws for all different
wy, we from Wy, then (V,S) contains a reflexive point.

Proof. Since |Wy| > |V|, there exist wi,wy € Wy such that w; # we and
f(wy) = f(ws). Then wy Rws by assumption, so f(w1)Sf(ws) = f(w1) by the
monotonicity of f. |

For m > 0 consider the frames K, := (m, #.,), K., :== (m, R,,,), where #,,
is the inequality relation on m; Ry, := {(m —1,m — 1)} U #,,. Thus K,, is
an irreflexive clique with m points, and K/ is obtained from K,,4+1 by sticking
two points into one reflexive point.

Lemma 3.5 [12] Kom 1 ~py Kb for any m > 0.
Theorem 3.6 [8] If A is infinite, then for any n > 0 the logic Log(A™, H) is
not finite-variable axiomatizable.
Proof. By Theorem 2.5, we may assume that A is the set of integers.
By Lemmas 3.2, 3.5, and 3.3, it is sufficient to show that for any m > 1
(i) (A", H) 7 Kp,
(i) (A" H) —» K/ .
Note that (i) follows from Proposition 3.4, since A is infinite.

Let aq, ..., a,_o be different elements of A.

If n =1, then we define f(a;) =i for m — 1 different elements ag, ..., @m—2
of A and f(w) =m — 1 for all other elements from A. It is easy to check that
fi(A#) > K,

Suppose n > 1. Let

Vi={x|xo+ 4+azp_1=0a;}for 0<i<m-—1,
Vm_lliAnf U V;

0<i<m—1

Clearly, A™ is the disjoint union of these sets. Moreover, for all i < m — 1, we
have
if x € V;, then H(x) N V; = &;
if x ¢ V;, then H(x)NV; # &;
for each x € A", H(x) N Vp—1 # @. (3)

Let us check (1). Let ¢ < m, x € V;, xHy. If follows that for some [ we
have z; # y;, and z; = y; for all j #1. Then > z;# > y;,s0y &V,

0<j<n 0<j<n
To obtain (2), take y such that x; = y; for i > 0 and yo = a; — >, z;.
1<j<n
Then y € V; and xHy.
Let us check (3). Consider the set

U:={y|xo#yo &Vj>0(y; =)}

3 Le., f is a homomorphism.
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Then U C H(x). Since U is infinite, and for each i < m — 1, UNV; is a
singleton, we have U NV,,_1 # @.

Now we define a map f : A™ — m by putting f(x) := ¢ iff x € V;. Since
every V; is nonempty, f is surjective. If xHy and x ¢ V,,,_1, then using (1)
we get f(x) # f(y); hence, f is monotonic. From (2) and (3) it follows that f
satisfies the ‘lift property’, i.e.

f(@)Rmi = 3y € H(z) f(y) =i.
Thus f is a p-morphism. |
Note that if n =1 then (A, H) = (A, #) and Theorem 3.6 yields

Corollary 3.7 If A is an infinite set, then Log(A,#) is not finite-variable
axiomatizable.

Remark 3.8 This gives us a simple example of a modal logic which is not
finitely axiomatizable, but has a finitely axiomatizable conservative extension.
Namely, by Corollary 3.7 the logic Log(R?,+#) is not f.a., whereas the topolog-
ical modal logic with the difference modality of R? has a finite axiomatization
[7].

Let Cy and C; be a reflexive and an irreflexive singleton, respectively. From
Lemma 3.5 it follows that for any m > 0

K2m+1 X C1 ~m K/Z"” X Cl, K2m+1 X Co ~m K/Qm X CQ.
Let A be an infinite set. If |B| > 1, then (B, #) — Cy, so

(A?#)X(Bv#)_»Kgnxcl’ (A77E)X(B?7é)7l»KmXC17
(A,;é) X Co —» Kfm X Co, (A, 7&) X CQ 74'> Km X CO7

which leads to

Corollary 3.9 /8) Suppose B is nonempty, A is infinite. Then
Log((A,#) x (B,#)) is not finite-variable axiomatizable.

Recently [6] a similar result was obtained for products with the minimal
difference logic DL: all logics in the interval between K x DL and S5 x DL
are not finite-variable axiomatizable. However, the logics described by the
previous corollary are not in this interval.

4 Undecidability

In this section we prove undecidability results on logics of Hamming spaces.
Fix n > 2. Our aim is to define unimodal operators (formulas) which
will emulate S5"-modalities in frames (A™, H). For this purpose we use a
formula sets(™ encoding the product structure on (A™, H) up to permutation
of coordinates.
Put 0% = ¢, Oy = OOy, 0% = A O, Olp = Oy,
0<i<l
OSlp = ap=l=p. Note that the operator OS" acts like the universal modality
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on (A", H): ((A" H),0),x F 0"y for some x iff (A", H),0),x E ¢ for all
x €A™

For each set U C n we fix a variable py. Let sets(™ be the conjunction of
the following formulas:

pe N =Cpg (4)

o=" \/ pu A /\ (pu — —pv) (5)
UCn UVCn, U£V

o=" /\ (pv — Opv) (6)

UVCn, [UAV|=1

o<" A (b — =Opy) (7)
UVCn, [UAV|>1

(Note that if we also add the conjuncts py — —Opy for all nonempty U C n,
then we obtain the frame formula for the frame (P(n), A1) at the point &.)
For x,y € A™ and a permutation o : n — n, let

DO’(X7 y) = {7’ | xU(i) 7& yg(l)}

The meaning of the formula sets(™) is explained by the following key fact.

Lemma 4.1 Let |A| > 1, (A", H),0),r F sets"™). Then there exists a unique
permutation o : m — n such that for any x € A" and V C n,

D,(r,x) =V < (A", H),0),xE py. (8)
Proof. For any x in A™ we define sets Ag(x),. .., An—1(x) (x-azis):
Ai(x) ={y | yHx & y; # =}
Clearly, H(x) is the disjoint union of the sets A;(x), and for 0 < i # j < n,
yHz fornoy € A;, z € A;. (9)
Put M = ((A™, H),0). Let o be the binary relation on n such that
(i,j) € 0 <= M,y F py; for some y € Aj(r).

First, let us show that ¢ is a permutation n — n.

By (6), M,r F Opgoy A ... A Oprr_1y. Let i < n. Then for some j < n,
y € Aj(r), we have M,y F py;y. Suppose k # 4, k < n; by (7), M,y F =Opyy;
by (5), M,y F —p(xy; so we have M,z 7 pyy,y for all z € A;(r). It means that o
is a function from n to n. If z € H(r) then M,z E —pg by (4), and if |V] > 1
then M,z F —py by (7). By (5), M,z E py for some V| and it follows that V'
is a singleton. It means that o is surjective, i.e., it is a permutation.
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Since o is a bijection, then h(r,x) = |D,(r,x)| for any x in M.

Let us check (8). By (5), for every x in M there exists a unique U C n such
that x F py. It follows that we only have to prove the left-to-right direction.

We proceed by induction on h(r,x).

If h(r,x) =0, then x =r, D,(r,x) = &; by (4), M,r F pgy.

For the induction step, let 0 <! < n — 1 and suppose that (8) holds for all
y € HS!(r). Let

h(x,r) =141, M,xE py, D,(r,x)="V.

We have to show that U = V.

If | = 0, then x € H(r) and, as shown above, U = {i} for some ; then, by
the definition of o, x € A,(;)(r), which means V' = {i}.

Suppose [ > 0. Then |V| = h(r,x) =1+ 1. Let V = {ig,...,4}. Take
points y(©, ..., y® such that for j <

y(j) S Aa(ij)(x) and Dg(l‘,y(j)) =V - {ij},

that is y,gj) = xy, for k # o(i;), y,gj) =1y, for k = o(i;).
Then h(r,y¥)) =1, and by the induction hypothesis,

M,y(j) Epv_{i} (10)
Since y\) € H(x), then by (7) we have
[UA(V —{i;})| <1forallj<lI. (11)

If U =V —{i;} for some j <, then M,y ") Opy_yi;y for some k # j
(note that [ > 0), which contradicts (7). Thus U A; (V — {i;}) for all j <[,
and [U|=1—-1or |Ul=1+1.

In the first case, by (11) we have U C V — {i;} for all j, so
UC N (V—{ij}) =2. It follows that I = 1. Let y =y, {i} = D,(r,y).

0<j<l
For each k # i we choose a point z; such that yHz; and M,z F py; 1y (such
points exist, because (6) and (10) imply M,y F Opy; r1). Let Z be the set of
these points. Since |Z| = n — 1, by the pigeonhole principle there exist two
points from the set Z U {r,x} which belong to the same y-axis. If these points
are r and x, we have a contradiction with (4), in all other cases we have a
contradiction with (7).
It follows that |[U| =1+41,s0 U 2 V — {i;} for all j, so

vo U v-fih=v.
0<5<!

Since |U| = |V, we obtain U = V. a

If (A", H),0),r E sets™ | then the permutation satisfying (8) is called the
(0, r)-permutation.
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For 0 <4 < n, put

planez(-”) = \/ PU-
UCn, igU

From the above lemma we immediately obtain
Proposition 4.2 Let |A| > 1, (A", H),0),r £ sets™, o be the (0,r)-
permutation. Then for any x € A™, 0 < i < n,

(A", H),0),xE plane(n) = To(i) = To(i) (12)

i

Finally, we define formulas <>§n), 0<i<n:
<>(") = 3V (( / (n) & (n)
; = plane; ’ — O(—plane; ™ A s))A
A(ﬁplanegn) — O(planel(.n) A(sV (O(ﬁplanegn) A s))))))-

For a formula ¢, let Ogn)go denote the result of substitution of s for ¢ in <>§n).

Let us illustrate the meaning of the above formulas. Ogn)go is true at a

point x iff either ¢ is true at x, or ¢ is true at a point y € H(x) such that the

following holds: if x € planegn)

y € planez(-n), ory ¢ planegn) and there exists z € planegn) such that xHzHYy.

In all cases we “move” along o(i)-direction; on the other hand, any point in
Ag(i)(x) is reachable. It means that the set of all “possible” points is

, then y ¢ planegn); ifx & pl(me(n), then either

9

{y |z; =y, for all j # o(i)},
and we have
Proposition 4.3 Let |A| > 1, (A", H),0),r E sets™, o be the (§,r)-
permutation. Then for any x € A™,

(A" H),0),xE 0" = 3y (D,(x,y) C {i} & (A", H),0),y F s)

For a formula ¢ in the n-modal language M L(<y, ..., Opn_1), we define the
unimodal formula [¢]():

I =pfor pe PV; [pAg]™ =[g]™ A]™; [2¢]™ = ~([¢]™);
[0:6]™ = o [g] ™.
Lemma 4.4 Let |A| > 1, (A", H),0),r E sets™, o be the (0, r)-permutation,
(A,A x A" = (A", Ry,...R,_1). Then for any n-modal formula ¢ with
PV (p) N PV (sets™) = @, for any x € A™, we have

((A™, Ry(0)s- - Ro(n_1)), 0),x E ¢ <= (A", H),0),x F [p]™ (13)

Proof. Note that R,y = {(x,y) | Do(x,y) C {i}}. Thus using Proposition
4.3, the proof can be obtained by straightforward induction on the length of ¢
(see e.g. [11, Lemma 3.5] for details). O
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Theorem 4.5 For |A| > 1, n > 2, for any n-modal formula ¢ that does not

share variables with sets™, we have:

@ is (A, Ax A)"-satisfiable <= sets™ A [p]"™) is (A", H)-satisfiable.

Proof. Let F= (4, A x A)" = (A", Ro,...,Rpn-1).

(¢<=). For any permutation o : n — n, the frames (A", Ry (q), - .. Ro(n—1))
and F are isomorphic, so by Lemma 4.4, ¢ is F-satisfiable.

(=). Suppose (F,0),r E ¢. Let o be the identity map on n. Put n(p) =
(p) for all p ¢ PV (sets(™); for V C n, put

n(pv) = {x| Do(r,x) = V}.

Since PV (p) N PV (sets"™) = @, (F,n),r E ¢. By a straightforward argu-
ment, ((A™, H),n),r E sets(). By Lemma 4.4, ((A", H),n),r E [¢]", so
sets™ A [p](™) is (A", H)-satisfiable. O

Since all logics S5", n > 2, are undecidable [9], and
S5" = Log({(4, A x A)" | A £ 2}) = Log((w,w x w)"),

we have the following corollaries.

Corollary 4.6 For any n > 2, the logic Log({(A™, H) | A # @}) is undecid-
able.

Corollary 4.7 For any n > 2, the logic Log(w™, H) is undecidable.

5 Completeness

In spite of undecidability proved in section 4, there are some positive results
on logics of Hamming frames over “long” words.  For functions f,g: I — A,
put

fHg < [{iliel, f(i)#g(i)} =1

Our first positive result is the completeness of DB with respect to the
Hamming frame of infinite (0,1)-sequences (2, H). We formulate it in terms
of sets of natural numbers. Clearly, the frame (2¥, H) is isomorphic to the
frame (P(w), A1).

Definition 5.1 Let (W, R), (V,S) be frames, x €¢ W, f W -V, n>0. f
is an n-reduction at z from (W, R) to (V,S), if the restriction of f on R<"(x)
is monotonic, and for any y € RS""Y(z), 2 € V, if f(y)Sz then yRy and
fy') =z for some y'.

Lemma 5.2 Let (W, R), (V,S) be frames, x € W, f be an n-reduction at x
from (W, R) to (V,S). Then for any ¢ with md(yp) < n, if ¢ is satisfiable at
f(z) in (V,S), then ¢ is satisfiable at x in (W, R).

Proof. Suppose ((V,S),0), f(z) F ¢. For p € PV, put n(p) = f~1(0(p)).
Then by induction on the modal depth of a formula, it is easy to check that

(W,R),n),yE¢ <= ((V,5),0), f(y) Fv
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for any v, [, y such that 0 <[ < n —md(z) and y € R<!(x). a
For a set U, Psin(U) denotes the set of all finite subsets of U.
Theorem 5.3 Log(P(w), A1) = Log(Prin(w), A1) = DB.

Proof. First, we introduce some auxiliary definitions. Fix n > 2. For z € w,
let T be the leaf a, ...a; € T, , such that z =mn™ + 3", ., a;n"~"! for some
m > 0.

Let d denote the distance in (T}, ,, <).

Let  €w, T=ay...a;. For w=",...by € T),_1, let [z:w] be the word
u € Ty, such that d(Z,u) = d(T,w) — 1. Clearly, [z:w] exists and unique: if
w C T, then [z:w] = apq1...a1 (= bpg1...01), otherwise (in this case r > 0)
[£:w] = b,_1...b1. Note that w <* [z:w]. By a straightforward argument, for
any u,v € T,—1.p

u<to & dTu) < dF,v) <= |[z:v]=u, (14)

u<tv = d(T,u) #dT,v). (15)

For I > —1, put Pj(w) ={V | V C U, |V| <1}. By induction, we construct
a sequence of functions f; : P;(w) — T; , 0 < ¢ < n, such that:
(i) if S,8" € Pi(w), S A1 S, then f;(S) <F fi(S");
(i) if S € Pi—1(w), £ > max(S), then f;(SU{z}) = [z: f:(S)];

Put fo(@) = A. Clearly, fo satisfies (i) and (ii).

Let | < n and suppose f; is already constructed and satisfies (i), (ii). We
define f;41 as follows.

Consider S C w. If |[S| < I, put fi11(S) = fi(S). Suppose |S| =1 +
1. Let S = {xo,...,21}, S; = S —{x;}. For any i,5 < [, if i« # j, then
Si Ay (S;N1Sy) Ay S;, s0 d(fi(S:), fu(S;)) € {0,2} by (i)

If fi(S;) # fi(S;) for some 4, j < I, then by Proposition 2.3 there exists a
unique u such that u <* f(Sy,) for all k < [. We put

fir1(9) = u.

Note that |u| < |f(S;)| or |u| < |f(S;), s0 fix1(S) € Ti—1,n-
If fi1(S;) = fi(S;) for all 4,5 <1, we put

fi+1(8) = [max(S): fi(So)]-

Since [max(S): f1(So)] <F f1(So), then fi41(S) € Tij1.n-

Let us check that f;y; satisfies (i) and (ii).

To show (i), suppose S Ay S', S, 5" € Pry1(w).

If both S, S” in P;(w), then (i) holds by the induction hypothesis. Suppose
[S|=1+1. If f(S—{a}) # f(S —{y}) for some z,y € S, then by the above
definition f(S) <* f(S — {x}) for any = € S, and (i) holds, since S = S — {z}
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for some x € S. Otherwise, f(S) = [max(S): f;(S)] <* f(S’), which proves
().

The key step in our proof is to check (ii). To this end, suppose S € P;(w),
x > max(S). Consider the following two cases.

Case 1. fi41(S) = fix1((S — {y}) U{z}) for all y € S. Then, by the
definition of fjq,

fira (S U{a}) = [max(S U{z}): fi(S)] = [x: fi(5)].

Case 2. fi41(5) # fir1(S’U{x}), where 8" = S —{y} for some y € S. Since
x > max(S’), by applying the induction hypothesis to f;(S’ U{z}), we obtain

frn (8" U{}) = fi(S" U {a}) & [2: f1(8)] = [z fisr (S).

It follows that fi+1(S) # [z:fis1(S)]. By (i), fi+1(S) 9% fira(S), so (14)
implies d(Z, f141(5)) = d(Z, f111(5")); by (1), d(Z, fi11(5)) > d(T, fi11(S5")),
and by (14) again, we obtain [z: fj11(S)] = fi+1(57). Thus

fi41(8) 9* [2: frsr (S)] = fi1(S") 9* [2: fisn(S)] = figa(S"U{a}).  (16)

By the construction of fiy1, fi+1(SU{x}) = u, where
u <t fi(9) = fi31(S), w<T filS U{z}) = fiya (9 U{x}).

So by (16) we obtain fi4+1(SU{z}) = [z: fi(9)], gq.e.d.

Let us check that f, is an n-reduction at @ from (Ppin(w),A1) to
(Ty.n, <F). f, is monotonic by (i). Suppose S € Py,_1(w), u € Ty, fn(S)<Fu,
If f,(S) <u, take z such that x > max(S), u C T; if u < f,,(S), then f,,(S) # A
and there exists x such that > max(S), f,(S) £ Z. In both cases we obtain
fa(SU{a}) = [z: fu(S)] = u.

By Propositions 5.2 and 2.2, we obtain that any DB-satisfiable formula is
satisfiable in (Pin(w), A1).

It follows that Log(Pyin(w), A1) € DB. Since (Pyin(w), A1) is a generated
subframe of (P(w), A1), then Log(P(w), A1) € DB. The converse inclusions
are trivial. a

The above proof gives us the following semantic characterization of the logic
TB.
For sets S, S’, put

SN S = [SAS|<1.

Since an n-reduction between two frames is also an n-reduction between their
reflexive closures, we have
Corollary 5.4 Log(P(w),A<1) = Log(Pfin(w), A<1) = TB.

Put fHg <= fHgor f=g.
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Theorem 5.5 Let I be an infinite set, |A| > 1. Then Log(Al,H) = TB.

Proof. Note that the considered frame is reflexive and symmetric, so
Log(Al, H) O TB.

To prove completeness, assume without any loss of generality that {0,1} C
A wCl.

We define F' : AT — 2. For f € Al to define F(f) : I — 2, we put

{0 @) =0
rn@={] 120

One can easily see that ' : (A!, H) — (2!, H), so Log(A!, H) C Log(2!, H).
For f: I — 2, let G(f) be the restriction of f to w. Clearly, G : (2!, H) —»

(2w, H), so Log(2!,H) C L H

follows that

0g(2*, H). By Corollary 5.4, Log(2¥,H) = TB. It

TB C Log(A', H) C Log(2',H) C TB.

Theorem 5.6 For any infinite set I, Log(P(I),A<1) = TB.
Proof. Follows from Theorem 5.5 for A = 2. O

6 Some open questions
For a set 1, let §(1) = {(AT, H) | |A| > 1}, 5(I) = {(AL,H) | |A] > 1}.

For any I D J, we have Log(A!, H) C Log(AJ,H),iince the restriction
(projection) operator is a p-morphism. The classes $(n), $(n) are elementary,

so their logics have the countable frame property. It follows that Log($(n)) =

Log(w™, H) (see the proof of Theorem 5.5). So we have

85 = Log(w,w x w) = Log(H(1)) 2 Log(?ji2)) = Log(wz,ﬁlg
> Log(5(3)) = Log(w®, /) 2 -+ 2 Log(®(w)) = Log(2*, 7T) = TB.

(the fact that inclusions are strict is very simple: for example, these logics can
be distinguished by formulas of finite width, see e.g. [2]).
The irreflexive case is even less clear. However, for both cases we have

Problem 6.1

Log($(w)) = (N Log(w", H);

n<w

Log($H(w)) = (N Log($H(n)).

n<w

Since S57 is decidable (see e.g. [5]), Log(w?, H) is also decidable.
Problem 6.2 Is there a decidable logic Log(w™, H), n = 3,4,...7

The logic Log($(2)) is a fragment of the logic Log({(4,#)? | |A] > 1}).
Problem 6.3 Is the logic Log($(2)) decidable?

Problem 6.4 Does there exist a finitely axiomatizable logic Log(w™, H), for
n=23,...7
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Finding reflexive analogues of frames K,,, K/, (if they exist) seems nontriv-
ial.
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