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Abstract

The Quaero group is a consortium of French organiza-
tion working on Multimedia Indexing and Retrievall®.
UJF-LIG and KIT participated to the semantic index-
ing task and UJF-LIG participated to the organization
of this task. This paper describes these participations.
For the semantic indexing task, a classical approach
based on feature extraction, classification and hierar-
chical late fusion was used. Four runs were submitted
corresponding to the use or not of genetic algorithm-
based fusion and of two distinct fusion optimization
methods. Both led to a small performance improve-
ment and our best run has an infAP of 0.0485 (33/101).

UJF-LIG also co-organized the task with the support
of the Quaero programme while taking care of avoiding
conflict between participation and organization. We
defined a new version of the previous HLF detection
task, now called semantic indexing. Two versions of
the task were proposed with different numbers of con-
cept to detect: 10 for the “light” version and 130 for the
“full” version. We organized as in 2007-2009 the collab-
orative annotation for this task using an active learning
approach. An improvement was made this year by the
use of relations between concepts during the annota-
tion process. We also assessed 30 additional concepts
for the evaluations. 10 of them were included in the
official TRECVID 2010 evaluation and 20 more were
delivered later.

1 Participation to the semantic
indexing task

1.1 Introduction

The classical approach for concept classification in im-
ages or video shots is based on a three-stage pipeline:
descriptors extraction, classification and fusion. In the

Thttp://www.quaero.org

first stage, descriptors are extracted from the raw data
(video, image or audio signal). Descriptors can be ex-
tracted in different ways and from different modalities.
In the second stage, a classification score is generated
from each descriptor and, for each image or shot, and
for each concept. In the third stage, a fusion of the clas-
sification scores obtained from the different descriptors
is performed in order to produce a global score for each
image or shot and for each concept. This score is gener-
ally used for producing a ranked list of images or shots
that are the most likely to contain a target concept. In
this work we have tried to improve the performance af
a generic classification system with the use of features
obtained from a face detection and categorization sys-
tem. The original system uses a combination of low
level features, including color, texture, SIFTs [3] and
audio, and intermediate level features [2].

1.2 Use of faces features

KIT has run its face detection and classification system
on TRECVID 2010 video shots. It classified the num-
ber of faces visible in an image using a Modified Census
Transformation (MCT) based face detector [8]. Addi-
tionally it classified gender (male or female), ethnicity
(Asian, black or white) and age (child or adult) for de-
tected faces using one common framework for feature
extraction and classification using block-based Discrete
Cosine Transform (DCT) [9] and Support Vector Ma-
chines (SVM) [10] respectively. Training was performed
on datasets composed of images from the Color Feret
Face Database [11, 12], MORPH-II Database [13], the
FGNET Aging Database [14], some images collected
from the web [15] and a small subset of the TRECVID
development set.

We made a number of attempts for making use of
the information extracted by KIT in order to improve
the performance of our global system. Since many of
the 130 concepts are not obviously related to face or
person detection or classification and the task requires



Table 1: One-fold cross-validation result of the fusion process

Run MAP | last fusion level method
Multimodal_map 0.1339 | Average Precision weighting
Multimodal_opt 0.1403 | Direct optimization weighting
Multimodal _faces_map 0.1356 | Average Precision weighting
Multimodal_faces_opt 0.1422 | Direct optimization weighting
Multimodal faces_ga_map | 0.1368 | Average Precision weighting
Multimodal_faces_ga_opt | 0.1432 | Direct optimization weighting

submitting results on all the 130 concepts, we used our
best system for concept recognition without the use
of face processing as a baseline and then tried various
approaches for improving over this baseline using KIT’s
output, many of which didn’t work, possibly because
the baseline, using a number of other cues, was already
quite good even for concepts directly related to face
recognition.

Our first attempt was to substitute the scores of
KIT’s detector when their output exactly matches or
was very close to one of the target concepts, e.g. Fe-
male_Face_Close-Up or Asian_People. This did not lead
to any improvement. We then tried some fusion be-
tween the score of the baseline system and the KIT
scores and we could not get any improvement either.

Our second attempt was to combine all of the
ten outputs of the KIT’s detectors into a single 10-
component vector in order to use it just as another in-
termediate level descriptor. This is very similar to the
percept descriptors used in the baseline system. Classi-
fiers were then trained with this descriptor and predic-
tions were made directly from it. Though the individ-
ual performance of this descriptor is a bit low compared
to other visual descriptors, it is able to produce a sig-
nificant increase of the total system performance when
combined with the other descriptors.

Table 1 shows the results obtained for various com-
binations of descriptors and various fusion strategies.
On development data, the gain obtained by the use
of the face detection and classification information can
be seen between Multimodal - map (0.1339) and Mul-
timodal_faces_map (0.1356, +1.3%) or between Multi-
modal_opt (0.1403) and Multimodal faces_opt (0.1422,
+1.4%). This gain is small but it is statistically sig-
nificant. All fusion optimizations have been made by
concept at this stage; therefore, the contribution of the
new descriptor was automatically used where it is useful
and with the appropriate weight. Two different opti-
mization methods were used for the final fusion stage: a
weighting by the average precision evaluated by cross-
validation (*_map) or a direct search of the otpimal
weights, also by cross-validation (*_opt). The latter is

known to be better for the last stages of the hierarchi-
cal fusion but more unstable otherwise. An additional
gain was obtained by the use of Genetic Algorithms
(GA, *_ga_*) for the intermediate levels of fusion. This
also leads to a small performance gain.

On test data and on all the 30 concepts, the gain
obtained by the use of the face detection and classifica-
tion information is a bit higher. It can be seen between
Multimodal_map (0.0466) and Multimodal faces_map
(0.0476, +2.1%) or between Multimodal_opt (0.0471)
and Multimodal faces_opt (0.0485, +3.0%).

On test data and on the 4 concepts related to
people categories, the gain obtained by the use
of the face detection and classification information
is significantly higher. It can be seen between
Multimodal_map (0.0523) and Multimodal faces_map
(0.0598, +14.3%) or between Multimodal_opt (0.0553)
and Multimodal faces_opt (0.0635, +14.8%).

1.3 Performances on the semantic in-
dexing task

The four system variants including face features were
used for the official TRECVID 2010 SIN submissions.
They were prioritized according to the predictions on
the development set. Table 2 and figure 1 present the
result obtained by the four runs submitted. Although
the absolute performances are quite different between
the one obtained during the cross validation step, the
ranking of the run is almost the same. Our best run is
in the first third of the submissions. The use of Genetic
Algorithms for the intermediate levels of fusion led to
a smaller improvement than on the development set
and even to a slight loss in the case of direct weight
optimization.

Figure 2 provides insight of the performances of
the Quaero best run at the concept level. The error
bars provides the min/mean/max values of the systems
where the line plots the performance of the Quaero run.
As can be seen on the figure, our run is most of the time
better than the average performances. On some con-
cepts it is close to the best system on these concepts



Table 2:

InfAP result and rank on the test set for all the 30 TRECVID 2010 concepts

System/run MAP | rank
Best submission 0.0900 1
F_A_Quaero. RUN02_2 (Multimodal_faces_opt) 0.0485 | 32
F_A_Quaero RUNO1_1 (Multimodal faces_ga_opt) | 0.0484 | 33
F_A_Quaero . RUN03_3 (Multimodal faces_ga_map) | 0.0479 | 34
F_A_Quaero RUN04_4 (Multimodal _faces_map) 0.0476 | 36
Median submission 0.0385 | 51

Figure 1: Quaero results at TRECVID 2010
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(e.g. Dancing/Old_People).

2 Organization of the semantic
indexing task
This year, UJF-LIG has co-organized the semantic in-

dexing task at TRECVID with the support of Quaero.
A list of 130 target concepts has been produced, 30

of which have been officially evaluated at TRECVID
and 20 more have also been assessed after the official
evaluation.

The 130 concepts are structured according to the
LSCOM hierarchy [4]. They include all the TRECVID
“high level features” from 2005 to 2009 plus a selection
of LSCOM concepts so that we end up with a number
of generic-specific relations among them. We enriched
the structure with two relations, namely implies and



Figure 2: Relative performance of the Quaero system
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excludes. The goal was to promote research on meth-
ods for indexing many concepts and using ontology re-
lations between them.

TRECVID provides participants with the following
material:

e a development set that contains roughly 200 hours
of videos;

e a test set that contains roughly 200 hours of videos;

e shot boundaries (for both sets);

e a set of 130 concepts with a set of associated rela-

tions;

e clements of ground truth: some shots were collab-
oratively annotated. For each shot and each con-
cept, four possibilities are available: the shot has
been annotated as positive (it contains the con-
cept), the shot has been annotated as negative (it

does not contain the concept), the shot has been
skipped (the annotator cannot decide), or the shot
has not been annotated (no annotator has seen the

shot).

The goal of the semantic indexing task is then to
provide, for each of the 130 concept, a ranked list of
2000 shots that are the most likely to contain the con-
cept. The test collection contains 146,788 shots. A
light version of the task has also been proposed in or-
der to facilitate the asses to small and/or new groups.
More information about the organization of this task
can be found in the TRECVID 2010 overview paper ||

2.1 Development and test sets

Data used in TRECVID are free of right for re-
search purposes as it comes from the Internet Archive
(http://www.archive.org/index.php). Table 3 provides
the main characteristics of the collection set.



Table 3: Collection feature

’ Characteristics \ TRECVID 2010
#videos 11640
Duration (total) ~400 hours
min;max;avg + sd | 11s;1h;132s£93s
# shots 266,473
# shots (dev) 119, 685
# shots (test) 146,788

The whole set of videos has been split equally into
two parts, the development set and the test set. Both
sets were automatically split into shots using the LIG
shot segmentation tool [5].

2.2 The evaluation measure

The evaluation measure used by TRECVID is the MAP
(Mean Average Precision). Given the size of the corpus,
the inferred MAP is used instead as it saves human

efforts and has shown to provide a good estimate of
the MAP [6].

2.3 Annotations on the development
set

Shots in the development set have been collaboratively
annotated by TRECVID 2010 participants. As con-
cepts density is low, an active learning strategy has
been set up in order to enhance the probability of pro-
viding relevant shots to annotators [1]: the active learn-
ing algorithm takes advantage of previously done anno-
tations in order to provide shots that will more likely
be relevant. Although this strategy introduces a bias,
it raises the number of examples available to systems.
Moreover, it exhibits some trend in the concept diffi-
culty. As an example, the number of positive examples
for the concept Person is larger than the number of
negative examples. This means that the active learning
algorithm was able to provide more positive examples
than negative ones to annotators, meaning that Person
is probably a “too easy” concept.

A total of 3,042,296 single concept X shots anno-
tations were made, of which 819,297 by Quaero and
the remainder by the TRECVID participants. Among
these, 2,669,775 (87.8%) were done at least once,
267,191 (8.78%) were done at least twice and 105,330
(3.46%) were done three times. The multiple annota-
tions were selected by the active learning tool as those
being the more likely to correspond to errors or ambi-
guities and were made for cleaning as much as possible
the annotations made. The resulting 2,669,775 anno-
tations were amplified by the use of relations between

concepts to 6,241,010 usable annotations. The relation
used included the “implies” and “excludes” relations.
These ~6.2 M annotations represent about 40% of all
the possible annotations on the development set. These
have been selected by an active learning procedure that
makes them almost as efficient as if the whole annota-
tion was performed [1].

2.4 Assessments on the test set

Table 4 presents the concepts that were assessed.

The first column indicates who made the assessments
and for which sub-task:

light: assessments made by NIST for the light and full
tasks

fullT: assessments made by NIST for the full task
fullQ: assessments made by Quaero for the full task

addQ: additional assessments made by Quaero; not
part of the official evaluation but usable for com-
plementary post-workshop system evaluation.

Besides the two official TRECVID evaluations (light
and full) that were intended to be generic, we propose
to use these assessments for creating sub-lists of con-
cepts (according to the X marks) and by placing re-
strictions on the type of data (still image, motion au-
dio) that can be used by the systems. The sub-lists
correspond to “static” concepts (Sta.), “dynamic con-
cepts” (Dyn), “person (related)” concepts (Per.) and
“multi-modal” concepts (M-M). The systems can be
compared either in a generic way of in specific ways
according to these sub-lists. Table 4 also indicate the
number of positive and negative samples found for each
concept in the development set.
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