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Abstract

Next-generation cellular networks will provide higher Icebpacity by adopting advanced physical layer
techniques and broader bandwidth. Even in such a next-ggmersystem, boundary users would suffer from
low throughput due to severe inter-cell interference (I&hd unbalanced user distributions among cells, unless
additional schemes to mitigate this problem are employethits paper, we tackle this problem by jointly optimizing
partial frequency reuse (PFR) and load-balancing schemasnulti-cell network. We formulate this problem as
a network-wide utility maximization problem and proposedimal offline and efficient online algorithms to solve
this. Our online algorithm turns out to be a simple mixturéndér- and intra-cell handover mechanisms for existing
users and admission control and cell-site selection méstmanfor newly arriving users. A remarkable feature of
the proposed algorithm is that it uses a notioregpected throughpuds the decision making metric, as opposed
to signal strength in conventional systems. Extensive lgitimns demonstrate that our online algorithm can not
only closely approximate network-wide proportional faiss (PF) but also provide two types of gaimterference
avoidance (IA)gain andload balancing (LB)gain, which yield20~100% throughput improvement of boundary
users (depending on traffic load distribution), while nobhgezing total system throughput. We also demonstrate
that this improvement cannot be achieved by conventionsiesys using universal frequency reuse and signal
strength as the decision making metric.

Index Terms

Inter-cell interference (ICl), interference avoidancead balancing, handover, admission control, multi-cell

network, network utility maximization.

. INTRODUCTION

To support higher data rates, several next-generationessdroadband systems based on OFDMA (Or-
thogonal Frequency Division Multiple Access) are currgtttéing standardized including: IEEE 802.16/
WIMAX (Wireless Interoperability for Microwave Access) |[and 3GPP LTE (Long Term Evolution)
[2]. In these promising systems, downlink signals origimatfrom the same base station (BS) do not

interfere with each other because subbands are allocatiedgonally across users. By contrast, signals



from different BSs may interfere and as a consequence, éeleinterference (ICI) is a major source of
performance degradation. In particular, users at the dgéedor simply, boundary users) may have low
signal to interference plus noise ratio (SINR) because sucdtibns suffer severely from ICI. In addition,
in real-world systems, users are not evenly distributedszccells, yielding load imbalance between cells,
which is the second major source of system-wide performaecgadation. Especially, the performance
of boundary users in a hot spot cell is mostly affected by lttasl imbalance so that they might be unable
to get services. To guarantee a reasonable system-widéyqgoblservice (QoS) irrespective of users’
geographical locations and enhance cell coverage, efiet@il mitigation and load balancing schemes
are required.

There has been several research on multi-cell networkghndan be classified into two types. The first
is a traditional load balancing problem [3]-[6], and them®tis ICI mitigation problem [7]-[11] attracting
much attention recently. However, little work has been dangintly consider both load balancing and
ICI mitigation so far.

For load balancing, a cell breathing technique was invatgyin [3] and [4]. It contracts (or expands)
the coverage of congested (or under-loaded) cells by redyor raising) the power level, and therefore the
load becomes more balanced. San@l. [5] proposed an integrated framework consisting of a MAGetay
cell breathing technique and load-aware handover/dellsglection to deal with load balancing. Bual.

[6] were the first to rigorously consider a mathematical folation of network-wide proportional fairness
(PF) [12] where dynamic associations between users and BSdeaision variables. They showed that
the general problem is NP-hard and proposed efficient optifine and online heuristic algorithms to
approximately solve the problem. However, none of thes&svbad considered ICI mitigation schemes in
conjunction with their proposed load balancing schemeschwvhave an extra potential to further increase
the system-wide performance.

For mitigating ICI, a brute-force approach is the use of tradal frequency reuse schemes [7] with a
reuse factor greater than one. The more ICI is mitigated hygusie higher reuse factor, the less resource
is available at each cell. Frequency reuse will be effedgtivenproving the throughput of low SINR users
at the cell edge but less effective to high SINR users in tinerimegion of the cell so that it can waste

frequency resources unless selectively applied.



More elaborate work on mitigating ICI has been done by [8]}[LL et al. [8] formulated an optimiza-
tion problem to maximize the system throughput in a multi-G&DMA system. In their solution, a RNC
(Radio Network Controller) coordinates the interference agnaultiple cells so that each cell utilizes not
all but around 80% of its subbands to avoid the dominant ICl.aBbet al.[9] examined the capacity gains
achievable by inter-cell time resource sharing in CDMA/HDRtems. They formulated an optimization
problem which coordinates the activity phases of BSs so asotade higher data rate for boundary users
by mitigating ICI. Even though cell selection for load balemgcis also considered and studied in [11] in
a three-cell system with an arbitrary traffic distributioymerical results are only available for limited
cases, that is to say, they do not give a clear answer to demeia-cell networks with heterogeneous
traffic distribution. In both the [8], [9], it is noteworthyhat using only partial resources (frequency and
time, respectively) is essential to obtain potential peniance gains associated with mitigating ICI.

In our work, partial frequency reuse (PFR), a practical ICligiition scheme is considered in conjunc-
tion with load balancing. Unlike traditional frequency seuschemes, where all users share the same reuse
factor, such as 1 (universal), 3, 4 or 7, PFR allows usersffardnt channel conditions to enjoy different
reuse factors. In this scheme, the entire system bandwsddivided into two groups of subbandaner
band (with universal reuse factor) armuter band(with reuse factor greater than one). Each cell uses all
the subbands in the inner band and a portion of the subbanithe iouter band. For example, in type 1
cells in Fig. 1, users in the inner region of the cell are aldwo use the entire inner band and users
at the cell edge are allowed to use a portion of the outer biamd,band O1. According to the current
state of 3GPP LTE [13], ICI mitigation approaches are clasgiiinto three types: 1) inter-cell interference
randomization, 2) inter-cell interference cancellatiowl 8) inter-cell interference coordination/avoidance.
The PFR scheme explained above belongs to the last categoryaims at avoiding ICI by selectively
restricting downlink frequency resources in a coordinat&y among multiple cells.

In this paper, we extend the Bu's work [6] to multi-cell netk®rusing PFR and jointly optimize
load balancing and ICI mitigation to achieve network-widepwortional fairness. We assume that each
BS has limited frequency resources based on an ICI pre-cadmmimof PFR and independently runs
a proportionally fair scheduler. In this setting, we cortcate on the following association (long-term

binding relationship) problems:



« Inter-cell associationTo which BS should each user be associated?

« Intra-cell association Should a user be allocated to the inner or outer band?

The remainder of this paper is organized as follows. In $acti, we present our system model. In
Section Ill, we present a formulation of network-wide prdjmmnal fairness in a multi-cell network using
PFR. In Section IV and V, we present offline optimal and helarishline algorithms that use thexpected
throughputas a key metric in making association decisions. In Sectigrwé discuss our simulations
for a two-tier cellular system, which demonstrate that oniin@ algorithm can closely achieve network-
wide PF. We also show that they perform better than convealtigystems with universal frequency reuse
where each user connects to the BS offering the best sigmaigshr. In Section VII, we present further

discussion and conclusions.

[I. SYSTEM MODEL

We consider a downlink network with PFR consisting of a seB86 and users. We shall make the
following assumptions for the remainder of this paper:

1) Each user generates persistent data traffic and has aitelgfibacklogged queue.

2) Every time slot, each user can be associated with only onedd®) either inner or outer band.

3) Each user knows instantaneous achievable rates of boéh and outer bands from all BSs to itself.

4) Each BS knows instantaneous achievable rates of both amteputer bands from itself to all users.

5) Each time slot, each BS schedules two users, one for inmel #ad the other for outer band.

6) Each BS allocates power equally to all the subbands beied. us
Remark: Assumptions 3) and 4) require network-wide channel estonatand feedbacks. As you will see
in Section V, however, our proposed online algorithm sulistly reduces this overhead by considering
neighboring BSs only. Assumption 5) implies that we schediders on a per-band basis rather than
a per-subband basis. We make this assumption to furthecceethe channel estimation and feedback
overhead since per-band scheduling does not require pbasd channel information. As the channel
becomes more frequency-selective, per-subband schgdwiih outperform per-band scheduling. Note,
however, that the intra-cell scheduling is not the focushid paper and our result later will not prohibit
us from assuming per-subband scheduling. The equal powemgsion in 6) has been frequently used

for implementation simplicity as well as analytical tramtdy in downlink resource allocation problems



[8], [14]. Moreover, equal power allocation is near optinmamany cases especially in high SINR regime

[15]-[17].

A. Resource partitioning

Fig. 1 depicts an example of frequency partitioning in a k@gmulti-cell network using PFR where
the entire bandwidth is divided into two subband groupserremd outer bands. For ease of presentation,
all boundaries of cells, inner and outer regions are degibie straight lines. In reality, they would be
irregular due to shadowing in the environment as well as ietilbution of users. We letv denote the
portion of the entire bandwidth that is reserved for the inb@nd. Each BS can use, the whole inner
band for users in the inner region of the cell, while usingyamlportion of the outer band for boundary
users for ICI mitigation. The inner and outer regions aredabconcepts, which are dynamically changed
depending on channel conditions and the distribution ofause

We let RF' denote reuse factor of outer band, that is, the fraction efatlter band which can be used
in each cell. Note that this is equivalent to the inverse ef tifaditional definition of a reuse factor. As
shown in Fig. 1 by using a reuse fact®F = 1/3 in the outer band, we can remove the first-tier of
ICI. We can mitigate the dominant ICI by choosiftf’ = 6/7 (Fig. 6 in [9]). Many other patterns can
be designed. Note that the smalle#' we use, the less ICI users are likely to experience. Howeker, t
total resource available in each cells+ RF(1— «), is also reduced. Because of this tradeoff between the
degree of ICI mitigation and total resource available, chmapan optimal resource partitioningy, RF')
is critical. In this paper, we assume that a proper resouacttipning is given and fixed, and instead we

focus on the association problem, i.e., decide which BS and leach user should be associated with.

B. Link model

The sets of BSs and users in the network are denoted/ kgnd K, respectively. The set of bands,
consisting of inner and outer bands, is denotedhy- {in,out}. The received SINR at time slotfor

userk € K from BS: € N on bandb € B can be written as:

gf,k (t)pf

$gl Ot + > gl (ph + Ny
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where

. g7,.(t)p} is the signal strength received by the ukérom BS: at time slott with p? andg?, representing
the transmit power of BS on bandb and the channel gain between BSand userk on bandb,
respectively. The channel gain takes into account the st log-normal shadowing and fast fading.

. L?is the set of BSs allowed to use the same inner or outer baslBS:.

« Nt is the additive white Gaussian noise (AWGN) on bandVithout loss of generality, we assume
the noise level is the same for all users.

. ¢ is the orthogonality (or self-interference) factor thatdals transmitter and receiver non-linearities
and limits the maximum SINR. For our simulations, we ¢&b be 0.01 which correspondingly bounds
the maximum SINR by 20dB.

Given p?, the instantaneous achievable rate at time slfir userk from BS i on bandb as given by

RY,(t) = BW"log, (1+7,(t)) bps whereBW?" is the bandwidth of band. Note that once a resource

partitioning (o, RF) is fixed, p? is fixed due to Assumption 6).

[1l. PROBLEM FORMULATION
A. General utility maximization problem - P1

We shall start by discussing a general utility maximizatpoblem in the multi-cell network setting.
Givenp!, the set of instantaneous achievable rates of kisgm BS: on bandh, denoted by{ R? (1), t €
Z} whereZ is the set of nonnegative integers, is assumed to be a siafi@rgodic process. These
processes are independent, but not necessarily idepttisliributed across users, bands and BSs. Each
user can be served from any BS on any band, and these may vamratiene slot. Define an assignment
indicator vector at time slat by I(t) = (1},(t) | i € N,k € K,b € B) wherel!,(t) is equal to 1 if BS:

assigns band to userk at time slott, and O otherwise. There are two constraints on assignments:

d Ih(t) = 1, Vie NandVbe B, 2)
keK
>N It < 1, VEkeK, 3)
i€EN beEB

The first constraint in Eqg. (2) ensures that every time slaheAS schedule two users, one for inner

band and the other for outer band. The second constraint in(Fgensures that each user receives



data from at most one BS on either inner or outer band. Therdse a power constraint given by
> beB p? = pmer Vi € N wherep™®® is the transmit power budget of a BS.

Let Sk(t) = > ien Yopen [BLL(1)12,(t)] be the data rate assigned to ubeat time slott. We define the
estimated long-term throughput for ugeup to time slott by the sample average,(t) = %23:1 Sk(T).
Lettinge; = 1/(¢t+1), this can be written in a recursive formy,(t + 1) = Ri(t) + € [Sk(t + 1) — Ri(t)] -
We letR(t) = (Rk(t) | k£ € K) denote the vector of the estimated long-term throughputs.

Next we define achievable steady-state regfdnby the set of all possible long-term throughput
vectors that are achievable under all possible assignmelitigs. Each long-term throughput vector
r = (r, | k € K) € R corresponds to an assignment policy. Then, we can easily #hat the region
R is a closed bounded convex set (We omit the proof here, se@®élt in [18]). Our objective is to

maximize the aggregate utility over the convex feasible7get

keK
st. reR, 5)

whereUy(+) is an increasing, strictly concave and continuously déiftiable utility function for usek.
Broadly speaking, we are interested in finding optimal asegmI = (I(¢),¢ € Z) which maximizes
the aggregate utility/ (R(t)) = > ,cx Ur (Rr(t)) ast — oo. Consider the aggregate utility drift as a

myopic view of optimization:

UR(E+1) -UR(E)) = Z [Uk (Ri(t) + € [Se(t +1) — Ri(t)]) — Up(Ri(2))

keK
= UL(Ru(t)Sk(t + Ve — > UL(Ri(t) Ri(t)e, + O(e}),
keK keK

where the second equation follows from the first order Tagkpansion in the neighborhood gf~ 0
Since only the first term in the above depends on future dewssiselectind (¢ + 1) which maximizes the
first term will maximizeU (R(t + 1)) — U(R(t)). Therefore, we obtain the following so-callgdadient-

based scheduler

I(t+1)—alrgmauxz:U/,€ (R (t [ZZR t—l—l]fkt+1) (6)

I(t+1)
i€EN beB

Recently, Stolyar [18] showed that the sample average vétiton asymptotically converge to the unique

optimal solution to[P1] when the gradient-based scheduling algorithm is used.



Finding optimal assignmeritt + 1) in Eq. (6) is equivalent to solving the maximum-weight bifiar
matching problem (MWMP) with nonnegative weight§ (R;(t))R?, (¢t + 1). This can be solved in
polynomial-time by the well-known Hungarian method whoseplexity isO(| K3|) while the complexity
of exhaustive search i©(|K|?!) [19]. Although it takes polynomial-time, its realizatios still too
complex due to the large number of usel&]|, in the system. Moreover, gathering global knowledge
(achievable data rates of inner and outer bands for evenyBSeoair) at a central nodfr each time

slot makes its realization even more difficult in practice.

B. Utility maximization problem with network-wide proportadrfairness objective - P2

Finding optimal assignmerii(t + 1) at every time slot iP1] is a network-wide packet scheduling
problem which requires centralized computation at evemetislot with global information gathering.
In contrast to this, packet scheduling in practice is tyfbycandertaken by individual BSs independently
provided that associations between users and BSs are givtnis subsection, we reformulate the network-
wide utility (NUM) maximization problem in order to take mtaccount this practical scheduling concern.
We assume that each BS independently runs a packet schetiaelara time slot for a given set of users
who are currently associated with it, as typical in practlostead we will change the association between
BSs and users occasionally in a longer time scale (longerdhem time slot) in order to maximize the
network-wide aggregate utility. Thus, our focus from hexéa find optimal association between BSs and
users for a given intra-cell scheduling.

Consider a network with a fixed number of users, i.e., no ugsérais or departureS.Let x = (27, |

i € N,k € K,b e B) denote the association vector, where

1, if userk is associated with B% on band b

’ (7)

=
Iz,k -
0, otherwise.
Since a user can be associated with only one BS on either inoeiter band, we have a unique association
constrainty_, . >, g 27, = 1, Vk € K . For a givenx, each BS runs the following intra-cell scheduler

to select the optimal usér* in each band € B at every time slot:
K (1 + 1) = arg max Uy (Re(0) Ry (1 + 1), 8)
EK!

10ur online algorithm in the forthcoming section still works even if the systenyimohic where users are mobile, arrive and depart.



where K? = {k | 2!, = 1,k € K} is the set of all users who are associated with:B# bandb.
Following procedure analogous to that used in [20], theayetthroughpuR () corresponding to the
scheduler in Eqg. (8) converges weakly to the unique equilibrpointr* of the following ODE (ordinary

differential equation) as — oo:

dr’“ =33, / ' f(RY, ngk} —r(r), Vk €K, )

i€EN bEB
whereI?, are equal to 1 ifR? U} (ry) > R Ul(r;) for all j € (I | 2}, = 1), and 0 otherwisef(-) is the
probability density function of achievable ral, givenp?. The symbolR!, is used as the canonical value
of the components??, (t), i.e., k!, is the random variable with the same distribution as theastaty
stochastic procengk(t). To explicitly determine the stationary expectation ofgeterm throughput, i.e.,
find a solution to the above fixed point equation is generallgeghard. However, in the case where all

users have théog utility function have Rayleigh fading channels, and the feasible rate iadiimethe

SINR, it can be shown (See Section Il in [20]) that

k - Z Z xz k IEK b : ) (10)
ieN beB keK Tik
where E[R?,] is the statistical average of achievable data rafg. And G(y) = >_7_, ¢ represent a

multi-user diversity gain (scheduling gain) dependingyomh the number of users competing with the
same resource. Note that the same result in Eq. (10) can beedidry another method [21] using the

fact that PF scheduler assigns an equal fraction of slotséosyi.e., temporal fairness. Therefore, the
problem of associating users with a BS and band can be foredu&s the following utility maximization

problem with the network-wide PF as an objective in the nazéti network:?

[P2] max > log(rs) (11)
* ke
sty > al, =1, keK,
i€EN beEB
a2, e {0,1}, i€ N,ke K,be B,
Yy = fo,w i1 €N,
keK
y?)E[R?
o= Y at, [CWEEL
i€EN beB Z

2To keep the notation simple, we suppress the superscript f0to 7.
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This problem should be solved whenever the arrival and deqgaof users occur or channel conditions
are severely changed by users’ mobility. Once associatoagletermined by solvingP2], each BS can
execute the PF scheduler independently among its assibaigtss. The form of PF scheduler can be

easily obtained by putting/, (Rx(t)) = 1/Rk(t) into Eq. (8).

V. OFFLINE ALGORITHM

Next we present an offline algorithm fdP2] that finds the optimal associations. The following
proposition states the interesting property[Bg].

Proposition 1. If the number of inner/outer users in each BS is fixed, fi##) can be reduced to a

maximum weighted matching problem (MWMP) which can be solvgmblynomial time.
Proof. If y = (4’ |i € N,be B) is fixed, thenw?, = % is fixed. The problem is equivalent
to finding a maximum weight bipartite matching between 2| N| BSs (each BS is split into two
BSs, inner BS and outer BS) ané'| users each with a nonnegative weiglft,. This can be solved in
a polynomial time by the well-known Hungarian method| K |?). [

If the number of BSs is a constait |, then the number of all possible configurationsyds O(| K |2IV).
For eachy configuration, we solve the above MWMP. Because both the numbail configurations
and the computational complexity of MWMP are polynomial, té&al running time of the proposed
offline algorithm is also polynomialQ(|K|2V+3). However, it is computationally too complex, e.g.,
O(|K|PNIH3) = 0(190*") =~ 2.7 x 10?® when the number of BSs is 19 (two-tier system) and each BS has
only 10 users. In addition, the feedback overhead assdcvaité collecting all users’ average achievable

data rates to a central node is excessive. In order to overtioese computational and feedback overheads,

we consider the design of a heuristic online algorithm.

V. ONLINE ALGORITHM

The objective in solvindP2] is to determine the association of each user, which is natuelated
to handover and the cell site selection. Conventional dlyms for handover and cell-site selection are
based on signal strength. Each user selects the best BS witstrhtngest mean channel quality, and it
binds to the inner (or outer) band if the mean channel quaditygher (or lower) than a certain threshold.

However, such a decision does not maximize the total usiitge the satisfaction of a user depends on its
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actual throughput; rather than the signal strength. Moreovgrdepends not only on the signal strength
but on the population of users served by the BS. Even if theasiginength is high, the actual throughput
may be low if many users are competing for the same resoufge.observation motivates us to develop
a new algorithm to bind users to BSs and bands. The followinggties are essential in design of our
online algorithm.

Proposition 2 (Intra-cell handover condition). Assume a usek is binding to BS; through bandb
and the numbers of inner/outer band users inB&e large enough. Then changing the band currently

being used to band will improve the value of the network-wide objective functiorEq. (11) if

G E[RY,] Gy +1)E[R .
Rfk _ (yz) . { z,k] < (yz _ ) [ z,k] _ Rfk, (12)
’ Yi ¥+ 1 !

where the overline represents changing the current assddiand. Thush is equal toout-band if a user

is currently associated witin-band, andin-band, otherwiseRf,k is the expectedong-term throughput
according to Eq. (10) when uséris binding to BS: through band.

Proposition 3 (Inter-cell handover condition). Assume a usek is binding to BSi and numbers of
users in BS and BS; are large enough. Then moving the user to anotherjB8Il improve the value

of the network-wide objective function in Eq. (11) if

G E[R,]  G)+1)E[R),]
b i i,k k b
fe= =0 - j%+1 =T (13)

Note that the left and right hand sides of Eqgs. (12), (13) hesekpected average throughpaot userk
before and after the intra/inter-cell handover, respebtiv

There is a reason why such simple conditions are obtainednwine number of users in each cell is
large enough, the increment and decrement in the totatiyuf@kcept usek) in cell i andj are almost the
same and counterbalance each other. This makes the nehemref utility only depends on the handover
of userk. Please refer to Appendix for detailed proofs. In a similaywve can obtain a condition for
admission control.

Proposition 4 (Admission condition). Assume a new usér arrives to the system. Then admitting the

userk to BS: on bandb will improve the value of the network-wide objective functibn i

G(y? + 1)E[Rfk] -

Rb =
e v+ 1

(14)

Y

3The majority of inter-cell handovers will be between outer bands due dgrggehical adjacency.
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where the constant is base of the natural logarithm.

These propositions suggest the importance ofekgected throughput (load-aware metri®ased on
this observation, we suggest a heuristic online algoritniP2]. It is a simple mixture of intra/inter-cell
handovers and cell-site selection with an admission cbmiat use theexpected throughpuas a key
metric in making association decisions instead of the s$igtmangth. In our offline algorithm, whenever
the arrival and departure of users occur or average chamanes gre severely changed by users’ mobility,
we have to solvgP2] again. Our online algorithm, however, keeps track of theseanhics (arrival and
departure, mobility) and gradually changes users’ asBonm following the steepest utility-increasing

direction. The following are the details of our proposedgedure.

A. Intra-cell handover

Step 1. (Measurement & Report) Every usérbinding to BS: periodically measures and reports the
average achievable data rate in the band which is not in tigenbt necessary to report that of the band
in use since the instantaneous achievable rate is sent ®8Sheach time slot to enable scheduling.
Step 2. (Decision) If many users change their serving bands at time $ene, this may result in oscillations,

thus BSi chooses only the usér that achieves the largest benefit by changing its b&nd,
ki = arg max i, (15)

where ¢, , = Rf{k/Rﬁ”k, k=1,...,(y" +y2) for all users in BSi and ¢;o = ¢""*. We introduce a
hysteresis)™"* > 1 to reduce possible ping-pong effects [22].

Step 3. (Natification) If &7 = 0, then either changing the band for any user cannot incréaseatue of the
network-wide objective function or hysteresis precludeshsa change. Thus, nothing occurs. Otherwise,
the BS+: notifies userk* to change its intra-cell association.

The intra-cell handover is just the procedure to change #ma lzurrently being used, rather than a real
handover, as such, it brings minimal system overhead. Tonagmdate channel variation due to mobility,
the periodicity of intra-cell handovers should be perfodnoa a short time scale<(1 sec), and hysteresis,

if used at all, should be smalp™™ ~ 1).

“If more than one user achieve the same largest benefit, then a suitabtmraie-breaking rule is used. The same is true for inter-cell

handover in the next subsection.
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B. Inter-cell handover

Step 1. (Measurement & Report) The central node periodically rexseihe following information from
all BSs, and broadcasts this information so that every BS ra&nbwledge of its neighboring cells:

. y’: the number of users associated with B&irough band;

« G(y?): the multi-user diversity gain associated with B&nd bandb.
Every BSi announces to all its associated users the above informaiiozurrent and neighboring cells.
Every user calculates expected throughputs from neigharells in addition to the current cell. Then,
only usersk, expecting higher throughput by changing Bito j, report the highest ratio, = R; /R, x
and the index of target cejl to the central node through the BS
Step 2. (Decision) To avoid the oscillation problems, the centradie chooses the usér that achieves
the largest benefit by changing its serving BS. We introducstengsis withgp, = ¢™“" > 1 to reduce
possible ping-pong effects.

k* = arg max O - (16)

Step 3. (Notification) If £* = 0, then either moving any user to another BS cannot increaseaine of
the network-wide objective function or hysteresis preelkiduch a switch. Otherwise, the central node
notifies the usek*, its original BS¢ and target BSj to handle the inter-cell handover.

In contrast to the intra-cell handover, the inter-cell haret is true a handover and brings additional
system overheads. Thus the periodicity of inter-cell haed® should be large, i.e. time scalesl sec

and also hysteresis should be implemented enough.

C. Cell-site selection with an admission control

Step 1. (Measurement & Report) A newly arriving usérmeasures average achievable data rates from
several BSs. It reports this information to the central nddeugh BSs.

Step 2. (Decision) The central node chooses the best:B&nhd band* that gives the highest expected
throughput to the userk,

(37, b7) = arg max ;5 (17)

where¢! = R?,, i =1,...,N and¢} = e according to admission condition in Eq. (14).

Step 3. (Notification) If i* = 0, the userk is rejected since admitting the usewill deteriorate the value
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of network-wide objective function. Otherwise, the cehtrade notifies the userto associate with the

optimal BS¢* and band*.

D. Multi-user diversity gain estimation

Under the assumptions made in Section lll, the multi-useerdity gain can be written a&(y) =
POy %; it only depends on the number of users sharing the samerpesdlde make use of this property
for mathematical tractability. However, in our simulatiomwe use the estimation of multi-user diversity
gain to calculate the expected throughput more accuraBelpw we describe a detailed procedure for

estimating the multi-user diversity gai(¢) at timet associated with B$ and bandb.

1) A scheduler module, associated with BSand bandb, receives the instantaneous achievable rate
{R?.(t)} from all its associated usefse K at every time slot.
2) It takes an average of data rate for each user over fixegtHdrme windowV:

_ 1 ¢
R () =15 D Ri(r), ke K. (18)
T=t—W+1

3) It also takes an average of the data rate of the selected émseach user over the same time window:

Ztr t— W+1R k(T )Izbk( )
Ztr:t—w+1 Ifk( )

4) We obtain the multi-user diversity gain by taking an ageraf the ratio of Eq. (19) to Eq. (18) for

R A(t) = . Vk € K. (19)

all its associated users:

RY (1)
b

Rz k(

(20)

-5

! kek?
V1. PERFORMANCEEVALUATION
A. Simulation setup

The two-tier multi-cell network composed of 19(3 hexagonal cells shown in Fig. 1 was considered,
where the distance between BSs is 2km. Wepjet % denote the traffic load of tier. In any cell at tier
t, users arrive according to a Poisson process with xatnd depart the system after a holding time that
is exponentially distributed with mean af/,=60sec. We assume that users have infinitely backlogged
queues during their lifetime. Initially, users are unifdyndistributed in each cell and they move based

on the random waypoint model in which we fix the speedkah/h. All BSs have the same maximum
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transmission powep™**=20dBm which is divided int@™ and p°“* proportional to the size of inner and
(0%

a+ (1 —a)RF

a path losd"(dy,,) = —130—351og,,(drm), log-normal shadowing with a standard deviatior8dB, and

outer bandsp™ = P andp® = p™*® — p™. In modeling the propagation environment,

Jakes’ Rayleigh fading [23] models were adopted. There isad@hing correlation of 0.5 among paths
from several BSs. We have assumed that each user sees grteddrom other cells up to two-tiers using a
wrap-around technique. The system bandwidth is 10MHz aedithe slot is 5ms, this conforms with the
IEEE 802.16e standard. The periods for intra- and intdriwhdovers are¢"'"=0.1sec and™‘"=1sec,
and ¢™"2=1.01 and¢™**"'=1.10 are used for hysteresis, respectively. For each giaeameter set, we

ran simulations over 720000 time slots (3600 sec).

B. Comparison of online algorithm with optimal

We randomly picked 100 different static (no user arrivag@tures or mobility) scenarios varying the
resource partitioning and the number of users in each cetlekch scenario the optimal association was
obtained by the offline algorithm, and we evaluated the s&afbased online algorithm. Fig. 2 exhibits the
CDF for the performance ratios, which are defined as the ratiwden performance values obtained from
the online algorithm and that from the optimal offline algiom. As can be seen, the performance ratios of
the total utility exceed 98% for all scenarios. Similarlyranline algorithm achieves a total throughput
which is identical to that of optimal algoriththThus we can conclude thaur online algorithm, which

is efficient and easy to implement, is a good approximatiothe@foffline algorithm.

C. Interference avoidance gain

Next we move to dynamic scenarios, where users arrive andraep at/from uniformly distributed
locations and also have mobility during their lifetime. W&same that every cell in the network has the
same traffic loag = 40. We fix RF' = 1/3 and evaluate the system performance by varying the portion
a of the spectrum devoted to the inner bandalf= 1, then the system is operating under universal
frequency reuse since each cell uses all resources. Alse=if), then the system, operates under a reuse
factor of 3 since each cell uses only3 of the total spectrum. So these two points can be obtained by

Note occasionally the total throughput achieved by an online algorithrmedsdhat of the offline algorithm, however, the total utility of

the throughput is always lower because this is not an optimal point.
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traditional frequency reuse schemes. The middle points¢0G<1) are newly achieved by employing PFR
and our intra-cell handover to determine the optimal usedibg to inner and outer bands.

Fig. 3(a) plots the CDF of the SINRs seen by users. The SINR auoxess consistently to the right as
the inner band portiomx decreases. Note that only the SINR of boundary users usam@lhmitigated
outer band is improved aboi#-8dB using PFR. The lowet, the more ICI avoidance gain can be obtained.
However, the amount of resource available in each cell 3 @duced. To observe the real gains of PFR,
we examine the throughput seen by each user in Fig. 3(b)x Alecreases, there is a decreasing and
increasing trend for the throughput of inner region useigh(throughput users) and for the throughput of
boundary users (low throughput users), respectively. Waghy of note that the increment of throughput
at the cell boundary becomes smallercagecreases. In the extreme case(), the throughput of edge
users is even lower than=6/8 case due to the lack of total resource available. Medewthe increment
of throughput in the inner region of cell becomes largenadecreases. Therefore, it is very critical to
choose a propedy, such that the performance of boundary users will be impta® much as possible
while that of users associated with the inner region of cehat excessively degraded.

Fig. 3(c) shows the total and 5th percentile average thrpugltogether. The 5th percentile average
throughput is equal to the average of the lowest 5% througbpwsers. This can be regarded as a
representative performance metric of boundary uséss.explained above, the decreasecofrom a=1
increases the 5th percentile throughput unti3/8, but decreases in the region<3/8. At the same time,
the total throughput remains almost the same unti/8, but decreases consistently after this point. From

several results in Fig. 3, we can conclude tha6/8 is a good choice.

D. Load balancing gain

Now let us consider a network with a heterogeneous usertuistin. Cells in Tier 1 and 2 have = 40,
while the cell in Tier 0 hag, in [20,100]. The following four schemes are evaluated tcedrine the
performance gainsnterference avoidance (lAgndload balancing (LB)

SActually, the cell boundanyis not clearly defined because a user, located closer to atB&n another user associated with BSnay
be associated with another BSdue to shadowing. Moreover, if we adopt load balancing, then the laoynday be load dependent.
Nevertheless, low throughput users in each cell are likely to locate initselaoundary. This is the reason why we regard the 5th percentile

throughput as a representative for the performance of boundang.u
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1) N/A: Universal frequency reusevfl); The inter-cell association is determined based on #st b
signal strength BS. This is a conventional scheme.

2) LB: Universal frequency reusev€l); Our proposed cell-site selection and inter-cell haredare
used for balancing load. Note that this LB case, considarinlg load balancing scheme without ICI
mitigation scheme, can be regarded as Bu’s work [6].

3) IA: PFR with (RF, «)=(1/3,6/8) for ICI mitigation; The inter-cell associatios determined based
on the best signal strength BS. Our proposed intra-cell haerde used for optimal band selection.

4) IA + LB: PFR with (RF, «)=(1/3,6/8) for ICI mitigation; Our proposed intra- and intall handovers

as well as cell-site selection are used.

Fig. 4(a) shows the average number of users in each tier. Wiggr0Tis under-loadedp{ < 40), the
LB moves edge users from Tier 1 to Tier 0. On the other handnwiier O is over-loadedpy > 40),

LB moves edge users from Tier O to Tier 1. For example, whes 100, it shifts about 20 users to the
Tier 1. Thus, the average numbers of users are 80(=100-20%13f- 40+20/6) for Tier O and Tier 1,
respectively. The same is true for Fig. 4(b).

To observe the benefits of IA and LB in terms of user perforreaatcell edge, the 5th percentile
throughput is investigated in Figs. 4(c)(d). Let us exantime LB gain first. The LB shifts edge users
in the hot-spot cell to the neighbor cells. This gives twoatdsages to the hot-spot cell: 1) the number
of users competing for the same resource is reduced; and 2)daoy users become closer to the BS
than before. For these reasons, the 5th percentile thraidbpthe hot-spot cell increases. On the other
hand, 5th percentile throughput decreases for the undeebb cell. Thus, as illustrated in Figs. 4(c)(d),
the LB reduces the gap between 5th percentile throughpuisttaus improves boundary (the worst)
user performance in the system by a factorl6f~40%. The gain realized by LB increases with the
heterogeneity of user distribution.

Now let us consider IA scenario: By comparing Fig. 4(c) with, @he can easily notice the difference of
relative level. The 5th percentile throughput in the lattase, adopting load balancing,28% better than
that in the former case. This gain depends on the value @ we explained in the previous subsection.

Figs. 4(e)(f) show the cell throughput for each tier andlttteoughput which is defined as the sum of

throughputs of all cells in Tier 0 and 1. For the cases of N/A & where load balancing is not used,
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the cell throughput of Tier O slowly increases with the numbtusers in Tier O due to the multi-user
diversity gain. When the LB is used, the cell throughputs @r and 1 are improved and degraded
for the over-loaded case. This is because LB shifts edges dsem Tier O to 1, which upgrades and
degrades the average channel quality in Tier O and 1, ra@gplgciThis relation is reversed for the under-
loaded case. Meanwhile, the total throughput deterioratbttle as the heterogeneity increases. On the
whole, however, total throughput remains almost same focasdes. In brief]A and LB gains improve
the performance of cell boundary users while keeping thd tbhtaughput almost unchanged.

To strengthen our claim that IA and LB help users at the cajleedet us compute the QoS violation
probability with a minimum throughput requirement, > m. In Fig. 5, we plot the percentage of users
whose average throughput is lower than a thresholar#fet00kbps. As expected, the violation percentage
decreases when IA or LB schemes are used. When both schemesedreat decreases significantly. This

means that the system can accommodate more satisfied usehshabst the revenue of service provider.

VII. CONCLUSION

Next-generation broadband systems can provide the higigacdy, but users at cell edge still suffer
from low throughput due to severe ICI and load imbalance. &foee, to guarantee a QoS for boundary
users and more balanced data rate among all users, PFR ahbdl@acing are considered in this paper.
The contributions of the paper can be summarized as follows:

— We have formulated this problem as a NUM problem in multi-networks. Though we found the
offline optimal polynomial time algorithm, it is still too aaplicated to be applied in practice. To
overcome such overheads, we developed a practical onlyueithim.

— A remarkable feature of the proposed online algorithmags thuses a notion aéxpected throughput
Using this metric in making user binding decisions, users take into consideration channel
conditions as well as traffic loads among cells.

— Our online algorithm can not only closely achieve netwaille proportional fairness but also bring
two types of performance gain: IA and LB gains. In brigfey improve the performance of users at
the cell edge while keeping the total throughput almost ungkd.

To achieve our objective, additional inter-cell handoveerds may occur. If system designers are

concerned about this overhead, then they may usdoagraware metriconly for new arrivals or during
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handovers due to the mobility, rather than periodicallyisTiequires more time for the convergence, but
the number of inter-cell handover events remains almostsé#me as before. Throughout the paper we
have determined a good choice ferby simulations. As future work, we intend to develop a (plolysi

adaptive) approach which can be used in a practical system.

APPENDIX
A. Proof of Proposition 2 and 3: Inter/Intra-handover cotidins

Let us consider the net increment of utility for the inteh-d@ndover when a user moves form BS

1 to BS ;.
G(y? + 1)E[R? G(y*)E[R?
AU = log (y] ; ) [ ],k] flog (y’L) b[ 1,k]
n : (21)
G(y? — 1)E[R? G(y)E[R? G(y® + 1)E[Rb Gy EIRY
+ Z log (yl - ) 1[ 1,[] . log (yz) b[ z,l] + Z log (y] - ) 1[ ],l] . log (yJ) b[ j,l} 7
leK;—{k} i Yi 1€k, yj Yj

where K; = {k|z;,, = 1,k € K} and K; = {k|z;, = 1,k € K}. The first term of Eq. (21) means
the utility increment for the uset by changing the serving BS. And the second and the last ternm mea
the aggregate utility increment of BSby losing the usek and the decrement of B$ by adding user
the k, respectively. Using théim, ... (1 + %)r = e and the Euler’'s approximation to harmonic series
G(M) = Zf\f:l L~ +log(M) wherey = 0.5772- - - is the Euler-Mascheroni constant, we can obtain

the following equations foy?, 35 >> 1:

P yi—1
w \" L w \" o1 (ew) \" Gl \" (22)
b =6 b = b ~1, b ~1.
-1 yh+1 e’ \Gy-1) G (y5+1)

By putting Eq. (22) into Eqg. (21), the aggregate utility inoent of BS: decrement of BS§ become 1

and -1 regardless of the numbers of users as long as theyrgeg &énd they cancel each other. Thus, we
have the inter-cell handover condition Eq. (13) (il > 0). Following the same procedure, we can

derive the intra-cell handover condition Eq. (12) as well. [ |

B. Proof of Proposition 4: Admission Condition

Let us consider the net increment of utility when a newly usearrives to BS;.

G(y; + 1)E[R},]
v +1

Gy} + DE[RY,] Gy EIR: ]

+ Z log Pt —log ————= Wb : (23)

keEK; i

AU = log

By putting Eq. (22) into Eq. (23), we have the admission coodiEq. (14) (i.e.,AU > 0). [ |
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