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Overview

The Hopkins Automated Information Retriever for
Combing Unstructured Text (HAIRCUT) is a
reseach IR system developed at the Johrs Hopkins
University Applied Physics Laboratory (JHU/APL).
HAIRCUT benefits from a basic design dedsion to
suppat flexibility throughou the system. One
spedfic example of this is the way we represent
documents and queries; words, stemmed words,
charader n-grams, multiword phrases are dl
suppated as indexing terms. This yea we
concentrated ou efforts on two of the tasks in
TREC-9, the main web task and crosslanguage
retrieval in Chinese and English.

Small Web Task

For this task we indexed dacuments using two types
of indexing terms, unstemmed words and charader n-
grams using n=6. Summary information d the two
indices is $own in Table 1. The difference in the
number of documents is likely attributable to a few
documents that contain a single short word from
which no six charader sequence can be formed.
Note that the use of 6-grams gredly increassed bah
the size of the dictionary and the size of the index
filess. No attempt was made mpress our data
structures and reduce the amount of disk space
required athough such techniques have been
succesul with bah words[12] and ngrams[10].

Each dacument was processd in the following
fashion. First, we ignared HTML tags and wsed them
only to delimit portions of text. Thus no spedal
treadment was given for sedional tags duch as
<TI TLE> or <H1> and bdh tags and their attribute
values were diminated from the token stream. The
text was lowercased, punctuation was removed, and
diaaiticd marks were retained. Tokens containing
digits were preserved; however only the first two of a
sequence of digits were retained (e.g., 1920 kecane
19#4). The result is a strean of blank-separated
words.

When uwsing ngrams we nstruct indexing terms
from the same sequence of words. These n-grams
may span word boundries; an attempt is made to
discover sentence boundries © that n-grams
spanning sentence boundxries are not recorded. Thus
n-grams with leading, central, or trailing spaces are
formed a word boundries.

Queries were parsed in the same fashion as were
documents with two exceptions. On some of our title
only runs we dtempted to corred the spelling o
words that did na occur in ou dictionary. Also, we
tried to remove stop structure from the description
and rarrative sedions of the queries using a list of
abou 1000 phases constructed from past TREC
topic statements.

# dacs # terms index size
words | 1588374 | 3,019547| 2.96GB
6-grams | 1,588169 | 19209934 | 36.0 GB
Tablel. Index statisticsfor the wt10gcolledion

In al our experiments we used a lingusticdly
motivated probabilistic model. This moddl,
described in a report by Hiemstra and ce Vries[2], is
esentially the same model that was used by BBN in
TREC-7 [9]. The similarity cdculation that is
performed is:

Sim(g,d) = [ (o O (¢, d) + (L-a) Ceff (1)) 7

t=terms

Equation 1 Similarity cdculation.

where f(t,d) is the frequency of term t in document d
and df(t) denotes the document frequency of t.

After the query is parsed ead term is weighted by
the query term frequency and an initia retrieval is
performed followed by a single round d relevance
feadbadk.

To perform relevance feedbadk we first retrieve the
top 1000 douments. We use the top 20 dauments
for positive feedback and the bottom 75 dauments



for negative feadbad; however dugicae or nea-
dugicae documents are removed from these sets.
We then sdled terms for the expanded query. After
retrieval using this expanded and reweighted query,
we have found a dight improvement by penalizing
document scores for documents mising many highly
ranked query terms. We multiply document scores
by a penalty fador:

. . .25
PE =10- #of m|SS|ngterms
otalnumberof termsin query,
Equation 2 Penalty function for missngterms.

As can be seen in Table 2, we use only abou one-
fifth of the terms of the expanded query for this
penalty function

# Expansion Terms | # Pendlty terms
words 60 12
6-grams 400 75

Table2. Number of expansion terms and penalty
terms by indexing scheme.

Several of our officia runs were formed by merging
baseline ranked lists of documents, for example,
merging a word-based query and a 6-gram based
qguery. We merged separate ranked lists by first
normalizing daument scores and then linealy
combining values from different runs, an approach
that was auccesdul for usin TREC-8 [7].

We ondwted ou work on a 4-node Sun
Microsystems Ultra Enterprise 450 server. The
workstation hed 25 GB of physicd memory and
accessto 100GB of dedicated hard disk space

Official Results

For the most part we ignared the web-nature of the
documents and relied on textual content to rank
documents. We did hawever, try two techniques to
boost our content-based runs. Both techniques were
motivated by the tradk gudelines. First, we
attempted to exploit hyperlink structure and
submitted two runs that used badlink frequency to
rerank content-based runs. Sewmndy, we dtempted
to corred misellingsin title-only queries.

We submitted six official submissons in the small
web tradk, four of the runs were solely based on
document content and the other two were an attempt
to utili ze badklink frequency information to improve
a ontent-based run.

Three of our four content-based runs differ only in
the seledion o which parts of the topic statements
were used. Thus apl9t, apl9td, and apl9tdn used the
title, titte and description, and title, description, and
narrative sedions, respedively. The fourth run,
apl9all was a mmbination d the three other runs. A

summary of ead run's performance on the task is
shown in Table 3.

avg prec | recdl | # best | #> median
aplot 0.1272 | 1276 0 28
aplotd 0.1917 | 1535 2 33
apl9tdn | 0.1785 | 1584 1 32
apl9all 0.1948 | 1609 0 37

Table3. Content-based runs for the Small Web task.

We were surprised by lower than expeded results in
the web task. During lrief post-hoc analysis of our
congtituent runs we observed that relevance feedbadk
had an adverse dfed on ou runs; rather than the 25-
30% increease in average predsion that we typicdly
find, average predsion deaeased by rougHy 10%. It
will require further analysis to discover the caise for
this phenomenon We observe that the mean number
of relevant documents per query, 52.3, is lower than
past ad hac TREC tradks and it is possble that this
would reduce the benefit normally associated with
automated relevance feedbadk.

Effects of Automated Relevance Feedback
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Figure 1. Adverse dfeds of blind relevancefeedbad.

Naive Use of Backlink Frequency

We made a simple dtempt to incorporate link
frequencies in ou results. This was dore in a very
simple way - we multiplied a document’s sore in a
content-based retrieval by a multiplicaive fador
derived from badlink frequency and resorted the
retrieved dacuments. The exad computation was:

backlinkcount(d)
MaxBacklinkCount

BLFactor(d) = 0.1+ 0.9\/

Equation 3 MaxBacklinkCount is the number of
documents that link to the most linked-to dacument.




Comparing the results in Table 3 and Table 4, it is
clea that such a simple atempt to exploit badlink
courtsisinsufficient.

avg prec | change | # best | #> median
aplalt 0.1062 | -0.0210| O 25
apl9itdn | 0.1494 | -0.0454| O 26
Table4. Link-influenced runs correspondng to
apl9t and apl9tdn.

Use of Spelling Correction

If threeor fewer documents in the TREC-8 colledion
contained a topic term, we dtempted spelling
corredion onthat term. First, we looked for words
occurring in at least five documents that were one
insertion, deletion, substitution, or transpaosition away
from the misgelled word. If such aword was found
we used it in lieu of the misgelled word; if more
than ore such word was found we seleded the one
that occurred most frequently (this led us to corred
'tartin' to 'martin’ rather than 'tartan’). If no corredion
was found we then tried to split the word into two
pieces of three daraders or more, ead of which
appeaed in at least five TREC-8 dacuments. If no
such pair was found we left the word urcorreaed.

The results of our attempts at spelling corredion are
shown in the following table:

Philosophicdly, we desire to maximize @oss
language performance using few language-spedfic
resources. Although segmenters and dctionaries are
available for a high-density language such as
Chinese, many langueges lack these todls.
Additionally such resources are rarely in a standard
format and the quality of the resource depends
gredly onthe source

Thoughwe did perform an experiment indexing ony
the raw bytes of the wmlledion, on the whde it
seamed better to process the Big-5 encoded
documents on a charader basis. The CIKV text by
Ken Lunde was an invaluable dd in ou software
development [6]. We did na segment the text, and
instead eleded to index the documents using bah 2-
and 3grams. Nie and Ren have previously reported
that 2-grams perform comparably with words on the
TREC 5/6 Chinese mlledion and that a mmbination
of both isbest [11]. We wanted to assssthe use of 3-
gramsin a straight-up comparison with 2-grams.

We tried trandating the topic statements in three
different ways, two using a paralel corpus and one
using an orline madine trandation tool. In ou
mondingual Chinese run we dtempted to remove
stop structure using trandations of our English stop
phrases. We used the same lingusticdly motivated
probabili stic model that was used for our English
web retrieval. Most of our official runs were

Topic|Original avg prec|Corredion  |avg prec| Change | produced by combiningindividual runs using bah 2-

463 |tartin 0.0000 [martin 0.0000| 0.0000 and 3.gram5, an approad'] that as it turns OUt,

474 |bennefits 0.0003 |benefits 0.0002 | -0.0001 . .

476 |aniston 0.1517 |anniston 0.0062 [ -0.14.55 #dos | #terms | index size
2-grams | 12788 | 1974077 673MB

483 |rosebowl 0.0108 |rose bowl 0.3198 | +0.3090 3-grams 127988 | 151876 | 959MB

487 |angioplast7 | 0.0000 jangioplasty7 | 0.1553|+0.1553| Tahle6. Index statistics for the TREC-9 Chinese

Table5. Impad of spelling corredion. colledion.

These results refled word-based title-only runs with
relevance feadback. Spelling corredion helped us
dramaticdly ontwo gueries, and hut uson ore.

CrossLanguage Task

The TREC-9 CLIR task consisted o bilingual
retrieval of Chinese newspaper articles from English
gueries. A mondingual Chinese-Chinese run was
also permitted. This was HU/APL’s first experience
with Chinese document retrieval and we learned guite
alot from the experience. Undaunted by ou inability
to read Chinese, we atempted the task with only an
English/Chinese paralel corpus and a minimal
knowledge of the Big-5 encoding. Our CLIR
experiments focused on two questions, namely,
“How do 2 and 3-grams compare & indexing terms
in ursegmented Chinese text?” and “Does query
trandation with paralel corpora perform on par with
an avail able machine trandation system?”



Trandation Using Hong Kong Parallel Corpora

Abou one month before the CLIR results were due &
NIST we observed that we had noin-house method
for trandating English to Chinese. We quickly
obtained two paralel Engish/Chinese wlledions
from the Lingustic Data Consortium (LDC), the
HongKong Laws Parallel Text colledion [4] and the
HongKongNews Parall el Text colledion[5].

The Laws colledion contains rougHy 310000
aligned sentences. The News colledion contains
rougHy 18000 aigned dacuments. Both colledions
are encoded in Big-5 which matches the encoding in
the TREC-9 Chinese lledion.

We built ahybrid colledion from the Laws coll ecion
and from aligned sedions of the News documents.
We indexed the mlledion twice, both with 2-grams
and 3grams. Summary information abou these two
indicesis srown in the following table:

since it is not contemporaneous with the Chinese
colledion. We therefore tried a word-by-word
trandation d the topic statements, also using the
parallel colledion. The run apl9xwrd was produced
by combining six base runs (2-, 3-grams; T, TD,
TDN queries).

The fina run, apl9xcmb, was smply a mmbination
of al base runs used in apl9xtop, apl9xwrd, and the
undficial madine translation run, apl9xibm.

avg |recd | # #> %

prec best | median | mono
apl9xmon | 0.3085| 621 | 5 20 100%
apl9xtop | 0.0763| 360 0 7 24.7%
apl9xwrd | 0.1076| 416 | O 8 34.9%
apl9xcmb | 0.1523| 535 | O 11 49.4%

# dacs | #terms index size

English words 344,299 46951 | 105MB

Chinese 2-grams | 343714 | 553358 | 195MB

Chinese 3-grams | 333007 | 2,908676| 270MB

Table7. Statistics for APL’'s hybrid paralel
colledion.

Official results

We submitted four official runsfor the CLIR task,

apl9xmon, apl9xtop, apl9xwrd, and apl9xcmb, that
are described below. Each run is produced by
combining multiple base runs. All of the base runs
made use of relevance feadbadk. The number of
expansion terms varied depending on the indexing
terms; 100 expansion terms were used with the 2-
gram index and 400terms were used with 3-grams.

Our only mondingual submisson was apl9xmon.
This run was produced by combining six base runs,
title-only, title + description, and title + description +
narrative, using bah 2- and 3-grams.

Our first method for query trandation followed the
approach we used succesdully in the CLEF-2000
evaluation [8], namely, pre-trandation expansion
using highly ranked dacuments from a document
colledion in the same language @ the source query
followed by individua term trandation wsing ou
parale colledion. Using this approach, the run,
apl9xtop, was built from two base runs that were
produwced from 2- and 3grams. The base runs used
gueries produced by expanding full topics from
documents in the TREC-8 colledion.

We were oncerned that using the TREC-8 colledion
as an expansion colledion might not be agoodidea

Table8. Official resultsfor CLIR task

We wanted to compare tranglation wsing ou parallel
colledion to avail able machine trandation. We were
not in pessesson o Chinese MT software in-house
so we relied on a web-based trandation. The first
operational web-based trandation service we found
was the IBM AlphaWorks srver [3]. We had no
previous experience with this srvice or knowledge
of its methods or quality; we dedded to use it solely
based on convenience The undficia run, apl9xibm
was produced from six base runs (2-, 3-grams; T, TD,
TDN queries).

Comparing 2-gramsand 3-grams

Our dedsion to submit combined runs using bah 2-
and 3-grams was based on experience that shows
benefit from a cwmbination o multiple, reasonable
quality results. Asit turns out, our runsusing 3grams
performed appredably worse than those using 2
grams.  Average predsion and recdl for the
mondingual base runs used in apl9xmon are shown
in Table9.

It seems clea that 2-grams are preferable to 3-grams,
at least on a colledion o this gze This trend seems
to hdd bah in mondingual retrieval with natural
language queries and in hilingual retrieval using
word-based ‘trandations. We aeded a post-hoc
mondingual run wing ony the 2-grams and saw
average predsion increase from 0.3085in apl9xmon
to 0.3339 an 8.2% increase.

avg prec | recdl
2-grams| T 0.2926 | 606
TD | 0.3154 | 622
TDN | 0.3333 | 624
3grams| T 0.1991 | 572
TD | 0.2170 | 571
TDN | 0.2368 | 555
Table9. Comparing 2 and 3grams using
mondingual queries.




A previous gudy by Chen et. al. [1], examined the
relative merits of 1-, 2-, and 3grams (as well as
severa other methods of indexing) using the TREC-5
Chinese colledion. Though the data, charader
encoding, and retrieval model differ from this present
study, the relative performance between 2-grams and
3-grams is quite similar for severa metrics. On
automatic long queries they report average predsion
of 0.3677 for 2-grams and 02405 for 3-grams, a
performance ratio of 1.529 from values in Table 9
we ompute acomparable ratio of 1.408 Looking at
relevant documents retrieved we report a ratio of
1.123to their 1.162

Perfor mance of Different Transation Schemes

Another thing we wanted to examine was the dfed
of using dfferent query trandation methods. Our
three methods achieved similar performance Rather
than compare the combined runs, we instead look at
the mngtituent base runs. The foll owing tables reved
the performance adieved by ead runanditsrelative
performance to apl9xmon. For ead strategy the best
performance was observed when 2-grams were used
on full-length topic statements.

avg prec | recdl | % mono
2-grams | TDN | 01175 | 341 | 381%
3-grams | TDN | 0.0261 | 237 | 8.46%
Table10. Bilingual results using pe-trandation
expansion (topic expansion)

avg prec | recdl | % mono
2-gams| T 0.1036 | 409 | 336%
TD | 01214 | 455 | 393%
TDN | 01261 | 461 | 40.9%
3grams| T 0.0464 | 254 | 15.0%
TD | 0.0440 | 309 | 143%
TDN | 0.0245 | 244 | 7.94%
Table11. Bilingual results using individual word
trandation

avg prec | recdl | % mono
2-grams T 0.0674 | 385 | 21.8%

TD | 0.1017 | 487 | 33.0%
TDN | 01284 | 517 | 416%
3-grams T 0.0512 | 305 | 16.6%

TD | 0.0774 | 335 | 251%
TDN | 0.0773 | 374 | 251%
apl9xibm 0.1000 | 497 | 324%
Table12. Bilingual results using IBM’s
AlphaWorks Trand ator

The performance atieved by eat o the trandation
methods was very similar. The predsion-recdl graph
in Figure 2 shows the performance of ead query
trandation scheme using 2gram indexing and full
topic statements. The graph shows that while the

average predsion wsing eah method is nealy the
same, the AlphaWorks trandator performs dightly
better at the high-predsion part of the arve.

None of the bilingual runs achieves comparable
performance to the mondingual run and ou best
officia bilingual submisson, aplxcmb only achieves
performance of 49.4% of our officia mondingual
run, apl9xmon. Thisis sgnificantly lower percentage
than the 70-80% we obtained in our experiments with
the CLEF-2000 workshop that was devoted to
European languages [8].

CLIR Results Using 2-gram Indexing
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Figure 2. Predsion-recdl curvefor CLIR runs

See the following pege for an example of the query
translations we used.



1 English word Top 2-gram | Top 3-gram
Topic CH/3 aids Bl B
china e EPNES
cases W TH T
.. . research W7e e
Official English Query omber ] FOTE]
treatment TEHE falraai
<titte> AIDS in China i b3 e
deaths EH EiRs)
<desc> Description: (ti(i)etlirllosed 52;; Kgi
Find dacuments that report on the number of cases of prevention G IE
AIDS in China, the names and locaions of AIDS health 4 4
reseach and treament fadlities in China, and the official B BT
number of deahs per yea attributed to AIDS in chinese B IR
China. numbers SRS -
carriers AR /B
. infected &G SRS
<narr> Narrative: . provinces fiE TEE T
Documents that quae spedfic tota numbers or intravenous 4 N
percentages for people diagnosed with AIDS in disease BH AR
China ae relevant. Documents containing the official county e [T
names and/or locaions of Chinas reseach and bzl-‘m‘% i;l 7;255
treament fadliti es are relevant. Documents reveding ie:fzzlf?ication — oy
Chinds total number of fatalities per yea due to — e =
AIDS are relevant. spread AT £
patient A 42
adolescents s A
. dept i b¥a:
IBM AlphaWorks Trandation yzﬁnan %fg; %’%;
tracy none none
. - ivdu none none
<title> EEP mainland Ay 5] At
infection ke 42
<desc>Ritf T ELEh: FAEZIEIHARAE B indicates o —
NS N — TN NS o oreigners H .
BRI TE DI |, A i st ot regions 0 2P
FIER B M E B, R R A B spreading it (i
EI’\J"E&Q%E!’J?EH’JE&EE"J%E% ) risk Ja g P Ja
reported SN (@Y E]
- publicity EAH {5
<nar AL IR BB R AP angeles W Az
B R E E AL R a2 EE adulis s s
%?%ﬂ%ﬁlﬁﬁ EP H’Jﬁﬁ%%ﬂﬁﬁﬁ?ﬁﬁfﬁﬂ’ﬂﬂ’ﬂ% %ﬂaf characteristics R Hata
1. BT P B s A BE L B ] fiilities il L
. = rug EACY
H’Jﬁ%ﬂiﬁ%ﬁ : monitoring (5 (@Y E]
thomas SN (A
medical B4 {4
negative i i
control etk Eragie]
table =i AT
discovered i) i
ministry S IR HS
causes B BB
december —H 2 H
cities Ik i FHET
chen B (@Y E]
minzhang none none

Figure 3. Two query trandation methods are ampared. The original English version d topic CH73is shown alongwith the results
of the IBM AlphaWorks trandator. In the table on the right the query used in apl9xtop is partially displayed. The first column
contains the best sixty terms produced by seaching the TREC-8 ad hac English documents using the official English version o topic
CH73. The second column contains the top-ranked 2-gram extraded from our parallel colledion; the third column contains the top-
ranked 3-gram. During retrieval the top three2-grams and the top 10 3-grams were used; however, only the top term is shown here
due to space onstraints.




Conclusions

This yea we participated in two tradks that eadh
presented new chall enges.

In the small web task, we focused on content-based
methods and tried two techniques to ‘acommodate’
the web-nature of the task. The first technique was a
rudimentary use of badlink courts that proved too
simplistic to be beneficial. The second technique,
spell  correding mispeled short queries was
generally beneficial, however it badfired in certain
instances. We foundautomated relevance feedbadk to
have a deleterious effed on ou performance a
finding that warrants further investigation.

Though ouw team is experienced in crosslanguage
retrieval, we had no experience in Asian language
retrieval. We started the Chinese task with noability
to read Chinese and nolanguage resources such as
segmenters or dictionaries to draw on. Due to time
constraints we were unable to make use of the TREC-
5/6 training data and thus we etered the task
relatively unprepared. We relied on ou genera
experience using rngrams as indexing terms, a
quickly aqquired knowledge of the Big-5 encoding,
and an English/Chinese parall el colledion.

From our experience in the CLIR tradk we draw the
following lesons. Firgt, 2-grams are preferable to 3-
grams for indexing Chinese. We remain open to the
possbility that other techniques may be better still —
for example, using bah 2-grams and 3-grams, or 2-
grams and segmented words. Our second olservation
is that corpus-based trandation is aviable dternative
to extant machine trandation software. However, our
present results in English to Chinese, bilingual
retrieval seem to fall wel short of Chinese
mondingual retrieval. Now that we have some
experience in Chinese text retrieval and a training
colledion to draw from, we will endeavor to refine
our methods to narrow this gap.
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